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Abstract. Based on the notion of accumulators, we propose a new cryptographic
scheme called universal accumulators. This scheme enablesone to commit to a
set of values using a short accumulator and to efficiently compute a membership
witness of any value that has been accumulated. Unlike traditional accumulators,
this scheme also enables one to efficiently compute a nonmembership witness
of any value that has not been accumulated. We give a construction for universal
accumulators and prove its security based on the strong RSA assumption. We fur-
ther present a construction for dynamic universal accumulators; this construction
allows one to dynamically add and delete inputs with constant computational
cost. Our construction directly builds upon Camenisch and Lysyanskaya’s dy-
namic accumulator scheme. Universal accumulators can be seen as an extension
to dynamic accumulators with support of nonmembership witness. We also give
an efficient zero-knowledge proof protocol for proving thata committed value is
not in the accumulator. Our dynamic universal accumulator construction enables
efficient membership revocation in an anonymous fashion.

1 Introduction

Accumulators were first introduced by Benaloh and de Mare [4]as a method to con-
dense a set of values into one short accumulator, such that there is a short witness for
each value that has been accumulated. In the mean time, it is infeasible to find a witness
for a value that has not been accumulated. Barić and Pfitzmann [3] proposed a construc-
tion of a collision-resistant accumulator under the strongRSA assumption. Camenisch
and Lysyanskaya [10] further proposed a dynamic accumulator in which elements can
be efficiently added into or removed from the accumulator. Accumulators have been
used in many applications [3, 4, 10, 20], including membership testing, time stamping,
authenticated directory, and certificate revocation.

None of the existing accumulator schemes provide nonmembership witnesses for
values that have not been accumulated. This feature of nonmembership witnesses is
highly desirable in many applications. The following are two examples where a non-
membership witness is important.



1. Suppose a credit report agency compiles a list of users whohave gone into
bankruptcy within the last three years, and it also publishes the accumulator for this
list. When Alice applies an auto loan from a bank, the bank wants Alice to prove
that she is not in the bankruptcy list. In a similar application, suppose a Certifi-
cate Authority (CA) revokes a number of certificates before their expiration dates.
A certificate user may need to efficiently prove that her certificate has not been
revoked when using her certificate.

2. Suppose the Center for Disease Control and Prevention maintains a list of patients
who have a certain infectious disease (e.g., Measles or Cholera). In some appli-
cations, a patient needs to prove that she has the disease in order to purchase dis-
counted medicines from the local pharmacy stores. Whereas in other applications,
one needs to prove that she does not have the disease.

In this paper, we propose the notion ofuniversal accumulators, which enables a
trusted group manager to condense a list of values into a short accumulator. For each
value in the list, there is a short membership witness; and for each value not in the list,
there exists a short nonmembership witness. It is computationally infeasible to find a
membership witness for a value that was not accumulated or tofind a nonmembership
witness for a value that was accumulated. The notion of universal comes from the fact
that each possible value in the input domain has a witness (either a membership witness
or a nonmembership witness). Using universal accumulators, one can easily solve the
problems in the aforementioned applications.

We further propose the notion ofdynamic universal accumulators, which allow one
to dynamically add and delete inputs, such that the the cost of an addition or a deletion
is independent of the size of the accumulated set. We construct an efficient dynamic uni-
versal accumulator under the strong RSA assumption. Dynamic universal accumulators
enable efficient membership revocation: A group manager issues a credential for each
group member. The group manager also maintains a credentialrevocation list using a
dynamic universal accumulator. To revoke a member, the group manager simply inserts
the serial number of the revoked credential into the revokedlist. To prove membership,
a valid group member first shows her group credential, then shows that the credential’s
serial number is not in the revocation list by presenting thenonmembership witness.

We also develop an efficient zero-knowledge proof protocol such that, if a value is
stored in a cryptographic commitment, then one can prove that the value is not accumu-
lated in a zero-knowledge fashion. This enables membershiprevocation in an anony-
mous setting. To prove membership anonymously, the group member first proves that
she has a valid group credential, then proves that the credential’s serial number is not in
the revocation list.

Note that many applications that require nonmembership proofs (such as ones in
Application 1) can be solved using membership-proof techniques. Take the certificates
revocation as an example, instead of proving the nonmembership of a revocation list,
one can prove the membership of a legitimate user list to showthat her certificate has not
been revoked. This idea was used by, e.g., Camenisch and Lysyanskaya [10]. However,
even though proving membership is efficient in [10], the maintenance overhead of the
witness could be very expensive if the user list is huge and frequently-changing. For
example, consider a certificate system that has thousands ormillions of users. Suppose



the list of valid users increases every hour (i.e., each hourthere are several new users
added into the list). And suppose the list of revoked users issmall in size and relatively
static (e.g., changes every month). Using the scheme in [10], a legitimate user may have
to update her witness every hour, whereas using our scheme, she only need to update
her nonmembership witness once a month.

1.1 Our contribution

The contributions of this paper are as follows.

– We introduce the notion of universal accumulators, which support short witnesses
for both membership and nonmembership.

– We construct an efficient dynamic universal accumulator based on the strong RSA
assumption. The update of witness in our scheme can be efficiently performed with-
out the help of the trusted group manager. Proofs of membership or nonmembership
can be achieved with a constant number of modular exponentiations.

– We give an efficient zero-knowledge proof protocol to prove that a committed
value was not accumulated. This enables efficient membership revocation in anony-
mous credential systems, group signature schemes, and direct anonymous attesta-
tion schemes. Universal accumulators may be of interest in other applications as
well.

1.2 Organization of this paper

The rest of this paper is organized as follows. We first give notations and security as-
sumptions in section 2. In section 3, we give a formal definition of universal accu-
mulators and present our construction. In section 4, we present the notion of dynamic
universal accumulators and describe the corresponding construction. In section 5, we
present a zero-knowledge proof protocol to prove that a committed value has not been
accumulated in an accumulator. In section 6, we discuss several applications of dy-
namic universal accumulators to membership revocations inthe anonymous setting, we
also compare our solution with other existing membership revocation techniques.We
conclude our paper in section 7.

2 Notations and Assumptions

2.1 Notations

We useφ(·) to denote the Euler totient function. Letn = pq be a RSA modulus, we use
Z
∗

n to denote the set of all positive integers that are less thann and relative prime ton.
We useQRn to denote the set of quadratic residues modulon.

A negligible function, denoted byneg(·), represents a positive function that van-
ishes faster than the inverse of any fixed positive polynomial. That is, for every polyno-
mial p(·) and for every large enough integern, neg(n) < 1/p(n). If S is a probability
space, then the probability assignmentx ←R S means that an elementx is chosen at



random according toS. If F is a finite set, thenx ←R F denotes thatx is chosen
uniformly from F . If p is a predicate andS1, S2, . . . , Sm are probability spaces, then
the notationPr [x1 ←R S1, x2 ←R S2, . . . xm ←R Sm : p(x1, x2, · · · , xm)] denotes
the probability thatp(x1, · · · , xm) will be true after the ordered execution of the prob-
abilistic assignmentsx1 ←R S1, . . . , xm ←R Sm. Let A andB be interactive Turing
machines, we use(a ← A(·) ↔ B(·) → b) to denote thata andb are two random
variables corresponding to the outputs ofA andB as a result of their joint computation.

We use the notation used by Camenisch and Stadler in [14] for the various zero-
knowledge proofs of knowledge of discrete logarithms and proofs of the validity of
statements about discrete logarithms. For instance,

PK{(α, β) : y = gαhβ ∧ (u ≤ α ≤ v)}

denotes a zero-knowledge proof of knowledge of integersα andβ, such thaty = gαhβ

holds andu ≤ α ≤ v.

2.2 Security assumptions

The security of our construction is based on the strong RSA assumption, which assumes
that it is infeasible to solve the following problem: Given an RSA modulusn and a
randomx ←R Z

∗

n, find e > 1 andy ∈ Z
∗

n such thatye = x mod n. The strong RSA
was introduced by Barić and Pfitzmann [3] and has been used inproving the security of
many cryptographic schemes (e.g., [19, 18, 16]). It can be formally stated as follows:

Assumption 1 (strong RSA assumption)For every probabilistic polynomial-time al-
gorithmsA,

Pr

[

n← G(1k), x←R Zn, (y, e)← A(n, x) : ye = x (mod n) ∧ 1 < e < n
]

= neg(k)

whereG(1k) is a algorithm that generates a RSA modulusn of sizek, andneg(k) is a
negligible function.

Our security proofs also use the following lemma ([23, 16]):

Lemma 1. For any integern, given integersu, v ∈ Z
∗

n and a, b ∈ Z, such that
ua = vb mod n and gcd(a, b) = 1, one can efficiently computex ∈ Z

∗

n such that
xa = v mod n.

To see the correctness of this lemma, observe that, asgcd(a, b) = 1, one can use
the extended Euclidian algorithm to findc, d ∈ Z such thatbd = 1 + ac. Let
x = (udv−c mod n), then

xa = uadv−ac = (ua)dv−ac = (vb)dv−ac = v (mod n).

3 Universal Accumulators

We now give a formal definition of universal accumulators andpresent our construction.



3.1 Definition of universal accumulators

Definition 1. Let k be a security parameter, a secure universal accumulator fora family
of input{Xk} is a family of functions{Fk} with the following properties:

– Efficient Generation: There is an efficient probabilistic polynomial time algorithm
G that on input1k produces a random functionf of Fk. Additionally,G also out-
puts some auxiliary information aboutf , denoted asauxf .

– Efficient Evaluation: Eachf ∈ Fk is a polynomial time function, on input(g, x) ∈
Gf ×Xk, outputs a valueh ∈ Gf , whereGf is the input domain for the functionf ,
andXk is the input domain for the elements to be accumulated.

– Quasi-Commutative: For all f ∈ Fk, for all g ∈ Gf , and for allx1, x2 ∈ Xk,
f(f(g, x1), x2) = f(f(g, x2), x1). If X = {x1, . . . , xm} ⊂ Xk, we usef(g, X)
to denotef(f(. . . (g, x1), . . .), xm).

– Membership Witness: For eachf ∈ Fk, there is a membership verification func-
tion ρ1. Let c ∈ Gf andx ∈ Xk. A value w1 is called membership witness if
ρ1(c, x, w1) = 1.

– Nonmembership Witness: For eachf ∈ Fk, there is a nonmembership verification
functionρ2. Let c ∈ Gf andx ∈ Xk. A valuew2 is called nonmembership witness
if ρ2(c, x, w2) = 1.

– Security: A universal accumulator scheme is secure if, for all probabilistic
polynomial-time adversaryAk,

Pr

[

f ← G(1k); g ←R Gf ; (x, w1, w2, X)← Ak(f,Gf , g) :
x ∈ Xk; X ⊂ Xk; ρ1(f(g, X), x, w1) = 1; ρ2(f(g, X), x, w2) = 1

]

= neg(k)

In other words, it is computationally infeasible to find botha valid membership wit-
ness and a valid nonmembership witness for anyx inXk. Note that this is equivalent
to say that, given any setX ∈ Xk, it is computationally infeasible to findx ∈ X
with a valid nonmembership witness or findx ∈ Xk\X with a valid membership
witness.

The preceding definition is similar to the one of Camenisch and Lysyanskaya [10],
the main difference is that our definition requires witnesses for nonmembership ele-
ments.

3.2 Our construction

Our construction builds upon the construction of Camenischand Lysyanskaya [10]. The
difference is that we give an efficient solution for nonmembership witness.

Construction 1 (Universal Accumulators) Let k be a security parameter. Letℓ =
⌊k/2⌋ − 2. We useXk to denote the set of all primes inZ2ℓ . Xk is the input domain
for the elements to be accumulated.4 We useFk to denote the family of functions cor-
responding to safe-prime products of lengthk. The construction takes the following
steps.

4 As in [10], the input domainXk has to be primes. If the required input domain is the set of all
possible strings, we need to map arbitrary strings to prime numbers. A number of approaches
for doing this have been proposed in the literature, see, e.g., [3, 19, 20].



– The generation algorithmG takes1k as input and outputs a random modulusn of
lengthk that is a safe prime, that is,n = pq, wherep = 2p′ + 1, q = 2q′ + 1, p and
q have equal length, andp, q, p′, q′ are all prime number.

– We usefn to denote the function corresponding to modulusn. The auxiliary infor-
mationauxf for fn is the factorization ofn. The input domainGf for fn is defined
asGf = {g ∈ QRn : g 6= 1} whereQRn denotes the group of quadratic residues
modulon.

– Forf = fn, f(g, x) = gx mod n.
– Forf = fn, the membership verification functionρ1 is defined asρ1(c, x, cx) = 1

if and only if (cx)x = c, wherecx ∈ Gf is the membership witness forx. The
nonmembership verification functionρ2 is defined asρ2(c, x, a, d) = 1 if and only
if ca = dxg (mod n), where(a, d) ∈ Z2ℓ × Gf is the nonmembership witness for
x.

It is easy to see that, given(g, x), we can efficiently computef(g, x). It is also
easy to see thatf is quasi-commutative, that is,f(f(g, x1), x2) = f(f(g, x2), x1) =
gx1x2 mod n. Note that membership and nonmembership witnesses can be computed
with or without the auxiliary information. It is much more expensive to compute witness
without the auxiliary information. In our application, we do not need to compute witness
using the auxiliary information; but they may be useful in other settings.

One difference between our construction and Camenisch and Lysyanskaya’s accu-
mulator scheme [10] is that their construction does not require to publishg. In our
construction,g needs to be public for nonmembership queries. Note that a party that
knowsg and the value of the accumulator, and suspects thatx1, . . . , xn are the values
used to compute the accumulator, can easily verify its guess. This is not really a prob-
lem because (1) it is not required to hide the accumulated values, and (2) it is easy to
prevent this attack by adding a random valuex0 to the set of values used to compute
the accumulator.

How to compute witness without the auxiliary information SupposeX =
{x1, . . . , xm} is a subset ofXk andg is a random value inQRn. Letu denote

∏m
i=1 xi.

By definitionf(g, X) = gu mod n. As in the previous accumulator schemes [4, 3, 10],
for anyx ∈ X , we can compute the membership witness forx ascx = gu/x mod n.
To verify the witness, one checks thatx ∈ Xk and(cx)x = c mod n.

For anyx ∈ Xk\X , sincex, x1, . . . , xm are distinct prime numbers,gcd(x, u) = 1.
We can finda ∈ Z2ℓ andb ∈ Z such thatau + bx = 1. The valuea andb can be
computed as follows: we first use Euclid algorithm to finda′ andb′ such thata′u +
b′x = 1. As x is a positive integer inZ2ℓ , we can always find an integerk such that
a′ + kx ∈ Z2ℓ . Observe that(a′ + kx)u + (b′ − ku)x = 1, thereforea = a′ + kx and
b = b′ − ku. Let d = g−b mod n, the nonmembership witness forx is (a, d). To verify
the witness, one checks thatx ∈ Xk, a ∈ Z2ℓ , andca = dxg (mod n), which holds
becauseca = gua = g1−bx = g−bxg = dxg (mod n).

How to compute witness with the auxiliary information The membership witness
and nonmembership witness can be computed efficiently giventhe auxiliary informa-
tion auxf . Suppose there is a trusted group manager who knowsauxf , maintains the



setX , and has already computed the accumulatorc = f(g, X), the group manager can
compute (non)membership witness for anyx ∈ Xk with oneshort modular exponenti-
ation.

For x ∈ X , the group manager first checks whetherx ∈ X , then computes
a = x−1 mod φ(n), and finally computescx = ca mod n. The membership wit-
ness forx is cx. It is easy to verify the correctness of the witness as(cx)x = (ca)x =

cx−1
·x mod φ(n) = c (mod n).

For x ∈ Xk\X , let u′ = u mod φ(n), the group manager first checks whether
gcd(x, u′) = 1.

– If gcd(x, u′) = 1, the group manager findsa andb such thatau′ + bx = 1, and
sets the nonmembership witness forx as (a, g−b mod n). The nonmembership
witness is correct becauseca = (gu)a = (gu′

)a = gu′a = g1−bx = g−bxg =
dxg (mod n).

– If gcd(x, u′) 6= 1, the group manager findsa and b such thatau + bx = 1,
then computesb′ = b mod φ(n), and sets the nonmembership witness forx as
(a, g−b′ mod n). The nonmembership witness is correct becauseca = gua =
g1−bx = (g−b)xg = (g−b′)xg = dxg (mod n).

Observe that, the second case is slightly more expensive than the first case. The
reason is that, in the second case, the group manager needs tofind a andb such that
au + bx = 1 whereu could potentially be large, i.e., size linear tom. Yet, in either
case, the exponent in the modular exponentiation computed by the group manager is
smaller thanφ(n). Thus the nonmembership witness can be calculated efficiently. Also
observe that, the number ofx ∈ Xk such thatgcd(x, u′) 6= 1 is less thank, asx must
be a prime.

Note that computing witness using auxiliary information may not apply to all sce-
narios. In some applications, it is not allowed to reveal theauxiliary information to the
party who computes the accumulator, since the auxiliary data enables her to prove arbi-
trary statements. In the case when the party who computes theaccumulator is trusted,
it is acceptable to give her the auxiliary information.

Theorem 1. Under the strong RSA assumption, the above construction is asecure uni-
versal accumulator.

Proof. We assume all the arithmetic operations in this proof are modulo n unless spec-
ified otherwise. The strong RSA assumption says that given a RSA modulusn and a
random valueg ←R QRn, it is computationally infeasible to findx andy such that
x > 1 andyx = g.

Suppose there exists a polynomial time adversaryA, which on inputn andg ∈
QRn, outputscx ∈ Gf , d ∈ Gf , x ∈ Xℓ, a ∈ Z2ℓ , andX = {x1, . . . , xm} ⊂ Xℓ, such
thatc = gx1···xm , (cx)x = c, andca = dxg. We can construct an algorithmB to break
the strong RSA assumption by invokingA.

Let u to denote
∏m

i=1 xi. We consider two cases. In the first case, assumex ∈ X ,
the adversary can computeu, a, d, andx, such thatc = gu andca = dxg. That is, the
adversary computesu, a, d, andx such thatgau−1 = dx. Becausex ∈ X , x | u, and
gcd(au− 1, x) = 1. By lemma 1, we can efficiently findy such thatyx = g.



In the second case, assumex 6∈ X , the adversary can computeu, cx, andx, such
that c = gu and(cx)x = c. In other words, the adversary can findu, cx, andx such
thatgu = (cx)x. As x1, . . . , xm are all prime, andx 6∈ X , clearlygcd(x, u) = 1. By
lemma 1, we can efficiently findy such thatyx = g.

We now construct an efficient algorithmB that breaks the strong RSA assumption as
follows. Given a RSA modulusn andg ←R QRn,B invokesAwith inputn andg, and
obtains outputscx, d, x, a, X from A. By the preceding arguments,B can efficiently
computey from cx, d, x, a, X such thatyx = d, which contradicts to the strong RSA
assumption. 2

Corollary 1. In the above construction, for anyf ∈ Fk and any given setX ⊂ Xf , it
is computationally infeasible to findx ∈ X with a valid nonmembership witness.

Proof. This follows directly from Theorem 1. 2

Note that, in our security definition of the universal accumulator, we limit the adver-
sary to choosex only fromXk. It is acceptable because when a user proves membership
or nonmembership to a verifier, the verifier can first check whetherx ∈ Xk, if not, the
verifier can reject the proof. If a user can prove that a valuex was not accumulated in
an accumulator in an anonymous fashion (see Section 5), Corollary 1 guarantees thatx
is not a member of the accumulated setX .

4 Dynamic Universal Accumulators

Camenisch and Lysyanskaya [10] proposed the concept of dynamic accumulators in
which one can dynamically add and delete elements. In this section, we first give the
definition of dynamic universal accumulators, then presenta dynamic universal accu-
mulator based on our construction in the previous subsection.

4.1 Definition of dynamic universal accumulators

Definition 2. A universal accumulator isdynamicif it has the following properties:

– Efficient Update of AccumulatorThere exists an efficient algorithmD such that,
supposec = f(g, X), if x̂ 6∈ X , thenD(c, x̂) = ĉ such that̂c = f(g, X ∪ {x̂}); if
x̂ ∈ X , thenD(auxf , c, x̂) = ĉ such that̂c = f(g, X\{x̂}).

– Efficient Update of Membership WitnessLet c andĉ be the original and updated
accumulators respectively and̂x be the new updated element. There exists an ef-
ficient algorithmW1 such that, ifx 6= x̂, x ∈ X , andρ1(c, x, w) = 1, then
W1(w, c, ĉ, x, x̂) = ŵ such thatρ1(ĉ, x, ŵ) = 1.

– Efficient Update of Nonmembership WitnessLet c and ĉ be the original and up-
dated accumulators respectively andx̂ be the new updated element. There exists
an efficient algorithmW2 such that, ifx 6= x̂, x 6∈ X , andρ2(c, x, w) = 1, then
W2(w, c, ĉ, x, x̂) = ŵ such thatρ2(ĉ, x, ŵ) = 1.



Of course, it is easy to perform updates using computations that are linear in the
size of the accumulated setX , i.e., compute the witnesses from the scratch. In the
above definition, the term “efficient” means that the time complexity of each update
operation is independent of the size ofX . Note that, update of a membership witness
or a nonmembership witness is achieved without the auxiliary information. That is,
given the original and new accumulators, one can update its witness locally. This is a
very useful feature: Suppose the group manager updates the set X , computes the new
accumulator, and broadcasts its value to all users. Each user can update her witness
locally without any help from the group manager.

In terms of security requirement, loosely speaking, a dynamic universal accumulator
is secure against an adaptive adversary if the adversary cannot win the following game.
Suppose a group manager sets up the functionf and the valueg and hides the auxiliary
informationauxf . The adversary adaptively modifies the setX . Whenever a valuex
is inserted into or deleted fromX , the manager calls algorithmD and publishes the
updated accumulator. In the end, the adversary outputsx̂ 6∈ X and a valid membership
witness forx̂ or outputŝx ∈ X and a valid nonmembership witness forx̂. The formal
security definition of dynamic universal accumulator is stated as follows.

Definition 3. Let {Fk} be the family of universal accumulator functions defined in
Definition 1. LetM be an interactive Turing machine that receives input(f, auxf , g),
wheref ∈ Fk, auxf is the auxiliary information aboutf , andg ∈ Gf . M maintains
a list of valuesX which is initially empty. The initial accumulatorc is set to beg. M
responds to two types of messages: for message(add, x), it makes sure thatx ∈ Xk,
addsx to the setX , modifiesc by runningD, and then sends back the updatedc; for
message(delete, x), it checks thatx ∈ X , deletes it from the setX , updatesc by
runningD, and sends back the updatedc. In the end,M outputs the current values for
X and c. A dynamic universal accumulator scheme issecureif, for all probabilistic
polynomial-time adversaryAk,

Pr





f ← G(1k); g ←R Gf ;
(x, w1, w2, X)← Ak(f,Gf , g)↔M(f, auxf , g)→ (X, c) :
x ∈ Xk; X ⊂ Xk; c = f(g, X); ρ1(c, x, w1) = 1; ρ2(c, x, w2) = 1



 = neg(k)

We now show that if a secure universal accumulator is dynamicunder Definition 2,
then this dynamic universal accumulator is secure against adaptive adversaries.

Remark 1.A dynamic universal accumulator is secure against an adaptive adversary if
the underlying universal accumulator is secure.

The above remark is straight-forward using reduction argument. We can show that
if an adversaryA breaks the security property in Definition 3, we could build another
adversaryB to break the security property of a universal accumulator inDefinition 1
by invokingA. On input(f,Gf , g), B passes these values toA. BecauseA needs to
interacts with the managerM for updating elements, we letB act as the manager: if
A sends an(add, x) query,B simply insertsx into X and computesc = f(g, X); if
A sends a(delete, x) query,B removesx from X and computesc = f(g, X). In the
end, ifA outputs an elementx ∈ Xk with a valid membership witnessw1 and a valid
nonmembership witnessw2, B outputs(x, X, w1, w2). Clearly,B breaks the security
property in Definition 1.



4.2 Our construction

Construction 2 (Dynamic Universal Accumulators) Our construction is built on
Construction 1 with the following additional functionalities:

– Update of Accumulator:Adding a valuêx to the accumulatorc can be computed
as ĉ = cx̂ mod n. Deleting a valuêx from the accumulator is computed asĉ =

D(φ(n), c, x̂) = cx̂−1 mod φ(n) mod n, whereφ(n) is the auxiliary information.
– Update of Membership Witness:Let w be the original membership witness ofx.

Let c andĉ be the original and new accumulators, respectively. This construction is
the same as the one in [10].

1. Addition. Supposêx has been added, the new membership witness can be com-
puted asŵ = f(w, x̂) = wx̂ mod n. It is easy to verify thatρ1(ĉ, x, ŵ) = 1.

2. Deletion. Supposêx 6= x has been deleted, the new membership witnessŵ can
be computed as follows. AlgorithmW1 chooses two integera andb such that
ax + bx̂ = 1 and thenŵ = wbĉa mod n. We can verify that:

ŵx = (wbĉa)x = ((wbĉa)xx̂)1/x̂ = (cbx̂cax)1/x̂ = ĉ (mod n)

– Update of Nonmembership Witness:Let (a, d) be the original nonmembership wit-
ness ofx.

1. Addition. Supposêx 6= x has been added, givenc, ĉ, x, x̂ such thatĉ =
cx̂ mod n, the new nonmembership witness(â, d̂) can be computed as fol-
lows. AlgorithmW2 first finds two integerŝa0 andr0 such that̂a0x̂+ r0x = 1.
It is easy to find sucĥa0 andr0 becausêx andx are distinct primes. Multi-
plying by a to both side of the above equation, we haveâ0ax̂ + r0ax = a.
W2 then computeŝa = â0a mod x, and findr ∈ Z such that̂ax̂ = a + rx.
Note thatâ ∈ Z2ℓ . In the end,W2 computesd̂ = dcr mod n. We can verify
ρ2(ĉ, x, â, d̂) = 1, or, ĉâ = d̂xg holds:

ĉâ = câx̂ = ca+rx = crxca = crxdxg = (dcr)xg = d̂xg (mod n)

2. Deletion. Supposêx has been deleted, givenc, ĉ, x, x̂ such thatc = ĉx̂ mod n,
the new nonmembership witness(â, d̂) can be computed as follows. Algorithm
W2 chooses an integerr such thatax̂ − rx ∈ Z2ℓ (there always exists suchr
becausex ∈ Z

∗

2ℓ), then letâ = ax̂ − rx andd̂ = dĉ−r mod n. We can verify

ρ2(ĉ, x, â, d̂) = 1, or, in other words,̂câ = d̂xg holds:

ĉâ = ĉax̂−rx = caĉ−rx = dxgĉ−rx = (d(ĉ)−r)xg = d̂xg (mod n)

Note that we can add or delete several values together simplyby letting x̂ be the
product of the added or deleted values. This is also true for updating (non)membership
witness.



5 Efficient Proof That a Committed Value Was Not Accumulated

We now present a useful building block for certificate revocation in an anonymous set-
ting – a protocol that proves a committed value was not accumulated in the accumulator.
Suppose that a group manager compiles a list of revoked usersand publishes the accu-
mulator for the set of revoked serial numbers5. If a regular user wants to prove that she
is not in the revocation list, she simply shows her serial number and the correspond-
ing nonmembership witness. However, such approach revealsthe user’s serial number
(thus the identity as well). The building block presented inthis section enables such
nonmembership proof in an anonymous fashion, i.e., withoutrevealing the serial num-
ber. The idea here is that the user first commits her serial number in her certificate, then
proves that the committed serial number was not accumulatedin the revocation list. We
shall describe in details how this building block is used forcertificate and membership
revocation in the anonymous setting in the next section.

The commitment scheme that we use in this section is developed by Fujisaki and
Okamoto [18] and improved by Damgård and Fujisaki [17]. Theparameters of the this
commitment scheme are(n1, g1, h1), wheren1 is a special RSA modulus of lengthk1,
h1 is a random value inQRn1

, andg1 is a random value in the group generated byh1.
To commit a valuex, the committer chooses a randomr ←R Zn1

and computes the
commitmentcommit(x, r) = gx

1hr
1 mod n1. The Fujisaki and Okamoto’s commitment

scheme is statistically hiding and computationally binding if factoring is hard. Note that
the protocol described next could also work for other commitment schemes, such as the
Pedersen commitment [22], with only minor modifications.

For our protocol, we require an elementh in QRn such thatlogg h is unknown to
the prover, whereg andn are the parameters of the universal accumulators described
in the previous sections. To prove that given a commitmentc1 and an accumulatorc,
the value committed inc1 has not been accumulated inc, we build the following zero-
knowledge proof protocol. The common inputs to the protocolarec1, n1, g1, h1, c, n, g,
andh. The prover has additional inputs:x, r, a, d such thatc1 = gx

1hr
1 mod n1 and

ca = dxg mod n, where the first equation shows thatx is the committed value ofc1

and the second equation shows thatx was not accumulated inc.

Protocol 1 PK{(x, r, a, d) : c1 = gx
1hr

1 ∧ ca = dxg ∧ x ∈ Z2ℓ ∧ a ∈ Z2ℓ}

1. The prover chooses, uniformly at random, valuesw, rx, ra, rw , rz , and re of
length k. The prover computes the following values (modulon): cx = gxhrx ,
ca = gahra , cd = dgw, cw = gwhrw , z = xw, cz = gzhrz , andce = (cd)

xhre .
The prover sends(cx, ca, cd, cw, cz, ce) to the verifier and carry out the following
zero-knowledge proofs of knowledge.
Note thatce = (cd)

xhre = (dgw)xhre = dxgxwhre = g−1cagzhre .
2. The prover proves to the verifier that the value committed in c1 in bases(g1, h1) is

the same as the value committed incx in bases(g, h):

PK{(ε, ρ, ρx) : c1 = gε
1h

ρ
1 mod n1 ∧ cx = gεhρx mod n}

5 We assume that each group member in the system has a unique prime serial number.



3. The prover proves to the verifier that the value committed in ce in bases(cd, h) is
the same as the value committed incx:

PK{(ε, ρe, ρx) : ce = (cd)
εhρe ∧ cx = gεhρx}

4. The prover proves to the verifier thatceg is also a commitment in bases((c, g), h),
and the values committed inceg are the same as the values committed inca, cz, and
the power ofh in ceg is the same as ince in bases(cd, h):

PK{(σ, τ, ε, ρa, ρz, ρe) :

ceg = cσgτhρe ∧ ca = gσhρa ∧ cz = gτhρz ∧ ce = (cd)
εhρe}

5. The prover proves to the verifier thatcz is a commitment to the product of values
committed incx andcw:

PK{(σ, τ, ε, ρz , ρw, ρx, ρ) :

cz = gτhρz ∧ cw = gσhρw ∧ cx = gεhρx ∧ cz = (cw)εhρ}

6. The prover proves to the verifier thatcx is a commitment to an integer of lengthℓ,
and thatca is a commitment to an integer of lengthℓ:

PK{(ε, σ, ρx, ρa) : cx = gεhρx ∧ ca = gσhρa ∧ ε ∈ Z2ℓ ∧ σ ∈ Z2ℓ}

Note that the preceding protocol is similar to the one proposed by Camenisch and
Lysyanskaya [11]. The zero-knowledge proof protocol in [11] is used to prove knowl-
edge of a signature, whereas our protocol is to prove knowledge of a nonmembership
witness. The details of the zero-knowledge proof protocolsin each step are omitted,
as these zero-knowledge proof protocols are standard in theliterature, e.g., a protocol
for proving knowledge of equality of representation modulotwo composite modulus
in step 2 , 3, and 4 can be found in [13], a protocol for zero-knowledge proof that a
committed value is the product of two other committed valuesin step 5 can be found
in [12, 17], a protocol for proving that a committed value lies in a given range in step 6
can be found in [6].

Theorem 2. The preceding protocol is a zero-knowledge proof of knowledge of the
values(x, r, a, d) such thatc1 = gx

1hr
1 mod n1 and (a, d) is a valid nonmembership

witness ofx for accumulatorc.

Proof. The completeness property of Protocol 1 is obvious. The zero-knowledge prop-
erty of Protocol 1 is also clear. The simulator first computesthe commitmentscx, ca,
cd, cw, cz, andce at random. Then the simulator invokes the simulator for the zero-
knowledge proofs of knowledge of each step. Because the commitments reveal nothing
statistically and the proofs of knowledge protocols at eachstep are zero-knowledge, the
preceding protocol is zero-knowledge.

We now show that there exists a knowledge extractor that outputs a valid commit-
ted valuex and a valid nonmembership witness forx. Our extractor will invoke the
extractor for the zero-knowledge proof protocols at each step as a building block. If our



extractor fails, then we are able to set up a reduction to break the strong RSA assump-
tion. Suppose the extractor succeeds and computes(x, a, w, z, r, rx, ra, rw , rz, re) such
that

c1 = gx
1hr

1 (1)

cx = gxhrx (2)

ce = (cd)
xhre (3)

ca = gahra (4)

cz = gzhrz (5)

ceg = cagzhre (6)

cz = gxwhrz (7)

where the equations (1) and (2) come from the extractor in step 2 of the protocol, the
equations (2) and (3) come from the extractor in step 3 of the protocol, the equation (4),
(5), and (6) come from the extractor in step 4 of the protocol,the equation (5) and (7)
come from the extractor in step 5 of the protocol. From equations (5) and (7), we get
z = xw. Equations (3) and (6) imply that(cd)

xg = cagz. Let d = cd/gw, we have
dx = (cd/gw)x = cx

d/gz = cag−1, or equivalently,ca = dxg. Since we also know that
x anda are of lengthℓ, we can output(x, r, a, d) such thatc1 is a commitment ofx,
and(a, d) is a valid nonmembership witness forx. 2

6 Application to Certificate and Membership Revocation

In this section, we show that the dynamic universal accumulator we constructed can be
used for efficient membership revocation for group signatures, anonymous credentials,
and direct anonymous attestation schemes; right after a brief review of these schemes.

6.1 Review of group signatures, anonymous credentials, anddirect anonymous
attestation

Group signatures, first introduced by Chaum and van Heyst [15], provide anonymity
for signers. In a group signature scheme, each group member can sign messages such
that the resulting signatures do not reveal the identity of the signer. A number of group
signature schemes have been proposed, e.g., [1, 2, 5, 14]. Formally speaking, a group-
signature scheme with membership revocation is a digital signature scheme comprised
of the following procedures:

– Setup:On input a security parameter, this probabilistic algorithm outputs the initial
group public key and the secret key for the group manager.

– Join: A protocol between the group manager and a user that results in the user
becoming a new group member. The user’s output is a membership certificate and
a membership secret.

– Sign: A probabilistic algorithm that on input a group public key, amembership
certificate, a membership secret, and a messagem outputs group signature ofm.



– Verify: An algorithm for establishing the validity of a group signature of a message
with respect to a group public key.

– Open:An algorithm that, given a message, a valid group signature on it, a group
public key and a group managers secret key, determines the identity of the signer.

– Revocation:An algorithm for the group manager to remove a member from the
group. This algorithm results in an updated group’s public key and some other
information to be stored in a public server.

– Membership Update:An algorithm for the users to update their membership certifi-
cates and membership secrets using the information available in the public server
and the current group public key.

A secure group signature scheme must satisfy theanonymityandunlinkabilityprop-
erty. The anonymity property says that, given a valid signature of some message, iden-
tifying the actual signer is computationally hard for everyone but the group manager.
The unlinkability property means that deciding whether twodifferent valid signatures
were computed by the same group member is computationally hard.

In an anonymous credential system [21, 9, 11], a user can demonstrate to a ver-
ifier that she has a credential, but the verifier cannot infer anything about who the
user is other than the fact that the user has the right credential. The Camenisch and
Lysyanskaya [9, 11] credential system has a similar construction to the group signature
schemes. Essentially, their system enables a credential holder to prove to a verifier that
the credential holder has a signature signed by the certificate authority.

Direct Anonymous Attestation (DAA) was first proposed by Brickell, Camenisch,
and Chen [7]. DAA enables remote authentication of a Trust Platform Module (TPM),
while preserving the privacy of the user of the platform thatcontains the module. The
DAA scheme can be seen as a group signature without the feature that a signature can be
opened. The DAA scheme presented in [7] is similar to the signature scheme proposed
in [11].

6.2 Incorporating revocation into group signature schemes

In this subsection, we use the group signatures scheme developed by Ateniese et al. [1]
as an example, and show that our universal accumulator scheme can be integrated into
the group signatures scheme to enable efficient revocation.

– Setup:In [1], the group manager chooses two rangesΓ andΛ and choosesn =
pq wherep and q are safe primes. The group manager also picksa, a0, g, h ∈
QRn, and chooses a secret elementsx and computesy = gx mod n. The group
public key is(n, a, a0, g, h, y) and the secret key is(p, q, x). In addition, the group
manager createsn′ for the universal accumulators described in section 3, suchthat
Γ ⊆ Xk. The group manager also chooses a randomg′ ∈ QRn′ and publishes
(n′, g′) as the public parameters of the universal accumulator.

– Join: In [1], a user interacts with the group manager. In the end, the user obtains
ei ∈ Γ , xi ∈ Λ, andAi such thataxia0 ≡ Aei

i mod n. In addition, given the cur-
rent revocation list{e1, . . . , em}, the group manager computes the nonmembership
witness forei, and sends the witness to the user.



– Sign and Verify:In [1], the prover with private key(Ai, ei, xi) proves to the ver-
ifier that she is a member of the group. More specifically, the prover uses zero-
knowledge proof of knowledge to prove the knowledge of(Ai, ei, xi) such that
axia0 ≡ Aei

i mod n. In addition, the prover proves to the verifier thatei is not
in the revocation list. This can be done using the zero-knowledge proof protocol in
Section 5. That is, the prover can first commitei and then prove that (1) the value
committed is the same as the value in her private key, and (2) the value committed
has not been accumulated in{e1, . . . , em}.

– Revocation:To revoke a member with private key(Ai, ei, xi) from the group, the
group manager insertsei into the revocation list. Letc be the current accumulator.
The group member updatesc = f(c, ei) = cei mod n′.

– Membership Update:Let ĉ be the current accumulator andc be previous accumu-
lator stored in the public server. Each group member updatesher nonmembership
witness accordingly usinĝc andc using the algorithms presented in Section 4.

Analogously, we could integrate our revocation scheme using universal accumula-
tors with other group signature schemes [2, 5, 14], anonymous credentials schemes [9,
11], compact e-cash scheme [8], and DAA scheme [7] with minormodifications. Ob-
serve that the group manager could generate both a valid membership witness and a
valid nonmembership witness for a given group member. In ourscheme, we assume
that the group manager is trusted and it will not generate nonmembership witnesses for
the members that are already in the revocation list.

7 Conclusion

We proposed a new cryptographic scheme called universal accumulators which enables
one to condense to a set of values using a short accumulator, to efficiently compute a
witness of the membership of any value that has been accumulated, and to efficiently
compute a witness of the nonmembership of any value that has not been accumulated.
We gave a construction for universal accumulators and proved its security based on the
strong RSA assumption. We then presented a construction fordynamic universal accu-
mulators in which one can add (or delete) inputs into (or from) the accumulated set with
constant cost. Dynamic universal accumulators can be used for efficient membership
revocation in the anonymous setting. Universal accumulators may be of independent
interest in other applications as well.
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