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ABSTRACT Since the harmful consequences of the online publication of fake news have emerged clearly,

many research groups worldwide have started to work on the design and creation of systems able to detect

fake news and entities that share it consciously. Therefore, manifold automatic, manual, and hybrid solutions

have been proposed by industry and academia. In this article, we describe a deep investigation of the features

that both from an automatic and a human point of view, are more predictive for the identification of social

network profiles accountable for spreading fake news in the online environment. To achieve this goal,

the features of the monitored users were extracted from Twitter, such as social and personal information

as well as interaction with content and other users. Subsequently, we performed (i) an offline analysis

realized through the use of deep learning techniques and (ii) an online analysis that involved real users

in the classification of reliable/unreliable user profiles. The experimental results, validated from a statistical

point of view, show which information best enables machines and humans to detect malicious users. We

hope that our research work will provide useful insights for realizing ever more effective tools to counter

misinformation and those who spread it intentionally.

INDEX TERMS Deep Neural Networks, Fake News, Machine Learning, Social Media.

I. INTRODUCTION

W
ITH the spread of social media platforms and the in-

crease of time spent on them, users inevitably exploit

such tools for many needs that in the past were otherwise

satisfied. Those needs include looking for and reading news

articles of interest [1]. In addition to traditional communi-

cation channels, such as press, TV, and radio, social media

have thus gained increasing importance in the dissemination

of news, to the point that, in 2018, two-thirds of the adult

U.S. population stated to get news on social media1. If social

media, on the one hand, guarantee easy and fast access to

news articles, which can be consulted at any time by anyone

with an Internet connection, on the other hand, they favor the

spread of false and unverified news, owing to the same ease

with which anyone can publish content: everyone, in the form

of a single user or even an entity page (e.g., associated with

1https://www.journalism.org/2018/09/10/
news-use-across-social-media-platforms-2018/(Accessed: November
23, 2020)

an online newspaper), can share a news article in the online

environment [2]. But social media users themselves are more

than aware of this point. In the same paper, the authors

point out that a majority (57%) of social media consumers

expect news there to be largely inaccurate. It follows that

the problem of determining whether a given news on social

media is reliable or not is certainly of great importance, as

is also discriminating reliable users from those who publish

mostly fake or unverified content.

In this article, we adopt the definition of fake news pro-

posed in [3], that is, unintentional as well as deliberate

spread of misleading or wrong narrative or facts. Similar

definitions have also been employed in previous works on

the same topic [4]–[6]. Consequently, as unreliable users we

mean entities that spread fake news often intentionally [7].

There are entities with strong convictions and relevant tech-

nical means that exploit online social networks for their

purposes. Those entities range from ordinary individuals

wishing to increase their popularity on the Internet to real
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organizations aimed at influencing public opinion. Research

literature [8]–[10] shows how it is possible to target certain

groups of users to promote specific opinions and content.

The purpose of the research work documented herein

has concerned the realization of a model, based on Deep

Learning techniques, able to detect fake news and unreliable

users through two elements: the text content and the social

context in which the news is available. For “social context”

we mean all the information concerning both the user who

shared the news and the interaction among users regarding

it. All this data contributes to creating a representative model

of news on the chosen social network, that is, Twitter2. More

specifically, the contributions of this article are as follows:

• Analysis of the features (extracted from public data and

metadata about users) in order to verify if, and to what

extent, they are predictive of the reliability of social

media users;

• Design, realization, and experimental evaluation on a

publicly available dataset, of an architecture based on

deep learning for the prediction of the class (reliable/un-

reliable) to be assigned to the user profile;

• Online study on real users to verify if there is a con-

nection between the most predictive features from an

automatic point of view and the most predictive ones

from a human point of view.

The rest of this paper is structured as follows. Section II

presents an overview of some works related to the proposed

approach. The system architecture is illustrated and discussed

in Section III. In Section IV, we provide the experimental

results of both an offline analysis using real public data and

an online study involving real users. We draw our conclu-

sions and discuss some possible future works in Section V.

Finally, in Appendix A we report the online questionnaire

administered to a sample of real users to evaluate their ability

to determine if a user profile on Twitter is reliable or not.

II. RELATED WORKS

In the research literature, there exist several noteworthy sys-

tems that exploit different approaches to predict the news

reliability degree based on the text content only (see, for

instance, [11]–[16]). The social media nature itself, however,

provides further elements of analysis for the model construc-

tion compared to the news content alone. Those elements

include features related to aspects and behaviors of relevant

users in the social ecosystem, analyzing them from different

perspectives. Currently, some significant approaches to fake

news detection have been proposed that take into account

features from the social context [4]. Such approaches fall into

two categories: stance-based and propagation-based.

A. STANCE-BASED APPROACHES

The former approaches consider the user’s stance, that is,

her point of view or attitude, and exploit it related to users

2https://twitter.com/ (Accessed: November 23, 2020)

who have commented on a news, to assess the news reliabil-

ity [17]. The user’s attitude towards a topic can be explicit

or implicit. Explicit attitudes include direct expressions of

emotions or opinions, such as the “like”, “angry”, “sad”

reactions provided by Facebook3 for posts. Implicit attitudes

can instead be automatically extracted from the posts on the

social platform. Identifying the user’s position concerning

a specific post means determining whether she is in favor,

neutral, or against a certain topic, idea, or person subject

of the post. Topic modeling methods, such as the Latent

Dirichlet Allocation (LDA), can be applied to detect latent

opinions in posts [18]. It has also been proposed to gen-

erate a bipartite graph of users and posts on Facebook by

using the information on the attitude underlying the “like”

reaction [19] and, therefore, to adopt a semi-probabilistic

supervised model for predicting the probability that such

Facebook posts may contain fake news.

B. PROPAGATION-BASED APPROACHES

The propagation-based approaches to fake news detection

take advantage of the interconnection of relevant posts on the

social platform to predict the news reliability. The underlying

assumption is that the news reliability is strongly correlated

with the post reliability in which the news is shared. To

analyze the propagation process, homogeneous or heteroge-

neous reliability networks can be inferred. A homogeneous

reliability network consists of a single type of entity [18],

such as a post or event, unlike the heterogeneous reliability

network involving multiple different types of entity [20]. A

proposed technique envisages using a reliability propagation

algorithm based on PageRank, by coding the user’s reliability

and all the implications of posts in a heterogeneous three-

level network [21]. Another technique provides for including

different aspects of a news to build a three-level hierar-

chical network and then employing a graph optimization

framework to extract the reliability of those aspects [18].

Finally, the relationships between conflicting points of view

(i.e., in disagreement with one another) have been used to

build a homogeneous reliability network among posts, thus

establishing their trustworthiness [18].

Several promising fake news detection approaches based

on Graph Neural Networks (GNNs) [22], [23] have recently

been proposed, motivated by the latest developments in the

domain [24], [25]. Among others, Hu et al. [26] propose a

model that expands the classical Graph Convolutional Net-

works (GCNs) proposed by Kipf and Welling [27] to acquire

multiscale information of the neighbors based on a given

graph. This model, named Multi-depth Graph Convolutional

Networks, explicitly preserves the multi-granularity of infor-

mation, so enhancing the diversity of representation for each

node. This allows the approach to improve classification per-

formance and determine the nature of news more effectively

than state-of-the-art approaches. In [28], the authors propose

3https://www.facebook.com/ (Accessed: November 23, 2020)
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a semi-supervised fake news detection method based on

GNNs. This method extracts a vector representation of each

news through pre-trained GloVe word embeddings, builds a

similarity graph between the articles [29], and classifies using

two graph neural network models: Graph Convolutional

Networks [27] and Attention Graph Neural Network [30].

Some approaches derive from recent studies highlighting

that fake news and real news spread online in different

ways [31], thus determining propagation patterns that can be

exploited to detect fake news. The idea of using propagation

models to detect fake news has already been explored in

several previous studies [32]–[35], in which various types of

models have been considered. Propagation-based approaches

provide multiple benefits over the content-based approaches,

including language independence and better resilience to

adversarial attacks [36], [37], in which skilled news makers

accurately craft content for avoiding detection. Some of these

approaches also employ GNNs. For example, in [3], the au-

thors propose an automatic fake news detection model based

on geometric deep learning, a new class of deep learning

algorithms designed to deal with graph-structured data [38].

Such algorithms are a generalization of classical GCNs,

which allow for the natural integration of heterogeneous data

such as content, user profile and activity, social graph, and

news propagation. Han et al. [39] propose a propagation-

based model for fake news detection, which takes advantage

of GNNs to discriminate different propagation models of fake

and real news on social networks. To this aim, the authors

exploit a GNN algorithm designed specifically for graph clas-

sification (i.e., the DiffPool algorithm [40]). Furthermore, the

authors propose a method that obtains balanced performance

on existing and new data, through techniques from continual

learning (Gradient Episodic Memory [41] and Elastic Weight

Consolidation [42]) to train GNNs incrementally. This avoids

retraining the model on the whole data, as it becomes pro-

hibitive as the data size increases. Lu and Li [43] propose a

fake news detection model, called Graph-aware Co-Attention

Network, which can predict if a short text tweet is fake or

not, given the sequence of its retweeters. This model is also

capable of generating reasonable explanations (i.e., unveiling

why a tweet is fake) through a dual co-attention mechanism,

which captures the possible correlation between the tweet

and user propagation/interactions. In [44], the authors present

a GCN-based approach for detecting rumors on social media.

The rationale of this approach is that both propagation and

dispersion are essential features of rumors. Therefore, they

propose a bidirectional graph model, termed Bi-Directional

Graph Convolutional Networks, to explore both features by

working on top-down and bottom-up rumor propagation.

Recently, excellent review articles have been published on

the topic of online fake news. Among those, Shu et. al [4]

present algorithms and metrics employed in the detection

task, as well as social and psychological aspects underlying

the phenomenon. Kumar and Shah [45] analyze the way

fake news spreads on the Internet, its impact in economic

and social terms, and some approaches that can provide sig-

nificant performance in identifying misinformation. Zhang

and Ghorbani [46] provide the reader with a comprehensive

overview of the different aspects of online fake news (i.e.,

creator, target, and content) as well as the social context in

which it proliferates.

The aspects characterizing this work concern both the

main objective, that is, to identify unreliable social network

profiles rather than fake news, and the choice of features

considered to achieve this goal. Those features are related to

the news text content, as well as the social context in which

the news is spread. The study of their predictivity of the

user profile reliability is performed through both an offline

analysis conducted on a real dataset collected from Twitter,

and an online analysis involving real users. To the best of

our knowledge, this is the first study that brings all these

characteristics together.

III. SYSTEM ARCHITECTURE

The proposed system performs a double analysis: the pre-

diction of the news reliability and the prediction of the user

profile reliability on the social networks. A reliable profile

is defined in terms of the ratio between the number of real

stories deliberately posted and the number of all shared

stories. In our evaluation, we took advantage of a popular

fact-checker website (see Sec. IV-A) to build up a significant

dataset of both reliable and unreliable social network profiles

and news. Starting from this dataset, two different processes

have been developed. First, we extract features from the news

content to create a dataset that can be given in input to

various types of classifiers, thus obtaining a result in terms

of news classification (fake or real). Then, all the features

related to the social context in which the news has spread are

extracted and, subsequently, exploited for offline and online

analysis. For offline analysis we mean an analysis carried out

on a dataset through classifiers, having already labeled data,

whereas for online analysis we mean an analysis performed

involving real users, who are given data to be evaluated.

The offline analysis, therefore, concerns the creation of a

specific dataset containing all the social features of interest,

and the training of classifiers through this dataset. The result

is a prediction of the user’s reliability. Differently, the online

analysis is carried out through a questionnaire submitted to

112 real users, so asking them to assess the reliability of a

Twitter profile based on the characteristics of the profile itself

and the published content on it.

A. NEWS CLASSIFICATION

In order to perform the classification of the news textual

content, we used a neural network based on a deep learning

architecture (see Fig. 1). It is obtained by combining the

properties of a long short-term memory (LSTM) neural net-

work with the properties of a convolutional neural network

(CNN). We chose to employ a hybrid approach with these

two structures for several reasons including:
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FIGURE 1: Deep neural network architecture employed for news classification.

• The LSTM network can learn long-term dependencies

and is effective for textual data since each word is

related to the previous and the following one;

• The LSTM layer allows the model to focus on certain

parts in a sequence and to ignore the words unnecessary

within the text;

• The convolution layer is effective in deriving features

from a fixed-length segment of the overall input data.

Before the actual training of the network, a tokenization

process is applied to the input text, namely, a vocabulary

containing the words of the text is built. Inspired by [47], we

chose the 30,000 most frequent of them as most significant.

In addition to the input and output layers, the network is made

up as follows:

• Embedding layer: this layer expands each input token

into a larger vector, allowing the network to represent

words significantly. The first argument was given the

value 30,000, which represents the size of our vocabu-

lary, based on the number of words given in input to the

previous tokenizer. The second argument used is a value

of 128, which means that each token can be expanded

into a vector of this dimensionality. The last argument

provided is the input length argument set to a value of

1000, which denotes the length of each sequence given

in input. Actually, tweets can contain 280 characters

at most. However, we include in the analysis also the

text of the page linked by the tweet, if present. For

that reason, the text input is set to 1000, in order to

include the initial content of the linked page, which is

considered the most relevant for the classification task;

• Dropout layer: this layer works as a regularization

technique to reduce the model complexity and prevent

overfitting. Dropout can assume a value between 0 and

1 and denotes the fraction of units to be released for the

input linear transformation. In our case, we obtained the

best results by empirically setting this value to 0.2;

• Conv1D layer: a CNN layer extracts features from

sequences data and maps the internal features of the

sequence. A 1D CNN is effective in deriving features

from fixed-length segments, especially where it is not

so important where the feature is located in the segment.

The Conv1D layer includes 64 filter maps, with a kernel

size set to 3. The rectified linear unit (ReLU) is the

activation function.

• MaxPooling1D layer: this layer allows for the reduction

of the input size, thus reducing the number of model pa-

rameters (down-sampling) and generalizing the result.

It takes the size of the maximum pooling window (set

to 4) as hyperparameter, which specifies the selection of

the maximum element for each spatial portion identified

within the previously generated ReLU map;

• LSTM layer: this layer allows the already learned in-

formation to persist in the model. It takes the size of

the input space (set to 128) as hyperparameter, which

denotes the size of the word vector previously defined

in the embedding layer;

• Dense layer: The result of the CNN pipeline feeds

into a 1-layer fully connected neural network structure

that drives the final classification decision. The input

of this dense layer is flattened into a single vector of

values, each representing a probability that a certain

feature identified by the deep network identifies a fake

news or not. The output layer has one single unit since

the system predicts a single value associated with the

reliability degree of a news item, represented by values

between 0 and 1. The only hyperparameter of this layer

is the activation function, which is set to a sigmoid

function.

After creating the layers, we moved on to the second step,

that is, running the model. To this aim, we chose the hyper-

parameters as follows:

• Loss: we chose binary cross-entropy as loss function

because we have only two output classes (0 for fake

prediction and 1 for real prediction);

• Optimizer: we chose Adam [48] as optimization algo-

rithm, that is, an extension of the stochastic gradient

descent procedure. The additional hyperparameters for

the Adam optimizer are as follows: the learning rate

α = 0.001, the exponential decay rate for the first

moment estimates β1 = 0.9, the exponential decay rate

for the second-moment β2 = 0.999, and ǫ = 10−7 to

prevent any division by zero;

• Metric: we chose accuracy as a metric because we are

interested in assessing how many positive or negative

predictions our neural network can correctly predict.

The last step consists of specifying (through a fit function)

how to divide the dataset into a training set and a test set to

perform the accuracy evaluation. We chose a partition of 80%
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(training set) and 20% (test set) because this configuration

gave us significant values of prediction accuracy.

B. USER PROFILE CLASSIFICATION

In order to classify the user-related social features, we pro-

posed a system based on deep neural networks. Its perfor-

mance was then experimentally compared with that of three

classifiers used as baselines.

1) Neural network classifier (NN)

The operation before the construction of the real model is the

normalization. The nature of the data derived from the social

features, as we will see later, does not allow for effective

training of the classifier. Thereafter, layers are added to the

model in an alternation of dense and dropout layers. The

number Nh of neurons taken as hyperparameter in the dense

layer is 20, chosen based on the following formula [49]:

Nh =
Ns

(α(Ni +No))
(1)

where Ni is the number of input neurons, No the number

of output neurons, Ns the number of records in the training

dataset, and α an arbitrary factor generally chosen between

2 and 0. In this case, we chose 2, which is considered to be

the best value for counteracting overfitting [49]. The network

layers are arranged as follows:

1) The first dense layer is a 1-layer fully connected neural

network structure that drives the final classification de-

cision. It takes as input the number of neurons (20) and

the ReLU activation function. The output layer has the

same number of neurons;

2) The second layer is a dropout layer;

3) The third layer is a fully connected layer consisting

of 20 neurons, with the ReLU activation function. The

output layer has the same number of neurons;

4) The fourth layer is a dropout layer;

5) The last layer is a fully connected layer consisting of 20

neurons, with the sigmoid activation function.

As for the execution of the model above, the hyperparameters

are the same as those of the neural network created for news

classification.

2) Baseline classifiers

To fully evaluate the potential of the proposed system, we

performed a comparative evaluation with three traditional

classifiers.

Linear support vector machine classifier (SVC)

This classifier is based on a classic linear support vector

machine (SVM), which has proven to work well for text

classification [50]. The implemented model aimed to find

the hyperplanes that best separate training data transformed

into coordinates in a high-dimensional space. In particular,

a linear kernel has been chosen for its simplicity and high

performance, and because the number of features is relatively

large, which makes it too difficult to find the optimal hyper-

parameters when using nonlinear SVMs [51].

Support vector machine classifier optimized by stochastic

gradient descent (SVM-SGD)

This implemented model is based on a support vector ma-

chine classifier optimized by stochastic gradient descent

(SVM-SGD). The hyperparameters we used in this model

were:

• Loss: defines the loss function l of the model, which

for a classification y and an expected output t = ±1 is

defined as follows:

l(y) = max(0, 1− t · y); (2)

• Learning rate: learning rate η set as follows:

η =
1

α(t+ t0)
(3)

where t0 is chosen by a default heuristic and α is a

non-negative constant that controls the regularization

strength (we set α = 0.0001);

• Penalty: hyperparameter that specifies the regularization

term to use, we added a regularization term to the cost

function equal to half the square of the L2 norm of the

weight vector;

• Max_iter: it consists of the number of epochs, that is, the

number of complete passes through the training dataset,

and a value equal to 5 has been chosen for optimality.

K-nearest-neighbor classifier (KNN)

This classifier relies on a traditional k-nearest neighbors

(kNN) algorithm using the Euclidean distance on the input

vectors. An input vector is classified employing the distance

from its neighbors, with the vector being assigned to the

class most common among its k nearest neighbors. In our

experiments, we empirically set k to five. One advantage of

this approach lies in its computational efficiency, especially

if the same input vector is processed multiple times so that

part of the calculus of the distances between vectors can be

pre-computed.

Actually, we tested other classifiers (e.g., Logistic Re-

gression and Random Decision Forest) as well as other

optimizers, but the difference in terms of performance was

not significant. Therefore, we reported only the results of the

linear support vector machine classifier (SVC), the support

vector machine classifier optimized by stochastic gradient

descent (SVM-SGD), and the k-nearest neighbor (KNN).

IV. EXPERIMENTAL EVALUATION

In this section, we report and discuss the experimental results

of an offline analysis on a real-world dataset and an online

analysis with real users. The values of the hyperparame-

ters reported in Section III-A and considered in the first

analysis were obtained through a traditional grid exhaustive

grid search technique for the generation of candidates and

selection of the best combination.
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A. DATASET

Since our goal is to implement methods for detecting fake

news and unreliable users, we collected a dataset containing

both elements: user profiles and shared news. We took advan-

tage of PolitiFact.com4 fact-checker focused on the accuracy

of statements and news about U.S. politics. Furthermore, we

made use of Twitter APIs to collect a set of tweets from

September 21, 2019, to November 29, 2019. Each tweet has

a reference to a news indexed by the PolitiFact.com website,

which is classified as real or fake. From this initial dataset, we

also extracted content relevant for representing news and the

social context of the user sharing it. The final dataset contains

4,022 user profiles, half of which mainly publish fake news,

and the other half mainly publish real news. For the sake of

completeness, we report here all the dataset statistics:

• 568,315 tweets that reference news indexed on Politi-

Fact.com;

• 62,367 distinct news referenced by tweets and classified

as follows:

– 34,429 fake news;

– 29,938 verified news;

• 4,022 user profiles classified as follows:

– 2,013 user profiles who publish mostly fake news;

– 2,008 user profiles who publish mostly real news.

B. FEATURES

To represent users, many features were selected, extracted,

and stored in a matrix that, together with other data, acted as

a training dataset for classification models. The features that

define the user’s social context are the following ones:

• Screen_name_length: length of the user’s screen name,

which is the unique identifier of the profile;

• Digits_screen_name: number of numeric characters in

the screen name;

• User_name_length: length of the user’s name, just as

she chose it (it cannot be unique);

• Bio_length: length of the biography, that is, the short

description that the user can add to her profile. If it is

not present, the value 0 is entered;

• Followings: number of profiles followed by the user;

• Followers: number of profiles that follow the user;

• Favorites: number of tweets to which the user has put

“like” since she signed in;

• Statuses: total number of tweets (including retweets)

posted by the user;

• User_listed: number of lists the user is a member of;

• Account_age: number of days the account exists;

• Statuses/day: number of tweets that the user posts per

day on average.

Furthermore, we consider an additional feature related to the

user’s sentiment:

4https://www.politifact.com/ (Accessed: November 23, 2020)

• Sentiment_score: value between −1 (negative) and +1
(positive) that expresses the overall emotion that tran-

spires from the text.

Several additional and potential features have not been con-

sidered in the analysis. Whereas our Machine Learning based

approach is suitable to be easily extended by considering any

characteristics that can be measured in the social network

analysis, the experiments include the subset of features to

which a consistent measure that is not influenced by any sort

of subjectivity can be assigned. For instance, racist, sexist

and aggressive language might be linked to content that aims

at spreading misinformation, but the scarcity of Natural Lan-

guage Processing tools and standard measures to identify and

measure those dimensions do not allow us to have significant

and reliable input for the classification. For that reason, we

decided to select the features that are commonly considered

in the literature (see, for instance, [52]) for representing

tweets and related text content in social networks.

The selected features were stored in a m × s matrix,

with m the number of users and s the number of social

features. A second matrix represents the news published by

users: for each user, we considered 1 if she has published the

news, 0 otherwise. In this way, however, the resulting matrix

would be too large and sparse. The news extracted from the

starting dataset are 62,367. For this reason, we decided to

cluster news through the k-means algorithm, thus obtaining

a final matrix containing a reduced number of elements. To

identify the optimal number of clusters, we performed the

Elbow Method, which varies the number of clusters in a

range [1,30], obtaining an optimal value of 24 clusters. The

result is a matrix m × c, with m the number of users and

c the number of clusters set to the optimal value, in which

the number of news that each user has read belongs to each

cluster. First, the correlation between the various features was

calculated through the creation of a correlation matrix based

on the Pearson’s correlation coefficient. It should be noted in

Table 1 how some features are unrelated to each other or little

unrelated, whereas others show high correlation values, such

as (listed with the decreasing correlation value):

• Statuses ↔ Statuses_day (these two features are clearly

related to each other);

• Followers ↔ User_listed;

• Followings ↔ Bio_length;

• Statuses ↔ Followers;

• Screen_name_length ↔ User_name_length;

• Sentiment_score ↔ Bio_length.

Then, the predictivity of every single feature was also as-

sessed with the 0/1 label (user’s reliability/non-reliability)

through the Pearson’s correlation coefficient. As shown in

Figure 2, the most predictive features are the number of

followings, followers, and favorites, the number of tweets

posted on average per day, and the sentiment score. The other

features show a low correlation value.
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TABLE 1: Correlation matrix of the user features

Screen

Name

Length

Digits

Screen

Name

User

Name

Length

Bio

Length
Followings Followers Favorites Statuses

User

Listed

Account

Age

Statuses/

Day

Sentiment

Score

Screen

Name

Length

1 0.012 0.406 0.042 -0.003 -0.071 0.015 -0.077 -0.034 -0.198 -0.011 0.062

Digits

Screen

Name

0.012 1 -0.163 -0.117 0.006 -0.049 0.028 0.005 -0.026 -0.139 0.025 0.001

User

Name

Length

0.406 -0.163 1 0.131 -0.005 0.016 -0.034 0.001 -0.017 0.055 -0.002 0.014

Bio

Length
0.042 -0.117 0.131 1 0.464 0.015 0.029 0.018 0.027 0.097 -0.016 0.399

Followings -0.003 0.006 -0.005 0.464 1 0.004 0.081 0.063 0.014 0.109 0.032 0.012

Followers -0.071 -0.049 0.016 0.015 0.004 1 0.008 0.441 0.815 0.076 0.012 -0.004

Favorites 0.015 0.028 -0.034 0.029 0.081 0.008 1 0.137 -0.004 0.017 0.135 -0.117

Statuses -0.077 0.005 0.001 0.018 0.063 0.441 0.137 1 0.062 0.089 0.919 0.013

User Listed -0.034 -0.026 -0.017 0.027 0.014 0.815 -0.004 0.062 1 0.099 -0.018 -0.007

Account

Age
-0.198 -0.139 0.055 0.097 0.109 0.076 0.017 0.089 0.099 1 -0.084 -0.009

Statuses/

Day
-0.011 0.025 -0.002 -0.016 0.032 0.012 0.135 0.919 -0.018 -0.084 1 0.025

Sentiment

Score
0.062 0.001 0.014 0.399 0.012 -0.004 -0.117 0.013 -0.007 -0.009 0.025 1

FIGURE 2: Predictivity of the user features for the 0/1 user’s

reliability class.

Variant with influencer of the social context dataset

The dataset for the social context analysis, as defined,

does not take into account the interaction between users,

or retweets. Therefore, we decided to modify the obtained

dataset to create a second one for comparative analysis. In

particular, we focused on the values for clusters that contain

similar news and, for each pair of users (i, j), if i retweeted

j then it means that i was somehow influenced by j. Hence,

assuming that the user j has influenced the user i, the vector

Ai related to the user i

Ai = [v1, v2, ..., vn] (4)

with n = 24 number of clusters, becomes

Ai = [v1 ∗ (αk1), v2 ∗ (αk2), ..., vn ∗ (αkn)] (5)

where k1, k2, ..., kn are the values for the n clusters of the

user j, and α is a multiplicative factor set to 0.1, a value

determined through a mini-batch gradient descent algorithm.

A user i can be influenced by multiple users, and in this case,

her corresponding Ai vector will be given by the sum of all

user contributions she has retweeted.

C. EXPERIMENTAL RESULTS OF THE OFFLINE

ANALYSIS

This section first shows the results obtained from the training

and validation of the models previously described on the

news dataset, then reports the results achieved on the social

dataset.

1) Results on the news dataset

News content in the collected dataset has been extracted

and used for training the four classifiers. A traditional 80/20

training/test split of the dataset has been considered with 5-

fold cross-validation. Table 2 shows the results obtained by

each classifier with both validation methods. The best model

is the neural network (NN), which shows an accuracy value

of 91.47% for the first method, and 92.89% for the second

one, despite the loss value is not extremely low. Please note

that the loss value that appears in Table 2, as well as in

the following ones, refers to the binary cross-entropy of the

news classification task (see Sect. III-A). Also, the linear

support vector machine classifier (SVC) reported remarkable

values: it returns an accuracy value lower than that of the

neural network, but a lower loss value. Below, we can find

the results of the support vector machine classifier optimized

by stochastic gradient descent (SVM-SGD), which provides

values slightly lower than the SVC. Finally, the classifier

based on the k-nearest-neighbor (KNN) algorithm reported

quite satisfactory results even if about 10 percentage points

lower than those of the other models.

2) Results on the social context dataset

The dataset consisting of user information contains cate-

gories of values with strongly different ranges. For this
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TABLE 2: Results of the four classifiers on the news content

dataset

Training/Test Cross-validation

Accuracy Loss Accuracy

NN 91.47% 21.32% 92.89%

SVC 90.02% 17.79% 90.47%

SVM-SGD 89.26% 18.77% 88.51%

KNN 81.54% 28.41% 81.86%

reason, it was necessary to carry out a normalization in the

[0, 1] interval.

Running the NN classifier

The tables shown in this section report the results of the first

training of the neural network with the complete matrix (see

Tab. 3), then with a submatrix formed only by the social

features related to the users (see Tab. 4), and finally with a

submatrix formed only by clusters of news read/published

by users (see Tab. 5). The best results were achieved using

TABLE 3: Results of the NN classifier on the complete social

dataset

Training/Validate/Test Cross-validation

Accuracy Loss Accuracy Loss

10 Epochs 90.61% 44.31% 91.65% 24.38%

50 Epochs 91.08% 35.82% 92.53% 20.06%

100 Epochs 91.46% 24.47% 93.28% 18.36%

TABLE 4: Results of the NN classifier on the submatrix of

the social dataset containing the social features only

Training/Validate/Test Cross-validation

Accuracy Loss Accuracy Loss

10 Epochs 80.25% 46.28% 80.32% 44.07%

50 Epochs 81.81% 39.47% 82.05% 38.44%

100 Epochs 82.94% 35.61% 83.08% 33.79%

TABLE 5: Results of the NN classifier on the submatrix of

the social dataset containing the news clusters only

Training/Validate/Test Cross-validation

Accuracy Loss Accuracy Loss

10 Epochs 88.66% 44.95% 89.18% 29.18%

50 Epochs 90.12% 39.29% 91.95% 26.86%

100 Epochs 90.51% 37.63% 93.04% 25.12%

the complete dataset. Table 5 shows that also using the

submatrix for news clusters, we obtained significant results

for both validation methods. As for the submatrix containing

the social features, as shown in Table 4, the results were

lower than the other two analyses. This can be explained

by the fact that the values related to those features, even

though normalized, are still more varied than those in the

clusters, which vary between 0 and a maximum number

of few thousand. Moreover, not all features turn out to be

enough predictive of the user’s reliability. Nevertheless, it

is, however, preferable to also consider the values related

to social features in the learning phase since, even if only

slightly, they improve the accuracy of the model in addition

to the values of the clusters.

Running the SVC, SVM-SGD, and KNN classifiers

For all three baseline classifiers, the best results were ob-

tained on the complete dataset rather than the submatrix of it.

The submatrix containing only the features related to the user

allowed us to obtain percentage scores, in terms of accuracy,

ranging between 70.15% of the KNN classifier (see Tab. 8)

and 79.04% of the SVC classifier (see Tab. 6) for the first

validation method, and between 70% and 80% for cross-

validation. Such not very high scores can be partly explained

by the low correlation of some features with the predictive

label of the user’s credibility, and partly by the fact that

the values of those features, even if normalized, are more

different between them than those in the clusters. As regards

the news clusters, for all three classifiers we indeed achieved

satisfactory values, which are close to those obtained on the

complete dataset. Among the three classifiers, the best one is

based on the linear support vector machine, as occurred for

the news content analysis. The worst one is once again the

classifier based on the k-NN algorithm.

3) Results on a variant with influencer of the social context

dataset

We expected better performance on this dataset than the

original one from which it was obtained because it contains

further information on the interaction between users in the

social network. From Table 9, we can see that the results of

the deep neural network classifier are remarkable, even better

than on the complete dataset without the user’s influence (see

Tab. 3). In fact, for 100 epochs the accuracy value goes from

91.46% on the first dataset to 92.98% on the second one.

The loss value improves as well. The cross-validation shows

similar results. As for the three baseline classifiers, if we

consider the 80/20 method, also in this case the results exceed

the already noteworthy ones obtained on the dataset without

interaction between users. If we consider the cross-validation

method, the accuracy value remains almost unchanged (i.e.,

91%) for the SVC classifier, whereas improves from 89% to

91% for the SVM-SGD classifier. For the KNN classifier,

the accuracy value significantly improves, going from 79%

to 84% with cross-validation and from 78.61% to 83.13%

with the 80/20 method. Generally speaking, this dataset,

therefore, enabled us to achieve more accurate predictions

with a lower loss value than the original one, thus revealing

that the features related to the interaction among users in a

social environment can be effective for predicting the user’s

reliability.

D. EXPERIMENTAL RESULTS OF THE ONLINE

ANALYSIS

To perform the online analysis concerning the social context

in which the news is placed, an online questionnaire was de-

veloped and submitted to real users asking them to assess the

reliability of some Twitter profiles. The profiles proposed to

testers were related to real people or pages (e.g., newspapers)

and selected based on the rate of fake or real news they shared

while the dataset collection took place. More specifically,
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TABLE 6: Results of the SVC classifier on the social context dataset

Training/Test Cross-validation

Precision Recall F1-Score Accuracy
Average

Precision
Loss Accuracy

Complete
Dataset

90% 89% 89% 89.72% 87.22% 12.67% 91%

Only
Features

78% 77% 78% 79.04% 78.12% 29.98% 80%

Only
Clusters

89% 88% 88% 88.96% 86.11% 11.51% 90%

TABLE 7: Results of the SVM-SGD classifier on the social context dataset

Training/Test Cross-validation

Precision Recall F1-Score Accuracy
Average

Precision
Loss Accuracy

Complete
Dataset

85% 86% 86% 86.07% 83.14% 13.39% 89%

Only
Features

76% 75% 76% 77.94% 80.01% 25.68% 78%

Only
Clusters

81% 80% 81% 80.76% 78.06% 18.55% 87%

TABLE 8: Results of the KNN classifier on the social context dataset

Training/Test Cross-validation

Precision Recall F1-Score Accuracy
Average

Precision
Loss Accuracy

Complete
Dataset

82% 79% 80% 78.61% 78.02% 21.44% 79%

Only
Features

70% 71% 70% 70.15% 69.55% 29.03% 70%

Only
Clusters

80% 78% 79% 76.43% 75.04% 20.24% 75%

TABLE 9: Results of the NN classifier on a variant with

influencer of the social context dataset

Training/Validate/Test Cross-validation

Accuracy Loss Accuracy Loss

10 Epochs 90.78% 29.26% 91.79% 20.14%

50 Epochs 92.07% 21.15% 93.05% 16.13%

100 Epochs 92.98% 19.17% 93.74% 11.84%

for each user, five highly reliable and five highly unreliable

profiles were randomly chosen.

1) Questionnaire structure

The structure of the questionnaire we used to carry out the

online analysis is shown in Appendix A. More specifically,

we first asked users to provide some personal information

for statistical purposes, then to give their opinion on ten

selected Twitter profiles. Testers were prompted to express

their opinion on the social profile reliability in a five-point

Likert scale corresponding to the following answers:

• Strongly disagree;

• Disagree;

• Neither agree nor disagree;

• Agree;

• Strongly agree.

Besides, the opinion expressed by the user had to be inte-

grated with at least one reason behind her point of view. More

specifically, the user could choose those reasons from a set of

possible answers. Such answers were selected based on the

features extracted for the social context model, and aimed to

verify if the user’s response was consistent or not with the

real nature of the Twitter profile (i.e., reliable or not), and the

predictive values for the features previously inferred. Those

possible answers were summarized in the following macro-

groups:

• User information (e.g., profile picture, username, profile

description, ...);

• Social information (e.g., followers/followings profiles,

number of followers/followings/favorites, ...);

• Writing style (e.g., flame, incitement, sarcasm, ...);

• Behavior in sharing posts (e.g., post length, frequency

of sharing, ...);

• Reliability of shared content.

2) Obtained results

To carry out the online analysis, we recruited several testers.

The questionnaire was entirely filled in by 112 people, mostly

male and 18-36 years old, with at least a three-year degree

and a medium to high-level knowledge of English. More

detailed information on testers can be found in Table 11. Fig-

ure 3 shows the results recorded by the testers in evaluating

the reliability of Twitter profiles. Moreover, aggregating the

answers of agreement and disagreement (see Fig. 4), we can

note how the recognition of unreliable profiles was slightly

simpler than that of reliable profiles. It should be also noted
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TABLE 10: Results of the SVC, SVM-SGD, and KNN classifiers on a variant with influencer of the social context dataset

Training/Test Cross-validation

Precision Recall F1-Score Accuracy
Average

Precision
Loss Accuracy

SVC 90% 90% 90% 90.13% 87.34% 9.48% 91%

SVM-SGD 90% 90% 90% 90.94% 88.07% 10.91% 91%

KNN 84% 83% 84% 83.13% 81.19% 15.86% 84%

the high number of the answer “neither agree nor disagree”

chosen by testers, which highlights their difficulty in dis-

criminating the unreliable profiles from the reliable ones.

Heterogeneous results have been obtained from the answers

concerning the more significant elements in the evaluation of

the profile (see Fig. 5). More specifically, user information

was the most important reason for both categories, especially

for recognizing reliable profiles. In the second place, we

can find the reliability of the shared content and the social

information, determining more for the recognition of the

reliable profiles than the unreliable ones. Then, we can note

the behavior in sharing content, which presents substantially

the same values for both types of profiles, and finally the

writing style, the less voted feature for both real and fake

profiles.

TABLE 11: Demographics of the 112 users involved in the

online analysis

Item Percentage

Gender

Female 42.9%

Male 57.1%

Prefer not to say 0.0%

Age

18-26 37.5%

27-36 35.7%

37-50 11.6%

Over 50 12.5%

Prefer not to say 2.7%

Education

No degree 3.6%

High school diploma 21.4%

Bachelor’s degree 28.6%

Master’s degree 37.5%

PhD 7.1%

Prefer not to say 1.8%

Profession

Unemployed 3.6%

Student 42.0%

Employee 33.0%

Self-employed 10.7%

Homemaker 5.4%

Retired 3.6%

Prefer not to say 1.8%

English proficiency

Low 13.4%

Medium 61.6%

High 24.1%

Prefer not to say 0.9%

Do you use social networks?

No 13.4%

Yes, sometimes 37.5%

Yes, often 49.1%

Prefer not to say 0.0%

Do you have a Twitter profile?

No 56.3%

Yes 43.8%

Prefer not to say 0.0%

The results obtained from the questionnaire regarding

the significance of the features partly reflect the predictive

values of the features concerning the real or fake label in

the offline classification. The most predictive features of the

user’s reliability were the number of followings, the number

of followers, the number of favorites, which are part of

FIGURE 3: Perceived reliability of Twitter profiles with

individual data.

FIGURE 4: Perceived reliability of Twitter profiles with

aggregated data.

the social information; the number of statuses published on

average per day, which falls within the behavior of sharing

tweets; finally, the sentiment score that had a lower value

than the other features, which is reflected in the low number

of votes in favor of the writing style. All the experimental

results were tested for statistical significance through a two-

tailed t-test with a significance level set to α = 0.01. We

can, therefore, conclude the discussion on the results of the

online analysis by pointing out that the collected data shows

FIGURE 5: Significance of features in the online analysis.
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a non-optimal but still positive recognition of the reliability

of the Twitter profiles taken into consideration, compared to

the excellent results obtained in the offline analysis. Figure 6

shows that the overall average accuracy obtained in the online

analysis was 54%, with a slight predominance in the case

of Twitter profiles polarized towards fake news (56%) than

profiles polarized towards real news (52%). Furthermore,

FIGURE 6: Results of the online analysis in terms of accu-

racy.

the importance of the features extracted from the social

network for evaluating user profiles has been emphasized,

especially as regards user information such as username and

description as well as social information, such as the number

of followers/followings.

V. CONCLUSIONS

The objective of the research work described herein consisted

in the study of the features that both from an automatic and a

human point of view are more predictive for the identification

of social network profiles accountable for spreading fake

news. To achieve this goal, we worked on two levels: first, the

features related to the news content for the categorization as

real or fake were extracted and employed. Subsequently, the

focus was on identifying the characteristics of the monitored

users, such as social, personal, and interaction information

with content and other users, to determine their reliability

in sharing news. This last operation made use of two types

of analysis: the offline one, performed by training classifiers

with labeled data, and the online one, carried out by involving

real testers in the evaluation of previously uncategorized data.

The results obtained in the experimental evaluations show

that for content categorization the objective of discriminating

fake from real news has been achieved, with an average

accuracy of 90%. Regarding the reliability prediction of the

Twitter profiles evaluated in the offline analysis, an accuracy

value of about 92% was achieved in the prediction, which is

partly reflected in the online analysis (average accuracy of

54%), in which real users were asked to distinguish between

real and fake profiles. Moreover, the features recognized as

significant for the prediction of the user’s reliability partly

correspond to the most predictive features related to the

real/fake class assigned to each user in the offline analysis.

Although the results obtained can be considered satisfac-

tory, our study suffers from some limitations. Significant

among these are the following:

• The dataset on which the experimental evaluations

have been set up was collected by querying the Politi-

Fact.com fact-checker service, which is mainly devoted

to the U.S. politics. Additional topics such as healthcare

and entertainment, are not included in the experiments.

• The online evaluation suffers from skewed demo-

graphics: non-U.S. citizens, all English non-native, and

mostly in the 18-36 age range. This aspect might affect

the outcomes for certain topics.

Nonetheless, we believe that our work will help realize more

accurate detection systems of malicious users, by leveraging

the features that have proven to be more predictive based on

our experimental results.

The future developments that can be applied to this system

include, first of all, the use of new datasets of news and users,

perhaps collected by a social network of different nature,

such as Facebook; the integration with further reliability

prediction features such as multimedia content available in

news and profiles of users spreading them; the analysis of the

social graph including the considered users, based on their

interactions such as retweets, mentions, and hashtags; the

detection of user communities based on common interests

and behaviors, which could set the boundary between users

who spread fake content and users who publish real news.

.

APPENDIX A QUESTIONNAIRE ON TWITTER PROFILES

RELIABILITY

In this section, we report the structure of the questionnaire

used in the online analysis. We submitted this questionnaire

to real users to assess the ability of human beings to dis-

tinguish between reliable and unreliable user profiles. Our

aim was also to understand which are the most predictive

features from a human point of view and if there exists a

connection with the most predictive ones from an automatic

point of view.

This questionnaire provides ten links to as many Twitter

accounts to look over and evaluate on a five-point Likert

scale based on various features presented below.

Please, first provide some personal information. We will use

them only for statistical purposes.

1. Gender

2 Female

2 Male

2 Prefer not to say

2. Age

2 18-26

2 27-36
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2 37-50

2 Over 50

2 Prefer not to say

3. Education

2 No degree

2 High school degree

2 Bachelor’s degree

2 Master’s degree

2 PhD

2 Prefer not to say

4. Profession

2 Unemployed

2 Student

2 Employee

2 Self-employed

2 Homemaker

2 Retired

2 Prefer not to say

5. English proficiency

2 Low

2 Medium

2 High

2 Prefer not to say

6. Do you use social networks?

2 No

2 Yes, sometimes

2 Yes, often

2 Prefer not to say

7. Do you have a Twitter profile?

2 No

2 Yes

2 Prefer not to say

Evaluation task (you do not need a Twitter account to take

this survey): for each Twitter profile presented below, please

indicate whether - in your opinion - the profile is reliable on

a scale of five values. Then indicate the reason(s) why you

made that choice (you can choose more than one answer to

motivate your choice).

(∗): mandatory answer

1. Is this profile reliable? https://twitter.com/... ∗

2 Strongly disagree

2 Disagree

2 Neither agree nor disagree

2 Agree

2 Strongly agree

Which elements were decisive in your choice? ∗

2 User information (e.g., profile picture, username,

profile description, ...)

2 Social information (e.g., followers/following pro-

files, number of followers/followings/favorites, ...)

2 Writing style (e.g., flame, incitement, sarcasm, ...)

2 Behaviour in sharing posts (e.g., post length, fre-

quency of sharing, ...)

2 Reliability of shared contents

2. Is this profile reliable? https://twitter.com/... ∗

2 Strongly disagree

2 Disagree

2 Neither agree nor disagree

2 Agree

2 Strongly agree

Which elements were decisive in your choice? ∗

2 User information (e.g., profile picture, username,

profile description, ...)

2 Social information (e.g., followers/following pro-

files, number of followers/followings/favorites, ...)

2 Writing style (e.g., flame, incitement, sarcasm, ...)

2 Behaviour in sharing posts (e.g., post length, fre-

quency of sharing, ...)

2 Reliability of shared contents

3. ...

4. ...

5. ...

6. ...

7. ...

8. ...

9. ...

10. Is this profile reliable? https://twitter.com/... ∗

2 Strongly disagree

2 Disagree

2 Neither agree nor disagree

2 Agree

2 Strongly agree

Which elements were decisive in your choice? ∗

2 User information (e.g., profile picture, username,

profile description, ...)

2 Social information (e.g., followers/following pro-

files, number of followers/followings/favorites, ...)

2 Writing style (e.g., flame, incitement, sarcasm, ...)

2 Behaviour in sharing posts (e.g., post length, fre-

quency of sharing, ...)

2 Reliability of shared contents
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