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Abstract—Unstructured road detection is a key step of the
Unmanned Guided Vehicle (UGV) system for road following. In
traditional methods, kinds of features are combined to improve
the effect, but few of them explains the reason to choose feature
descriptors. In this paper, we try to find a way that how to choose
feature descriptors. First, support vector machine technology is
used to analyze the importance among these common feature
descriptors during the road detection process. A series of features
are analyzed to show their ability to detect road surface from
background. Then, a mass of experiment results verify the correct
of our analysis. At last, a novel unstructured road detection
algorithm based on hybrid features is proposed. Experiments
conducted on actual roads illustrate the effective performance of
the proposed algorithm.
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I. INTRODUCTION

ROAD detection is a key requirement for the Unmanned

Grand Vehicles (UGV). Unstructured road detection is a

difficult job due to its unstructured natures. For example,

the road edge border may be unclear and have low intensity

contrast; the overall road shape may be arbitrary; the road

surface can be degraded appearance [1]. On the other hand,

varying illumination conditions, different viewpoints or chang-

ing weather conditions make the problem more complexity.

Fig.1 shows the same scene in different lighting conditions,

weather conditions and viewpoints. In these conditions the

road feature extraction is difficult and the detection becomes

inaccurate.
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Fig. 1. The same scene in different lighting conditions, weather conditions
and viewpoints.

Many algorithms have been proposed to deal with unstruc-

tured road detection in last decades. The previous methods can

be mainly divided into three groups: model-based method[2],

[3], feature-based method[1], [4], and machine learning-based

method[5], [6]. Road model has been widely used in many

algorithms. They attempt to determine mathematical models

to fit the lane boundaries. The choice of the models is of great

difficult. A simple model may be robust and easily calculated,

but may not provide an accurate result. A complex model may

be flexible and suitable for various shapes of road, but may be

affected easily by disturbance[7]. The main advantage of the

feature-based method is that it is insensitive to the shapes of

roads, and it needs only a little previous knowledge. However,

it is difficulty to choose a suitable feature descriptor. The

machine learning-based method is thought time-cost and it

can not meet the real-time requirements[3].

In this paper, we are focus on the feature-based methods.

In general, feature-based methods use kinds of features or

multi-features for road detection [1], [8], [9], [10], [11]. Paper

[1] chooses an advanced RGB values feature to detect road

surface, while the average of RGB values is used in [6]. On

the other hand, a series of features are combined to improve

the effectiveness of road detection in [11], [8]: feature of RGB

color models, feature of road distribution models, and its gray-

level intensity feature comprising a lane vector are obtained

via simple image processing. To the best of the authors’

knowledge, no researcher give rules to choose which feature

is the most important during the process of unstructured road

detection. If there is a method to show the importance of these

kinds of feature descriptors, road detection method would be

improved greatly. In this paper, we try to use support vectors

machine (SVM) technology to analyze the importance of each

feature descriptor during the process of road detection. Then,

a novel unstructured road detection algorithm is proposed

based on hybrid features. Experiments show that the proposed

algorithm is effectiveness.

The remainder of this paper is organized as follows. Sec-

tion II discusses a series of different feature descriptors and

analyzed their importance by using SVM technology. Section

III describes the experiment result of road detection by using

kinds of different feature descriptors. A novel unstructured

road detection algorithm corresponding the most important

feature and feature combinations is also presented. Experi-

ments show that the proposed algorithm greatly enhances the

ability of unstructured road detection, and can exactly detect

the road region. Section IV concludes the paper.
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II. SERIES OF FEATURE DESCRIPTORS IN ROAD

DETECTION

Among feature-based road detection methods, the effects

of road detection are greatly depended on kinds of variable

feature descriptors. Many texture-based feature descriptors are

used in road detection: the average of RGB values, the average

of difference RGB values, the histogram of RGB values,

the histogram of difference RGB values, the advanced RGB

values[1], and so on. To the best of the authors’ knowledge, no

researcher has to analyze which feature descriptor is the most

important during the road detection. In this chapter, we try to

analyze the effectiveness of these feature descriptors and find

the most important feature descriptor to the unstructured road

detection. In order to simplifier the problem, only five feature

descriptors mentioned above are analyzed in this paper. It is

the same way to analyze other feature descriptors.

A. The average of RGB values

RGB information is the most widely used feature during the

road detection. The average of RGB values is a typical RGB

information during a sampling process. The original image is

first divided into many small patches. The size of each patch

is n×m. The average of RGB represents the average value of

each patch {Ravg,Gavg,Bavg}.















Ravg =
∑

n×m
i=1 Ri

n×m

Gavg =
∑

n×m
i=1 Gi

n×m

Bavg =
∑

n×m
i=1 Bi

n×m

(1)

In our experiments, the patch size is 10×10. In each patch,

the average of color value is divided into 10 pieces. So the

vector size of the average of RGB values is 10×3 = 30.

B. The average of difference RGB values

In many cases, different color channels in unstructured road

surface and background are greatly different. For example,

green channel is greater than others in the surface of glass,

but is smaller in road surface where is dirt. Thus, the average

of difference RGB values R G,G B,B R is also widely used

in road detection algorithms. It is defined as follows:











R G = Ravg −Gavg

G B = Gavg −Bavg

B R = Bavg −Ravg

(2)

The vector size of the average of difference RGB values in

our experiment is 10×3 = 30, too.

C. The histogram of RGB values

The definition of the histogram of RGB values is sim-

ilar to histogram of orientation gradient (HOG)[12], they

capture local shape information by encoding RGB gradients

in histograms. The advantage of this feature descriptor is

that different textures in an image will express differently in

histogram.

In our experiment, the number of bin in each color channel

is 8, thus the vector size of the RGB histogram is 8×3 = 24.

D. The histogram of difference RGB values

The histogram of difference RGB uses {R G,G B,B R}
instead of original {R,G,B} when computing their histograms.

Thus, the vector size of difference RGB histogram is 8×3 =
24, too.

E. The advanced RGB values

Paper [1] presented an advanced RGB feature

{Rnor,Gnor,Bnor} to detect road surface. Original RGB

values are translated into normal RGB values as follows

equations:















R
′
=

Yavg

Ravg
×R

G
′
=

Yavg

Gavg
×G

B
′
=

Yavg

Bavg
×B

(3)

and


















Rnor =
R
′

R
′
+G

′
+B

′

Gnor =
G
′

R
′
+G

′
+B

′

Bnor =
B
′

R
′
+G

′
+B

′

(4)

Where Yavg = (Ravg+Gavg+Bavg)/3. In our experiment, the

vector size of the advanced RGB values is as the same as the

average of RGB values, 10×3 = 30.

F. analyzing the effectiveness of these different feature de-

scriptors

The SVM algorithm is chosen to analyze the effectiveness

of these feature descriptors. SVM is a technique motivated by

statistical learning theory. Its key idea is to separate two classes

with an optimal decision hyper-plane that has maximum

margin using the training sample. The most important point

in feature descriptors would decide the decision hyper-plane.

The main idea in this paper is that using the support vector

to show the importance of these different feature descriptors

during the unstructured road detection. Thus, our experiment

is designed as follows:

Step1: a set of positive samples and a set of negative sam-

ples are generated from variable road surface and background

(Fig.2).

The set of positive samples  The set of negative samples

Fig. 2. The sets of training samples.
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Step2: translate these samples into training data according

to different feature descriptors, positive training data P =
{P1,P2, · · · ,Pn}, negative training data F = {F1,F2, · · · ,Fn}. Pi

means that it was produced by ith feature descriptor.

Step3: trains a SVM classifier using the matrix of training

data taken from two groups generated in step2. Information

about the trained SVM classifier is returned in a SVM struc-

ture.

Step4: observe the support vectors in the SVM structure.

The support vectors show the importance of each feature

descriptor during the road detection (Fig.3).

Obviously, from Fig.3, we can see that some kinds of

features (such as the histogram of RGB values, the advanced

RGB values and the average of different RGB values) are

more important than other features (such as the histogram

of difference RGB values) during the process of unstructured

road detection.
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The average of RGB values

The average of difference RGB values

The histogram of RGB values

The histogram of difference RGB values

The advanced RGB values

Fig. 3. Support vectors corresponding different feature descriptors.

III. EXPERIMENTS AND RESULTS

In order to verify the result analyzed above, actual road

experiments are carried out based on these feature descriptors.

In order to analyze the importance of different feature descrip-

tors during the unstructured road detection and simplify the

problem, kinds of feature descriptors + SVM-based method

is chosen. In traditional, the SVM classifier returns property

”+1” means road region or ”-1” means background region.

We use the margin distance instead of that property (upper

part in Fig.4(b)), in which these pixels with deeper color

exhibiting higher probability to be road region. The results

of road detection based on these five feature descriptors

are shown in Fig.4. Fig.4(a) is the benchmark labeled by

human. The upper row in Fig.4(b,c,d,e,f) are the deep map of

margin distance generated by SVM according different kinds

of feature descriptors. The lower row in Fig.4(b,c,d,e,f) are

the result of region detection when a fixed threshold is chosen.

Different ranges of thresholds are marked besides. Experiment

 
(a) Benchmark (by hand) 

 
(b) The average of RGB value, threshold=300 [200:600] 

 

(c) The average of difference RGB values, threshold=-5 [-15:20] 

 
(d) The histogram of RGB values, threshold=0.4 [0.2:0.64] 

 
(e) The histogram of difference RGB value, threshold=0 [-0.5:0.5] 

 

(f) The advanced RGB values, threshold=-0.35 [-0.5:0] 

 

 

 

 

 

Fig. 4. The results of comparing experiments. (a) is the benchmark labeled
by human. The upper row in (b,c,d,e,f) are the deep map of margin distance
generated by SVM according different kinds of feature descriptors. The lower
row in (b,c,d,e,f) are the result of region detection when a fixed threshold is
chosen. Different ranges are marked besides of the fixed threshold.

results show that the algorithm based on the average of RGB

values and the histogram of RGB values have a better region

division than other feature descriptors.

A series of different unstructured road scenes were tested.

The ROC (receiver operating characteristic) curve is used to

show the effect of these feature descriptors. ROC reflects

the true positive rate (hitting rate) against the false positive

rate (false alarm rate) while shifting the threshold in a fixed

range ( these ranges are marked besides corresponding to each

threshold in Fig.4). The area under the ROC curve is called

ROC score which reflects the performance of an algorithm. In

this experiment, the false positive rate and the true positive

rate were computed as follows: in each scene, the number

of false positive pixels and the number of true positive pixels

were computed under the ground truth at each threshold value.
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Under the same threshold, the numbers of false positive pixels

in all different scenes were added together, and the numbers of

true positive pixels in all different scenes were added together,

too. More than 1000 different images (including different

scenarios, road widths, and types) have been computed, the

result of ROC curve is shown in Fig.5. In Fig.5, it is very

obviously that these ROC curves corresponding to the feature

of the average of RGB values (blue) and the histogram of

RGB values (yellow) are better than others (black, green and

red).
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The average of RGB values
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The advanced RGB values

The proposed algorithm

Fig. 5. The ROC curve of the road detection results by different features.

After analyzing kinds of different feature descriptors, we

combine two of the most important features, the histogram of

RGB values and the average of RGB values, to improve the

effect of unstructured road detection. On the same condition,

the histogram of RGB values (the vector size is 24) and the

average of RGB values (the vector size is 30) are combined

into a new feature vector (the vector size is 54). Fig.6 and the

ROC curve (cyan) in Fig.5 show that the new hybrid-features

is more effective than these algorithms based on single feature

descriptor.

 

 

 

 

 
 

Fig. 6. The experiment result based on hybrid features, threshold=100
[60:300].

IV. CONCLUSION

Unstructured road detection is a challenging problem due

to its unstructured nature, variable weather conditions and

lighting conditions. Feature descriptor is important for unstruc-

tured road detection. In this paper, SVM technology is used to

analyze the importance of these common feature descriptors

during the road detection process. A series of features are

analyzed to show their ability. The experiments show that

the analysis of importance to these feature descriptors are

consistent to the real road detection. Then, a novel algorithm

based on hybrid-feature which are thought important to road

detection is presented. The ROC curve shows that the proposed

hybrid-feature algorithm is more effectiveness than based on

single feature descriptor.

Though only five common feature descriptors are analyzed

in this paper, it is the same to analyze other feature descriptor

by using the method proposed in this paper.
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