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Abstract

Color-based image segmentation classifies pixels of digital images in numerous groups for

further analysis in computer vision, pattern recognition, image understanding, and image

processing applications. Various algorithms have been developed for image segmentation,

but clustering algorithms play an important role in the segmentation of digital images. This

paper presents a novel and adaptive initialization approach to determine the number of clus-

ters and find the initial central points of clusters for the standard K-means algorithm to solve

the segmentation problem of color images. The presented scheme uses a scanning proce-

dure of the paired Red, Green, and Blue (RGB) color-channel histograms for determining

the most salient modes in every histogram. Next, the histogram thresholding is applied and

a search in every histogram mode is performed to accomplish RGB pairs. These RGB pairs

are used as the initial cluster centers and cluster numbers that clustered each pixel into the

appropriate region for generating the homogeneous regions. The proposed technique deter-

mines the best initialization parameters for the conventional K-means clustering technique.

In this paper, the proposed approach was compared with various unsupervised image seg-

mentation techniques on various image segmentation benchmarks. Furthermore, we made

use of a ranking approach inspired by the Evaluation Based on Distance from Average Solu-

tion (EDAS) method to account for segmentation integrity. The experimental results show

that the proposed technique outperforms the other existing clustering techniques by optimiz-

ing the segmentation quality and possibly reducing the classification error.

Introduction

Image segmentation splits an image into sub-regions where each region shares common prop-

erties among the pixels. It is used to find homogeneous regions of different objects based on

certain properties such as texture, color intensity, and edge information [1, 2]. The image
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segmentation process yields a set of regions that can be distinctively separated in a meaningful

way (which depends on the target application). In some scenarios, the segmentation process

makes it easier to localize objects, extract image boundaries, and further details of objects in

images [3]. The segmentation process is one of the most important stages in image analysis,

computer vision, image understanding, and image compression as it reduces the complexity of

the image and facilitates the work of other high-level processing tasks.

There are various types of segmentation algorithms based on region detection and extrac-

tion, edge detection, thresholding techniques [4, 5], physics-based schemes, and data cluster-

ing methods [2, 6–12]. The data clustering approach divides objects into different classes and

subclasses, where the data points of the same class are similar but dissimilar from data points

of other classes [13, 14]. Clustering is one of the most popular techniques for image segmenta-

tion, data analysis, and data mining [15]. Clustering approaches also play an important role in

the medical domain for the early diagnosis of pulmonary nodules [16], Magnetic Resonance

Imaging (MRI) [17], clustering of bipolar disorder [18] and automatic clustering algorithms

for super-particles [19].

One of the simplest algorithms for clustering is the K-means algorithm that was introduced

by MacQueen in 1967 [19]. The K-means algorithm works by dividing a database into k-

groups [19–21]. The K-means method divides the dataset entered by users and collects the

unmarked data points which are then distributed among K clusters, the object centroids iden-

tified by some certain pre-selected criterion about distance [22, 23]. According to the cluster-

ing criterion, the inter-cluster dissimilarity is increased while the intra-cluster distance is

reduced [24]. In comparison to hierarchical clustering, the K-means algorithm is simple and

computationally efficient [8, 25]. Four different schemes adopted for the initialization of K-

value selection are: the Elbow algorithm, Gap Statistic, Canopy, and Silhouette Coefficient

[26].

The fuzzy method has been implemented for numerous techniques used for image segmen-

tation. The reason behind the popularity of fuzzy image segmentation is its widespread appli-

cations in numerous areas i.e., fuzzy set theory, genetic algorithms, neural networks, computer

vision, pattern recognition, and image processing [27]. EDAS is a mechanism of fuzzy logic

introduced by Ghorabaee et al. [28], called Evaluation Based on Distance from Average Solu-

tion (EDAS). It is a novel scheme of the Multiple Criteria Decision-making Method (MCDM)

that is used for the classification of inventory and one of the techniques for Multiple Criteria

Decision-making [29]. One of the most popular techniques of FL is the EDAS method used for

the ranking of algorithms to identify the best possible technique based on execution time,

speed, and accuracy. One of the contributions of this paper is to explore the use of EDAS in

the context of image segmentation.

The segmentation of color images is an extremely challenging task due to complexities asso-

ciated with finding the number of clusters and the cluster centroids. Therefore, automatically

finding the number of clusters and the centroids using an adaptive technique of unsupervised

color image segmentation by applying clustering could prove beneficial, as we will demon-

strate empirically in this paper. To fulfill the clustering requirements, recent efforts have car-

ried out research using clustering methods such as K-means [30], modified K-means [31], and

Ant Colony Fuzzy C-means Hybrid Algorithm (AFHA) [32].

The primary information about the number of clusters is unknown in real applications of

color images [33]. The subjective information provided by human intervention in the previous

methods highly degrades the clustering results of the color images. One of the important crite-

ria for adopting clustering methods to the images is the provision of initialization parameters,

i.e., number of clusters and the cluster centroids. The quality of the segmented images highly

PLOS ONE Unsupervised color image segmentation

PLOSONE | https://doi.org/10.1371/journal.pone.0240015 October 22, 2020 2 / 21

adherence to PLOS ONE policies on sharing data

and materials.

https://doi.org/10.1371/journal.pone.0240015


depends upon the parameters of initialization. The process of determining the initialization

parameters is a challenging task, especially if image features are to be preserved.

In this study, we present a novel adaptive scheme that comprises a region splitting and

merging technique and a K-means clustering method. A color image with RGB pixels is the

combination of several homogeneous regions that have various intensity ranges of each RGB

color channel. The region splitting and merging technique determines the peaks along with

the consistent intensity level of each color channel. In the next step, the adjacent peaks of RGB

pairs are combined to prevent the increasing number of clusters, which will lead to over-seg-

mentation and to a loss in the classification accuracy. The combination of the RGB pairs

referred to as the parameters for initialization, whereas the number of RGB pairs is considered

as the clustering numbers. In the subsequent step, the K-means method performs the cluster-

ing of pixels in images by adopting the aforementioned parameters for initialization. For evalu-

ating the advantages of our proposed method, we have made several comparisons with other

works using the Berkeley Segmentation Dataset and Benchmark (BSDS500).

The rest of the article is organized as follows: First, a comprehensive related work about the

technique proposed in this article is explained. Next, details about the architecture of our

method are described. The subsequent sections focus on detail analysis and discussion of the

experimental results, as well as the details of the used dataset; a qualitative and quantitative

comparison of the results with respect to other existing methods is also presented. The final

section discusses the conclusion along with the future scope of the presented technique.

Related work

Image segmentation is an active area of research in image analysis. It encompasses various

image processing techniques that seek to partition the image into multiple objects to improve

task such as image analysis and feature extraction [34]. Image segmentation requires expert

knowledge and guidance to some extent [35]. It divides neighboring pixels into smaller regions

to analyze the Object of Interest (OOI) [36]. For a detailed account of region segmentation, the

interested reader is redirected to other excellent surveys [20]. The segmented region is created

by a combination of pixels that are connected with some type of distance metric using color

and texture features of the image. Image segmentation can be explained more formally as

given in [37] as follows: suppose F denotes the combination of pixels and P() is uniformity

(homogeneity) predicate of connected groups of pixels that are already well defined, then then

the segmentation task implies the partition of the set F into a cluster of regions and subsets (S1,

S2, � � � Sn) such that,

[

n

i¼1

Si ¼ F with Si \ Sj ¼ F; i 6¼ j ð1Þ

The predicate of uniformity P(Si) = true8 regions, (Si) and P(Si \ Sj) = false if Si is adjacent

to Sj as mentioned in Eq (1). According to the definition, an image that is to be segmented can

be analyzed by an inter-region discrepancy between segments and intra-region homogeneity

within a segment.

A comprehensive definition of image segmentation is presented in [38, 39]. According to

[39], regions should be uniform, the boundaries of the regions must be simple, not ragged and

adjacent regions must have a significant difference according to the considered uniformity cri-

teria. In classical clustering algorithms such as K-means and Fuzzy C-means (FCM), objects

are categorized into different classes based on similar attributes of the data objects [40–43].

The K-means technique is considered one of the simplest methods with a fast convergence

[43]. Conversely, the FCMmethod does not consider the image contents and thus, it has high
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susceptibility to additive noise and it is not capable of handling the noisy images [44]. This

technique also involves complex calculations and mostly leads to over-segmentation. Likewise,

the conventional approach of K-means requires prior information about the images, such as

the number of clusters and the initial centroid information of clusters in advance. Predefined

parameters provided by the users highly influence the clustering results as the user has no

prior knowledge about the number of clusters. Therefore, many studies have introduced adap-

tive techniques for cluster initialization to cope with these issues. For instance, Fukunaga and

Hostetler [45] developed the Mean-shift (MS) algorithm which does not require predefined

knowledge about the number of clusters nor any other kind of parameterization.

Most recently, the AFHA presented in [32] is an adaptive unsupervised clustering algo-

rithm. AFHA is the combination of two techniques: Ant System and Fuzzy C-means algo-

rithms. Ant System [46] identifies the compact and distinct clusters. Yu et al. mentioned in

[32] that AFHA is a good approach in comparison to X-means [47], mean-shift (MS) [45] and

Normalized cut [48]. Another unsupervised adaptive scheme for image segmentation is the

modified K-means (MKM) algorithm proposed in [31]. This method is the modified version

of the standard K-means clustering technique known as Bisecting K-means [49]. The MKM

scheme repeatedly bisects clusters into subcategories until the desired number of K clusters is

produced and the inter-cluster similarity is lower than the predefined threshold. The overall

output of MKM highly suffers from a similar thresholding index. On the other hand, another

hybrid based adaptive clustering algorithm for image segmentation was also introduced in

[34], but its applicability is limited to gray-scale images.

An improved version of the AFHA algorithm was developed by Yu et al. [32] called

Improved AFHA (IAFHA). IAFHA makes use of the Ant system algorithm to create the num-

ber of clusters and central points of the clusters. It takes a small amount (roughly 35%) of the

total number of pixels. This enhancement in IAFHA overcomes the computational complexity

of the conventional AFHA, but it is highly suffers from a low performance ratio.

The Evaluation Based on Distance from the Average Solution (EDAS)-based schemes are

applied for the ranking of referenced techniques in this study. Some recent studies about

numerous contributions of fuzzy EDAS scheme in various areas are summarized in Table 1.

Clusters in K-means are obtained by minimizing the sum of squared distances between

objects and their resultant cluster centroids [56–60]. The most important concern in the K-

means algorithm is to assign every cluster to K centroids and place the K central points as far

as possible from other centroids. The data point is assigned from the dataset to the adjacent

centroid. If no data points are left over, the first step is completed [60, 61]. New K central

points are recalculated in the second iteration by following the procedures of the first step. The

data points are allocated to its proximate new centroid [60, 62]. The locations of K centroids

are changed with the assignment of new data points. The squared objective function is mini-

mized by using K-means and is computed using the following expression [56, 63].

F ¼
X

y

j¼1

X

k

i¼1

�kyðdÞj � mkk
2

ð2Þ

where y
ðdÞ
j denotes the jth data point of the cluster, μk identifies the kth centroid. Thus, Eq (2)

computes the distance of similar objects to their respective cluster groups.

The classical K-means outperforms existing fuzzy methods on M-Fish segmentation, but

the major issue in standard K-means is a lack of quality in segmentation of color images. The

K-means approach suffers from local minima in the iterative procedure of optimization. It

requires good initialization conditions, i.e., the number of pixel clusters required for image

segmentation and the initial values of cluster centroids.
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In this paper, we propose a novel cluster-based technique for color image segmentation,

which can automatically recognize the central points of clusters by searching the RGB pairs

accurately without requiring prior knowledge. More precisely, the RGB pairs improve the

accuracy of the existing aforementioned algorithms by determining the automatic initializa-

tion parameters for standard K-means and the amount of RGB pairs acts as the number of

clusters. Additionally, an efficient EDAS rank-based approach is presented for the ranking of

proposed as well as reference algorithms and returned to the list of ranks by declaring the pro-

posed technique on top rank.

Proposed technique

The traditional K-means method is highly affected by the parameters of initialization for the

central points of clusters and the number of clusters. Hence, the segmentation of color images

by using K-means highly depends upon the parameters of initialization. Generally, selecting

the suitable initialization method involves a laborious job by performing an extensive range of

experiments. The repetitive process is adopted to perform a certain number of experiments to

obtain robust initialization conditions. Therefore, a lengthy process is required to achieve the

initialization approach for the K-means algorithm.

In this work, we propose to use a region splitting and merging technique as an optimized

initialization approach that determines the number of clusters and centroids of clusters in a

non-parametric and adaptive manner. In comparison with the extensively utilized random

initialization process, the initialization process based on the region splitting and merging

technique yields adaptive initialization parameters. It identifies the cluster numbers and

clusters central points based on both the global and local information produced by the his-

togram of the input sample image. More specifically, every single pixel in a color image with

red, green, and blue representation contains a combination of the RGB color-channel inten-

sity values. The basic aim of the proposed technique is to improve a few limitations of the

classical K-means clustering algorithm. The block diagram of the proposed technique is

illustrated in Fig 1 that summarizes the rationale of the proposed technique in more detail.

In this study, the region splitting and merging technique is elaborated in detail in the next

section.

Table 1. Fuzzy EDAS’s contributions in related research work.

Author Title of study Methodology-description

Peng et al.
[50]

Algorithms for neutrosophic soft decision making based on EDAS, new
similarity measure and level soft set

Developed three-level algorithms for solving the problems of a single-
valued neutrosophic soft set by adopting the EDAS scheme.

Ilieva et al.
[51]

Decision analysis with classic and fuzzy EDAS Modifications Presented the L1 metric in EDAS approach for fixing some issues in
MCDM problems to decrease time complexity.

Liang et al.
[52]

An Integrated EDAS-ELECTRE Method with Picture Fuzzy Information
for Cleaner Production Evaluation in Gold Mines

Suggested the method about four-level degrees of membership with PFNs
(picture fuzzy numbers) to assess the production of cleaner for gold-mines.

Li et al. [53] Linguistic Neutrosophic Multi-criteria Group Decision-Making
Approach with EDAS Method

The proposed method developed the MCGDM (Multi-criteria Group
Decision-Making) technique that is based on the EDAS for resolving the
collective management of neutrosophic problems.

Stevic’ et al.
[54]

Evaluation of Suppliers Under Uncertainty: A MultiphaseApproach
Based on Fuzzy AHP and Fuzzy EDAS

The FuzzyAnalytic Hierarchy Process is proposed to select and evaluate the
suppliers and also for the analysis of the Fuzzy EDAS method.”

Mehmood
et al. [55]

A Trust-Based Energy-Efficient and Reliable Communication Scheme
(Trust-Based ERCS) for Remote Patient Monitoring in Wireless Body
Area Networks

The presented scheme is for a reliable communication method in order to
maintain the privacy of WBAN (Wireless Body Area Network). The
scheme is evaluated by EDAS ranking technique and declared on top rank.

https://doi.org/10.1371/journal.pone.0240015.t001
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Algorithm 1New Centroid Calculation Algorithm
1. Calculate the new distance between the number of clusters

d :¼
X

n

8sj2c

[

m

yi

RnGnBn

m

 !

2 o
0 ð3Þ

where m identifies the number of cluster, ω0 and c denotes the centroid
intensity and centroid of cluster respectively. Rn Gn Bn are the pixel
set assigned to the ith, jth and kth cluster sets, yi is the number of
pixels assigned to ith cluster, and sj is the ith pixel in that cluster
as illustrated in Eq (3). Calculate the new central points for each
group of clustering intensities.
2. Calculate new data points of centroids for each group of clustering
intensities in Eqs (4) and (5):

o
0

io
0

jo
0

k :¼ ½
1

mi

X

si2ci

RiGiBi�

½
1

mj

X

sj2cj

RjGjBj�½
1

mk

X

sk2ck

RkGkBk�

ð4Þ

Fig 1. Block diagram of the proposed technique.

https://doi.org/10.1371/journal.pone.0240015.g001
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¼ ½
1

mimjmk

X

si2ci

X

sj2cj

X

sk2ck

ðRiGiBiÞðRjGjBjÞ

ðRkGkBkÞ�8ci 6¼ cj 6¼ ck

ð5Þ

Region splitting and merging technique

In the proposed technique, the clustering integrity of the conventional K-means algorithm has

been significantly improved for color-based image segmentation. The required number of

clusters and central points of clusters perform the initialization scheme for the K-means cluster

method in a more robust and accurate way compared to other random techniques for initiali-

zation. The region splitting and merging technique requires less laborious work and deter-

mines an accurate initialization condition and improving the overall accuracy over the

baseline K-means method. The region splitting and merging technique is implemented as

follows:

1. The method first analyzes the complete image and then produces the salient peaks for RGB

color-channel histograms by identifying the intensities of channels concerning the maxi-

mum occurrences of points among the levels of the neighboring intensities. The peaks iden-

tified by the RGB color-channel histograms are represented using asterisks while the pits

are unmarked as shown in Fig 2(b)–2(d), respectively.

2. Then, it classifies RGB pairs by detecting the missing color intensity values to identify the

peaks of each homogeneous region lies in the already identified color-channel intensity

ranges of each homogeneous region. The peaks identified by the red channel are denoted

by asterisks in Fig 2(b).

3. Afterwards, a distance measure is calculated by using the Manhattan distance among all

RGB pairs by applying the following equation. The GB(green and blue) color-channel

peaks detection about a particular R(red) color-channel peak in Fig 2(b) is illustrated in

respectively Fig 2(c) and 2(d):

Dðck; clÞ ¼ jRk � Rlj þ jGk � Glj þ jBk � Blj; 8 k 6¼ l ð6Þ

where 1� k�M, 1� l�M,M and N represent the number of RGB pairs, Rk, Gk, Bk are

the intensities of the red, green, and blue color channels of the kth RGB pairs and Rl, Gl, Bl

are the intensities of the red, green, and blue color channels of the lth RGB pairs respec-

tively.

(Note: The Manhattan distance measures better distance similarity compared to Euclidean

distance because Manhattan has the stability characteristic of visual color similarity, whilst

the latter produces a broader variation of the same color).

4. Calculate the minimum distance between the two adjacent cluster centroids.

5. Then, it calculates the new distance between the number of clusters and the new central

points for every clustering group by using Eqs (5) and (6) respectively.

6. The RGB histogram is analyzed and the change in distance is calculated along the average

change between peaks. The peak points that are above the average were allocated as the ini-

tial values of clusters, which are used in the clustering method, and also the number of

peaks were assigned to the standard K-means clustering technique. The initial points of
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clusters are illustrated in Fig 2(e) and the number of clusters determined after completing

the Algorithm 2, which provides the initialization condition for the standard K-means clus-

tering algorithm.

7. Finally, it segments the pixel of clusters into proper regions by preserving the original RGB

color features of the image is in Fig 2(f).

The proposed adaptive algorithm calculates the new cluster centroid in Algorithm 1 and

also finds the initialization condition by using the region splitting and merging technique for

standard K-means is given in Algorithm 2. The final segmented image is observed as the origi-

nal foreground features of the coral image obtained by an adaptive approach is shown in Fig

2(g).

Algorithm 2 Proposed Segmentation Algorithm
Input: Color image CI
Output: Optimal segmented color image CIseg
1. Cluster dimension  k, cluster initialization = �

2. for each cluster do
3. Find d = 8 pixels & ω0by calling new centroid calculation Algorithm

(1).
4. end for

Fig 2. Phases of the presented technique.

https://doi.org/10.1371/journal.pone.0240015.g002
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5. for j = 1:255 //Record peak(pk) and pit(pt) values in the intensity
distribution

6. If the values are decrease from increase, then
7. record pk values otherwise record pt values
8. end If
9. end for
10. Exclude the values which are less than the mean by vertical scan-

ning of histogram
11. for i = 1 : l(pks and pts) j = 1:d(pks and pts) // Calculate the

mean values, where d denotes dimension.
12. If the difference among the each and every values is greater than

average number then
13. calculate only pks at great values of peak
14. end If
15. end for
16. Exclude the values which are less than the mean by horizontal

scanning of histogram
17. Positions = find out the positions of great peaks at the histogram
18. for j = 1:d (Positions) do // d identifies dimension
19. Total = absolute distance of each high peak value with the mean

greater than each pit value
20. end for
21. Meanvalue ¼ total measure

length of clustering positions
// Calculate mean value of cluster

22. for i = 1:length (Positions)
23. j = 1:d (Points)
24. If the absolute measures of each elements of high peak values with

the mean greater than pit values, then
25. identify the high clustering points
26. end If
27. end for
28. k = dimension (cluster result), initialization (k) = cluster

result
29. return CIseg

Data, experimental results and evaluation

In this study, the latest version of the Berkeley Segmentation Dataset and Benchmark

(BSDS500) [64, 65] has been used. The images in the entire dataset are based on numerous

classes, i.e., animals, airplanes, humans, natural scenes, trees, ships, and beaches, etc. which are

considered as some of the most challenging samples for segmentation tasks. The dataset also

includes ground-truth images annotated by 30 different individuals. Each image in the dataset

has an average of 5 to 6 referenced images and is considered the best dataset for carrying out

segmentation comparisons. The BSDS500 dataset and benchmark are used for evaluating the

presented scheme due to the fact that comprises various categories, with the presence of many

human-generated images. In our work, the database has been categorized into 10 various sub

categories according to some specific image content for further evaluation of segmentation in

preserving the original details of the input sample images.

The proposed technique is compared with the state-of-the-art methods for validating the

results of the proposed segmentation technique and those in the state of the art methods. Next,

the proposed scheme is evaluated by applying qualitative and quantitative measures of the pro-

posed technique with referenced schemes. The results of qualitative and quantitative evalua-

tion and EDAS based ranking verified that the proposed approach effectively improves the

cluster integrity and shows a promising reduction in classification error of the segmented

images.
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Qualitative based evaluation of the clustering results

The comparative assessment of the results of each algorithm for some test images from the

BSDS500 dataset in Fig 3 is illustrated in Fig 4. By discerning the visual detail of the resultant

images of reference schemes, the proposed method produced optimal segmented images com-

pared to other approaches and reflected the original detail of the images. In the example of the

Bird image in Fig 4, K-means and AFHA produced a large number of clusters in the sky area

and MKM has the result of the under-segmented background and also generated misclassifica-

tion error by mistakenly assigned the white feathers of the Bird into the blue pixels of the back-

ground. On the other hand, the proposed scheme produced optimal segmentation, which can

be observed in the foreground features in the sky region.

By noticing the details of the images of Flowers andWhite Church illustrated in Fig 4, the

K-means and MKM generated almost the same results except for the fact that the K-means

result had a noisy background with tiny clusters in the White church image. The results of

both algorithms highly suffered from classification errors in the Flowers image such that the

yellow pixels are mistakenly assigned to white pixels. The AFHA and the proposed scheme

have a similar segmented background (sky) of the White Church image, while MKM and pre-

sented approach have similar results in the Flowers image. MKM produced over-segmentation

of the foreground region in the Flowers image while under-segmented the White Church

image. In the example of River image, K-means and AFHA produced homogeneous results

with an obvious classification error by assigning the cyan color of a river to the ground region

of the tree line in the lower right-hand location along with the higher number of clusters,

resulting in over-segmentation. Some pixels of the ground are mistakenly assigned as the river

pixels. The MKM generated an over-segmented result as many tiny clusters are created of the

river water. Therefore, the presented method addressed the over-segmentation and false classi-

fication problems by following a better clustering process and retained the image details in the

sample River images.

For the images of Church, Mountains, and Pyramid, K-means had yielded misclassification

results in the foreground area, while AFHA and MKM had under-segmentation results. The

proposed technique retains the trade-off concerning the preservation of image features and to

produce uniform regions for all three images. K-means and MKM produced many tiny clus-

ters in the background region of the Sea image, while the segmented images performed by

AFHA created misclassified and over-segmentation regions.

Fig 3. Original test images from BSDS500 dataset [64, 65].

https://doi.org/10.1371/journal.pone.0240015.g003
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In the example of the Coral image, K-means, AFHA, and MKM generated false classifica-

tion results by insufficient assignment of object pixels and numerous tiny pixels appeared in

the background. The visibility of the Moon image in Fig 4 evidence that K-means, AFHA, and

MKM produced false classification error by assigning background pixels to the moon region

Fig 4. Results comparison of test images from BSDS500 dataset.

https://doi.org/10.1371/journal.pone.0240015.g004
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and missing important information, leading to an incorrect segmentation of the object moon.

AFHA results in the production of less homogeneous background by inaccurately assigning

object pixels in the sky region and also over-segmented region, whilst tiny clusters were pro-

duced by K-means. MKM created a more homogeneous background, but it missed the image

detail information in image Moon, while the proposed approach preserved the image detail

and successfully recovered false classification error by producing accurate clusters that lead to

optimal segmentation.

It can be concluded from the comparison of results in Fig 4 that the proposed technique

generates an optimal number of segments in the background in all the sample images. In all

results, AFHA has resulted in under-segmentation and false classification in almost all sample

images. Conversely, K-means and MKM yielded over-segmented images; K-means also pro-

duced a considerable number of tiny clusters in the background.

Quantitative based evaluation of the clustering results

There are numerous benchmarks mentioned in the literature for the evaluation of image seg-

mentation methods. The two major categories of evaluation results for the segmentation of

images are supervised evaluation methods and unsupervised evaluation methods [66]. The

supervised methods evaluate the segmented techniques by comparing the segmented results of

images with the ground truth images and unsupervised methods analyze the characteristics of

the segmented results with the human-generated images. In the supervised method, subjects

are involved which affects the results and makes it time-consuming, whereas no subjects are

involved in unsupervised methods that provide objective and quantitative results. For this rea-

son, the unsupervised evaluation is adopted in this study.

Evaluation of image cluster number. The section examines the effectiveness of segmen-

tation quality depending upon the result of the cluster number. There is a trade-off between

the generated number of cluster and the segmentation quality of homogeneous regions,

whereas inadequate clustering numbers produced in the process of segmentation could result

in misclassification errors, as displayed in the Bird, Mountain, Coral, and Moon images as

depicted in Fig 4 above. A more reliable segmentation can be achieved by obtaining further

homogeneous pixels while observing a sound clustering number. As it can be observed in

Table 4, both AFHA and the proposed scheme yield a fewer number of clusters compared to

K-means and MKMmethods for the three images of Flowers, River, and Sea. Hence, the

AFHA and proposed technique both lead to better segmentation results; for instance, we can

observe that there are less clusters in the images of Flowers, River, and Sea. For the Church

image, the proposed and classical K-means methods produce fewer clusters by optimized seg-

mented images with greater homogeneous regions as compared to MKM and AFHA tech-

niques. The AFHAmethod mistakenly assigned considerable pixels to the sky (i.e.

background) while producing the segmented regions in the Church image. Moreover, Table 2

clearly shows that the segmentation performed by AFHA and MKM techniques on the Bird,

Mountains, and Moon images produced segmented regions with better homogeneity while

finding a fewer number of clusters compared to K-means and the proposed method. Con-

versely, a significant number of pixels are falsely assigned to the sky regions in the images seg-

mented by K-means, MKM, and AFHA. K-means produced over-segmented regions in the

images of Bird, Mountain, and Moon (Fig 4). The proposed technique successfully avoided

these false classification errors and returning the accurate number of cluster. For the images of

Pyramid and Coral, AFHA and proposed method produce a fewer number of clusters with

greater homogeneity in the segmented image compared to K-means and MKM, which yield

higher clusters. Similarly, for the White Church image, the proposed scheme produces a

PLOS ONE Unsupervised color image segmentation

PLOSONE | https://doi.org/10.1371/journal.pone.0240015 October 22, 2020 12 / 21

https://doi.org/10.1371/journal.pone.0240015


compact number of clusters while preserving the segmentation quality in the segmented image

than the K-means, AFHA, and MKMmethods.

MSE based evaluation. The MSE (Mean Squared Error) is a benchmark that measures

the quality of clusters. The MSE metric was used for evaluating the segmentation results of var-

ious existing methods and the proposed technique, using the sample images from the

BSDS500 dataset. The Mean Square Error is defined as follows in Eq (7):

MSE ¼
1

N

X

M

j¼1

X

i2Si

kxi � cjk
2

ð7Þ

where N denotes the total number of pixels in the image,M identifies the clustering numbers

produced during clustering procedure, Sj indicates the set of pixels belonging to jth cluster, cj
specifies the feature vectors of the jth central points of clusters and xi states the feature vectors

of the ith pixel belonging to jth data points. Consequently, MSE measures the average devia-

tion between the number of clusters and cluster centroids.

The results of the MSE analysis using K-means, AFHA, MKM, and the proposed technique

are summarized in Table 3. As it can be observed from this comparison, the proposed tech-

nique yielded the lowest MSE values for most of the images except the Pyramid sample as com-

pared to other approaches. The results produced by proposed technique for sample images of

Birds, Moon, White Church, River, Flower, Church, Mountains, Coral, and Sea have the low-

est MSE while K-means, AFHA, and MKM result in the highest MSE for all these images.

AFHA results in the lowest MSE for the image Pyramid. Our findings indicate that the pro-

posed technique results in the lowest values of MSE i.e. 93% of all the sample images. Overall,

the experiment applied on 200 images, K-means, AFHA, and MKM results of 4%, 3.5%, and

5% respectively whereas the proposed approach results in 82.5% along with the lowest value of

MSE. Thus, the lowest MSE values produced by the proposed approach have better cluster

quality compared to other techniques and also visually investigated in Section 4. The ability of

Table 2. Number of clusters generated for various images using different segmentation’s techniques.

Methods Images

Bird Flowers White Church River Church Mountains Pyramid Sea Coral Moon

K-means 10 255 100 70 10 15 80 17 220 9

AFHA 4 6 50 17 25 11 60 7 10 5

MKM 3 248 90 55 25 4 66 12 191 4

Proposed 6 6 47 15 7 8 62 7 15 6

Note: The bold entries indicate the best result achieved among the different methods for a given sample image.

https://doi.org/10.1371/journal.pone.0240015.t002

Table 3. MSE based comparison of clustering quality for various initialization techniques.

Methods MSE(�1.0e + 2)

Bird Flowers White Church River Church Mountains Pyramid Sea Coral Moon

K-means 4.2532 4.0142 3.3546 4.2511 3.0342 4.2135 3.5121 3.4360 2.9812 5.1643

AFHA 1.8605 3.2542 2.2021 4.9352 1.3334 4.1611 3.4452 2.5611 2.1571 1.8203

MKM 2.6511 2.2541 2.3214 3.8245 1.7129 3.2431 4.9454 1.5732 3.0152 3.0122

Proposed 1.0324 1.7621 2.1011 3.7542 1.3224 1.7934 4.0112 1.2342 2.0761 0.1723

Note: The bold entries indicate the best result achieved among the different methods for a given sample image.

https://doi.org/10.1371/journal.pone.0240015.t003
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the proposed technique to yield consistently lower MSE values verifies that it produces clusters

with minimum distortion than other methods.

Ranking based evaluation of the clustering results

In this research, the fuzzy logic-based EDAS method is used for evaluating the ranking of the

proposed scheme compared to the reference algorithms, in terms of segmentation integrity. At

present, the Evaluation Based on Distance from Average Solution is adopted for MCDM. In

this study, the authors presented the EDAS scheme to accumulate cross-efficient values. The

aggregate of Appraisal Scores (AS) can be measured for ranking of reference schemes to calcu-

late the positive distance from average solution (PDA) and negative distance from average

solution (NDA).

In the below Table 4, the images are considered as the criteria of MCDM.

Step 1: Calculate the solution of the average value of all images in Eq (8);

AV ¼ ½AVn�1�q ð8Þ

where

AVn ¼

Pk

i¼1 Xmn

k
ð9Þ

The above step determines the image segmentation as per the MCDM approach. The aggre-

gate about the calculation of Eqs (8) and (9) can be obtained as the average value for every

image.

Step 2: This step of the EDAS calculates positive distances from average PDA in Eqs (10), (11)

and (12) as given below:

PDA ¼ ½PDAmn�q�q ð10Þ

If the nth criterion is more beneficial then

PDAmn ¼
Maximumð0; ðAVn

� XmnÞÞ

AVn

ð11Þ

Table 4. Cross-efficient values.

Algorithms Images

Bird Flowers White Church River Church Mountains Pyramid Sea Coral Moon

K-means 17.694 97.284 109.877 107.752 40.817 14.222 10.529 85.214 100.371 18.578

AFHA 33.113 46.482 80.987 70.216 37.709 37.583 30.290 48.665 40.227 26.788

MKM 0.899 36.302 90.874 40.353 59.059 3.288 32.828 23.784 6.188 8.289

Proposed 4.654 25.277 67.988 27.457 13.793 9.183 37.195 22.885 35.165 0.897

AVn
5.123 18.667 31.793 22.343 13.761 5.116 18.691 16.413 16.541 4.959

Note: The bold entries indicate the best result achieved among the different methods for a given sample image.

https://doi.org/10.1371/journal.pone.0240015.t004
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and if non-beneficial then the given equation will be changed as below:

PDAmn ¼
Maximumð0; ðXmn � AVn

ÞÞ

AVn

ð12Þ

The calculated results are given in Table 5:

Step 3: This step of the EDAS calculates negative distances from average NDA using Eqs (13),

(14) and (15) as follows:

NDA ¼ ½NDAmn�q�q ð13Þ

If the nth criterion is more beneficial then

NDAmn ¼
Maximumð0; ðAVn

� XmnÞÞ

AVn

ð14Þ

and if non-beneficial then the given equation will be changed as below:

NDAmn ¼
Maximumð0; ðXmn � AVn

ÞÞ

AVn

ð15Þ

where PDAmn and NDAmn denotes the positive distance and negative distance of nth Rated

Algorithms from the average value with respect tomth Rating Images, respectively.

The calculated results are given in Table 6:

Step 4: Weighted sum of PDAmn for the Rated Algorithms in Table 7 as below in Eq (16):

SPm ¼
X

k

n¼1

ynPDAmn ð16Þ

Table 5. Analysis results of average PDA.

Algorithms Images

Bird Flowers White Church River Church Mountains Pyramid Sea Coral Moon

K-means 0 0 0 0 0 0 0 0 5.067 2.746

AFHA 0 0 0 0 0 0 0 0 1.431 4.401

MKM 0.824 0 0 0 0 0.768 0 0 0 0

Proposed 0.091 0 0 0 0 0.357 0 0 1.125 0.671

https://doi.org/10.1371/journal.pone.0240015.t005

Table 6. Analysis results of averageNDA.

Algorithms Images

Bird Flowers White Church River Church Mountains Pyramid Sea Coral Moon

K-means 2.453 4.211 2.455 3.822 1.966 1.779 4.633 4.191 0 0

AFHA 5.462 1.489 1.547 2.142 1.740 6.346 0.620 1.964 0 0

MKM 0 0.944 1.858 0.806 3.291 0 0.756 0.449 0.625 0.818

Proposed 0 0.354 1.138 0.228 0.002 0 0.989 0.394 0 0

https://doi.org/10.1371/journal.pone.0240015.t006
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Step 5: Weighted sum of ND Amn for the Rated Algorithms in Table 8 as below in Eq (17):

SNm ¼
X

k

n¼1

ynNDAmn ð17Þ

The result reflected in the table below:

Step 6: This step normalizes and calculates the scores of SP and SN for the Rated Algorithms

as follows in Eqs (18) and (19):

NSPm ¼
SPm

maximummðSPmÞ
ð18Þ

NSNm ¼ 1�
SNm

maximummðSNmÞ
ð19Þ

Step 7: This step calculates the scores of NSP and NSN in order to get appraisal score (AS) for

the Rated Algorithms given as follows in Eq (20):

ASm ¼
1

2
NSPm � NSNmð Þ ð20Þ

where 0� ASj� 1.

The AS is determined by the aggregate score of NSPm and NSNm.

Step 8: Measure the appraisal scores (AS) in terms of decreasing order and then determine the

ranking of rated algorithms. The best ranking algorithms have higher AS. Therefore, in the

below Table 9, the proposed algorithm has the highest AS.

The final rank results are represented in the table below:

The ranking shows the proposed algorithm is the best out of three existing algorithms.

Table 7. Analysis results of the aggregate PDA.

Criteria(W) 0.235 0.181 0.122 0.118 0.073 0.042 0.042 0.085 0.049 0.047 SPm

Algorithms Images

Bird Flowers White Church River Church Mountains Pyramid Sea Coral Moon

K-means 0 0 0 0 0 0 0 0 0.249 0.130 0.379

AFHA 0 0 0 0 0 0 0 0 0.070 0.209 0.280

MKM 0.194 0 0 0 0 0.015 0 0 0 0 0.209

Proposed 0.021 0 0 0 0 0.033 0 0 0.055 0.032 0.141

https://doi.org/10.1371/journal.pone.0240015.t007

Table 8. Analysis results of the aggregateNDA.

Criteria (W) 0.235 0.181 0.122 0.118 0.073 0.042 0.042 0.085 0.049 0.047 SNm

Algorithms Images

Bird Flowers White Church River Church Mountains Pyramid Sea Coral Moon

K-means 0.578 0.764 0.301 0.453 0.143 0.076 0.198 0.358 0 0 2.875

AFHA 0 0 0 0 0 0 0 0 0.070 0.209 0.280

MKM 0.194 0 0 0 0 0.015 0 0 0 0 0.209

Proposed 0.021 0 0 0 0 0.033 0 0 0.055 0.032 0.141

https://doi.org/10.1371/journal.pone.0240015.t008
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Evaluation of the execution time

Some of the experiments were performed and the execution time of the proposed technique is

compared with K-means, AFHA, and MKM. The algorithms were executed on Intel1 Core

TMm3-7Y32 processor with the smart cache of 4 MB, 3.00 GHz frequency and 8 GB memory,

1 TB Hard drive with Microsoft Windows 10. The execution time of each algorithm is reported

in Table 10.

According to Table 11, it can be concluded that the proposed technique outperformed K-

means, AFHA, and MKM by comparing time complexity per image. The rough estimate about

the average time of the proposed technique per image is almost 19 seconds, which is the lowest

time than K-means, AFHA, and MKM. The average complexity of time duration in seconds

performed per image by K-means is round about 150 seconds, which is the highest time, and

the average time of each image executed by AFHA andMKM is estimated at almost 63 seconds

and 20 seconds respectively.

From the results in Tables 10 and 11, we can assert that the proposed method yielded better

results than K-means, AFHA, and MKM for execution time comparison and clustering qual-

ity. Henceforth, the proposed method is more applicable to segmentation applications in real-

time scenarios. The summarized results reported in Table 11 indicate that the proposed tech-

nique consistently produces a better distribution of clustering with lower time execution in

Table 9. Ranking based analysis for four segmentation algorithms.

Algorithms SPm SNm NSPm NSNm ASm Ranking

K-means 0.379 2.875 1 0 0.511 3

AFHA 0.280 2.597 0.737 0.096 0.417 4

MKM 0.209 0.876 0.551 0.695 0.622 2

Proposed 0.141 0.307 0.373 0.893 0.633 1

https://doi.org/10.1371/journal.pone.0240015.t009

Table 10. Execution time comparison of different schemes for sample images.

Execution Time (sec.)

Image Bird Flowers White Church River Church Mountains Pyramid Sea Coral Moon

Image size 481×321 481×321 481×321 481×321 481×321 481×321 481×321 481×321 481×321 481×321

K-means 17.694 37.2846 95.8772 67.7522 13.8177 14.2223 40.2909 55.2143 50.3712 18.5784

AFHA 3.3113 46.4826 80.9876 70.2162 27.7095 27.583 30.2909 48.6654 40.2275 26.7884

MKM 3.8995 36.3027 90.8748 40.3534 30.1059 3.2881 32.8289 23.7849 26.1888 8.8977

Proposed 2.6542 25.277 67.988 27.4573 13.7938 4.1832 30.1956 22.8854 26.1658 7.2894

Note: The bold entries indicate the best result achieved among the different methods for a given sample image.

https://doi.org/10.1371/journal.pone.0240015.t010

Table 11. Comparative analysis of different segmentation methods for 200 standard images.

Evaluating Parameter K-means AFHA MKM Proposed

Lowest MSE 4% 3.5% 5% 82.5%

Average time duration (sec.) 150s 63s 20s 19s

EDAS based ranking 3 4 2 1

Note: The bold entries indicate the best result achieved among the different methods for a given sample image.

https://doi.org/10.1371/journal.pone.0240015.t011

PLOS ONE Unsupervised color image segmentation

PLOSONE | https://doi.org/10.1371/journal.pone.0240015 October 22, 2020 17 / 21

https://doi.org/10.1371/journal.pone.0240015.t009
https://doi.org/10.1371/journal.pone.0240015.t010
https://doi.org/10.1371/journal.pone.0240015.t011
https://doi.org/10.1371/journal.pone.0240015


seconds. Thus, it is proved that the proposed technique is suitable to be adopted for unsuper-

vised image segmentation.

Conclusion

In this research, a novel adaptive approach for unsupervised color image segmentation was

presented by applying region splitting and merging technique for optimizing the quality of

segmented images. The proposed study optimizes the cluster centroids and determines the sig-

nificant cluster numbers automatically for the initialization of the classical K-means algorithm.

The proposed technique first determines the gradient change of distinct peaks of the RGB

channel intensity. Next, the intensity values of RGB histograms are scanned and the highest

peak intensity values are selected within the neighboring intensity ranges for each color chan-

nel. To observe the distinct peaks by further exploring each pixel histogram under the peak

intensity values, which are to be selected to find RGB pairs. Those adjacent clustering points

from the pairs are merged and the significant information of initialization parameters was

assigned to the conventional K-means algorithm and in this way, finally, the image is seg-

mented with a suitable number of uniform regions.

The proposed technique was compared with K-means, AFHA, and MKM by using image

segmentation evaluation, and benchmarks. For further evaluation and clarification, the results

of the EDAS ranking method showed that the proposed scheme ranked on top, MKM on 2nd,

K-means, and AFHA on 3rd and 4th ranking respectively. Hence, the overall evaluation and

experimental results clearly show that the proposed approach outperforms previous methods

in terms of image segmentation quality and possible reduction of the classification error. How-

ever, the suggested technique has some challenges as it is not recommended for medical appli-

cations due to color degradation issues. Thus, in the future scope, we will work and enhance

the colors of the resultant images to make it amenable to medical images.
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34. Küçükkülahlı E., Erdoğmuş P., & Polat K. (2016). Histogram-based automatic segmentation of images.
Neural Computing and Applications, 27(5), 1445–1450. https://doi.org/10.1007/s00521-016-2287-7

35. Zhang Y. J. (2002). Image engineering and related publications. International Journal of Image and
Graphics, 2(03), 441–452. https://doi.org/10.1142/S0219467802000755

36. Meinel G., & Neubert M. (2004). A comparison of segmentation programs for high resolution remote
sensing data. International Archives of Photogrammetry and Remote Sensing, 35(Part B), 1097–1105.

37. Pal N. R., & Pal S. K. (1993). A review on image segmentation techniques. Pattern recognition, 26(9),
1277–1294. https://doi.org/10.1016/0031-3203(93)90135-J

38. Zheng C., Zhang Y., &Wang L. (2017). Semantic segmentation of remote sensing imagery using an
object-based Markov random field model with auxiliary label fields. IEEE Transactions on geoscience
and remote sensing, 55(5), 3015–3028. https://doi.org/10.1109/TGRS.2017.2658731

39. Haralick R. M., & Shapiro L. G. (1985). Image segmentation techniques. Computer vision, graphics,
and image processing, 29(1), 100–132. https://doi.org/10.1016/S0734-189X(85)90153-7

40. Badawi A., & Bilal M. (2019). High-level synthesis of online k-means clustering hardware for a real-time
image processing pipeline. Journal of Imaging, 5(3), 38. https://doi.org/10.3390/jimaging5030038

41. Rodriguez A., & Laio A. (2014). Clustering by fast search and find of density peaks. Science, 344
(6191), 1492–1496. https://doi.org/10.1126/science.1242072 PMID: 24970081

42. Wang J., &Wang H. (2017). A study of 3Dmodel similarity based on surface bipartite graph matching.
Engineering Computations. https://doi.org/10.1108/EC-10-2015-0315

43. Kandwal R., Kumar A., & Bhargava S. (2014). Review: existing image segmentation techniques. Inter-
national Journal of Advanced Research in Computer Science and Software Engineering, 4(4), 2277–
2285.

44. Zheng Y., Jeon B., Xu D., Wu Q. M., & Zhang H. (2015). Image segmentation by generalized hierarchi-
cal fuzzy C-means algorithm. Journal of Intelligent & Fuzzy Systems, 28(2), 961–973. https://doi.org/
10.3233/IFS-141378

45. Fukunaga K., & Hostetler L. (1975). The estimation of the gradient of a density function, with applica-
tions in pattern recognition. IEEE Transactions on information theory, 21(1), 32–40. https://doi.org/10.
1109/TIT.1975.1055330

46. Colorni Vitale, A., Dorigo, M., & Maniezzo, V. (1992). Distributed optimization by ant colonies. In Pro-
ceedings of the 1st European conference on artificial life. Cambridge, MA, (pp. 134-142).

47. Pelleg D., & Moore A. W. (2000, June). X-means: Extending k-means with efficient estimation of the
number of clusters. In Icml (Vol. 1, pp. 727–734).

48. Shi J., & Malik J. (2000). Normalized cuts and image segmentation. IEEE Transactions on pattern anal-
ysis and machine intelligence, 22(8), 888–905. https://doi.org/10.1109/34.868688

49. Steinbach M., Karypis G., & Kumar V. (2000). A comparison of document clustering techniques, KDD
workshop on text mining.

PLOS ONE Unsupervised color image segmentation

PLOSONE | https://doi.org/10.1371/journal.pone.0240015 October 22, 2020 20 / 21

https://doi.org/10.3390/j2020016
https://doi.org/10.15388/Informatica.2015.57
https://doi.org/10.1109/ACCESS.2019.2915345
https://doi.org/10.1016/j.patcog.2009.11.015
https://doi.org/10.1016/j.patcog.2009.11.015
https://doi.org/10.1016/j.engappai.2013.11.008
https://doi.org/10.1007/s00521-016-2287-7
https://doi.org/10.1142/S0219467802000755
https://doi.org/10.1016/0031-3203(93)90135-J
https://doi.org/10.1109/TGRS.2017.2658731
https://doi.org/10.1016/S0734-189X(85)90153-7
https://doi.org/10.3390/jimaging5030038
https://doi.org/10.1126/science.1242072
http://www.ncbi.nlm.nih.gov/pubmed/24970081
https://doi.org/10.1108/EC-10-2015-0315
https://doi.org/10.3233/IFS-141378
https://doi.org/10.3233/IFS-141378
https://doi.org/10.1109/TIT.1975.1055330
https://doi.org/10.1109/TIT.1975.1055330
https://doi.org/10.1109/34.868688
https://doi.org/10.1371/journal.pone.0240015


50. Peng X., & Liu C. (2017). Algorithms for neutrosophic soft decision making based on EDAS, new simi-
larity measure and level soft set. Journal of Intelligent & Fuzzy Systems, 32(1), 955–968. https://doi.
org/10.3233/JIFS-161548

51. Ilieva G., Yankova T., & Klisarova-Belcheva S. (2018). Decision analysis with classic and fuzzy EDAS
modifications. Computational and Applied Mathematics, 37(5), 5650–5680. https://doi.org/10.1007/
s40314-018-0652-0

52. LiangW. Z., Zhao G. Y., & Luo S. Z. (2018). An integrated EDAS-ELECTREmethod with picture fuzzy
information for cleaner production evaluation in gold mines. IEEE Access, 6, 65747–65759. https://doi.
org/10.1109/ACCESS.2018.2878747

53. Li Y. Y., Wang J. Q., &Wang T. L. (2019). A linguistic neutrosophic multi-criteria group decision-making
approach with EDASmethod. Arabian Journal for Science and Engineering, 44(3), 2737–2749. https://
doi.org/10.1007/s13369-018-3487-5

54. Stević Ž., VasiljevićM., Puška A., Tanackov I., Junevičius R., & Vesković S. (2019). Evaluation of sup-
pliers under uncertainty: a multiphase approach based on fuzzy AHP and fuzzy EDAS. Transport, 34
(1), 52–66. https://doi.org/10.3846/transport.2019.7275

55. Mehmood G., Khan M. Z., Waheed A., Zareei M., & Mohamed E. M. (2020). A Trust-Based Energy-Effi-
cient and Reliable Communication Scheme (Trust-Based ERCS) for Remote Patient Monitoring in
Wireless Body Area Networks. IEEE Access. https://doi.org/10.1109/ACCESS.2020.3007405

56. Moftah H. M., Azar A. T., Al-Shammari E. T., Ghali N. I., Hassanien A. E., & ShomanM. (2014). Adap-
tive k-means clustering algorithm for MR breast image segmentation. Neural Computing and Applica-
tions, 24(7-8), 1917–1928. https://doi.org/10.1007/s00521-013-1437-4

57. Zhang C., Xiao X., Li X., Chen Y. J., ZhenW., Chang J., et al. (2014). White blood cell segmentation by
color-space-based k-means clustering. Sensors, 14(9), 16128–16147. https://doi.org/10.3390/
s140916128 PMID: 25256107

58. Soumya D. S., & Arya V. (2013). Chromosome segmentation using k-means clustering. Int J Sci Eng
Res, 4(9), 937–940.

59. Wang H., Lei M., Chen Y., Li M., & Zou L. (2019). Intelligent identification of maceral components of
coal based on image segmentation and classification. Applied Sciences, 9(16), 3245. https://doi.org/
10.3390/app9163245

60. Jain, A. K. (2010). Data clustering: 50 years beyond K-means. Pattern recognition letters, 31(8), 651-
666.

61. Elbalaoui, A., Fakir, M., Idrissi, N., & Marboha, A. (2013). Review of Color Image Segmentation. In Inter-
national Journal of Advanced Computer Science and Applications (Special Issue on Selected Papers
from Third international symposium on Automatic Amazigh processing) (pp. 15-21).

62. Hojjatoleslami S. A., & Kittler J. (1998). Region growing: a new approach. IEEE Transactions on Image
processing, 7(7), 1079–1084. https://doi.org/10.1109/83.701170 PMID: 18276325

63. Wang Q., Wang C., Feng Z. Y., & Ye J. F. (2012). Review of K-means clustering algorithm. Electronic
Design Engineering, 20(7), 21–24.

64. Martin, D., Fowlkes, C., Tal, D., & Malik, J. (2001). A Database of Human Segmented Natural Images
and its Application to Evaluating Segmentation Algorithms and Measuring Ecological Statistics. In Pro-
ceedings 8th IEEE International Conference on Computer Vision. https://www.eecs.berkeley.edu/
Research/Projects/CS/vision/bsds/, accessed 1-Feb-2019.

65. Arbelaez P, Maire M, Fowlkes C, Malik J (2010) Contour detection and hierarchical image segmenta-
tion. IEEE transactions on pattern analysis and machine intelligence 33 (5):898–916. https://doi.org/10.
1109/TPAMI.2010.161 PMID: 20733228

66. Zhang H., Fritts J. E., & Goldman S. A. (2008). Image segmentation evaluation: A survey of unsuper-
vised methods. computer vision and image understanding, 110(2), 260–280. https://doi.org/10.1016/j.
cviu.2007.08.003

PLOS ONE Unsupervised color image segmentation

PLOSONE | https://doi.org/10.1371/journal.pone.0240015 October 22, 2020 21 / 21

https://doi.org/10.3233/JIFS-161548
https://doi.org/10.3233/JIFS-161548
https://doi.org/10.1007/s40314-018-0652-0
https://doi.org/10.1007/s40314-018-0652-0
https://doi.org/10.1109/ACCESS.2018.2878747
https://doi.org/10.1109/ACCESS.2018.2878747
https://doi.org/10.1007/s13369-018-3487-5
https://doi.org/10.1007/s13369-018-3487-5
https://doi.org/10.3846/transport.2019.7275
https://doi.org/10.1109/ACCESS.2020.3007405
https://doi.org/10.1007/s00521-013-1437-4
https://doi.org/10.3390/s140916128
https://doi.org/10.3390/s140916128
http://www.ncbi.nlm.nih.gov/pubmed/25256107
https://doi.org/10.3390/app9163245
https://doi.org/10.3390/app9163245
https://doi.org/10.1109/83.701170
http://www.ncbi.nlm.nih.gov/pubmed/18276325
https://doi.org/https://www.eecs.berkeley.edu/Research/Projects/CS/vision/bsds/
https://doi.org/https://www.eecs.berkeley.edu/Research/Projects/CS/vision/bsds/
https://doi.org/10.1109/TPAMI.2010.161
https://doi.org/10.1109/TPAMI.2010.161
http://www.ncbi.nlm.nih.gov/pubmed/20733228
https://doi.org/10.1016/j.cviu.2007.08.003
https://doi.org/10.1016/j.cviu.2007.08.003
https://doi.org/10.1371/journal.pone.0240015

