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ABSTRACT With the development of social networks, the spread of fake news brings great negative effects

to people’s daily life, and even causes social panic. Fake news can be regarded as an anomaly on social

networks, and autoencoder can be used as the basic unsupervised learning method. So, an unsupervised

fake news detection method based on autoencoder (UFNDA) is proposed. This paper firstly considers some

forms of news in social networks, integrates the text content, images, propagation, and user information of

publishing news to improve the performance of fake news detection. Next, to obtain the hidden information

and internal relationship between features, Bidirectional GRU(Bi-GRU) layer and Self-Attention layer are

added into the autoencoder, and then reconstruct residual to detect fake news. The experimental results

compared with the existence of other four methods, on two real-world datasets, show that UFNDA obtains

the more positive results.

INDEX TERMS Social networks, fake news detection, unsupervised learning, self-attention, autoencoder.

I. INTRODUCTION

With the widespread use of mobile phones, social networks

users can easily share information with others, keep in touch,

and learn hot news trend anytime, anywhere. However, some

news are misleading, and their reliability is doubtful. Fake

news defined by the authors in [1] is ‘‘news articles that are

intentionally and verifiably false, and couldmislead readers.’’

the authors in [2] proposed another definition, ‘‘False infor-

mation spread under the guise of being authentic news usually

spread through news outlets or internet with an intention

to gain politically or financially, increase readership, biased

public opinion.’’ It is the continuous content and dense dis-

tribution of fake news cause the major negative impacts on

society. For example, by February 8th 2021, there are con-

firmed over 106 million COVID-19 cases and have been over

2 million COVID-19 related deaths in the world.1 However,

‘‘COVID-19 is a Hoax’’ still spreads on social networks.2

Another example, whenever a major hurricane start bearing

down upon the America, fake news and pictures emerge in

large quantities, and it is hard to distinguish real or fake
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1https://en.wikipedia.org/wiki/Template:COVID-19_pandemic_data
2https://www.snopes.com/ap/2020/12/04/nevada-doctors-selfie-used-to-

claim-covid-19-is-a-hoax/

from them.3 There have been reported that fake news has

cost the stock market 39 billion USD annually.4 Manual

identification of fake news requires experts in various fields

and a huge workload. Therefore, a tool is needed to detect

fake news. But there are vast volumes of news, and creating

such a tool is very challenging.

As the technology of artificial intelligence and machine

learning advances, supervised learning gradually apply to

fake news detection now and win very great effectiveness.

Four aspects are mainly utilized by detecting fake news on

social networks: the text content of news, social context

information, propagation information, and multimedia infor-

mation. Text content and context information of news was

used to detect fake news [3]–[5]. In [6] and [7], the authors

evaluated the credibility of target articles by network struc-

ture. 23 kinds of supervised machine learning classifica-

tion methods were evaluated on existing public datasets [8].

References [9], [10] adopted the method of Convolutional

Neural Networks (CNN) to detect fake news, which showed

quite successful and positive results. Although such methods

achieved great results, the methods need large amounts of

3https://www.king5.com/article/news/verify/verify-fake-hurricane-
photos/77-3a8ee689-e47e-46ac-a99d-4f5fb9295bc3

4https://www.institutionalinvestor.com/article/b1j2ttw22xf7n6/Fake-
News-Creates-Real-Losses
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labeled data to train the model. However, such a way is

time-consuming and a significant amount of work. Therefore,

some researchers apply unsupervised methods to fake news

detection.

The authors in [11] proposed one method based on text

content for unsupervised fake news detection, which used ten-

sor to classify news according to hidden content of news, but

it ignored user information for publishing news. Regarding

the actual state of news and user reputation as latent random

variables, and proposed a fold Gibbs method to infer the truth

of news, but this method ignored multimedia information of

news [12]. The authors in [13] utilized the technology of

semantic similarity and transfer learning to detect the truth of

news, but this way neglected the social context information

of news. In [14], the authors proposed an approach based

on graphic using users’ behavior to detect unsupervised fake

news, but this approach lose sight of text content of news.

Some studies considered the early detection of fake news but

neglected the detection after news propagate[15].

Currently, the technology of autoencoder mainly apply

to many fields such as industrial system anomaly detec-

tion [16]–[18], medical diagnose lesions [19]–[21], image

processing [22]–[24], etc. Because of its features of repro-

ducing input data as far as possible, autoencoder is used to

anomaly detection, which obtains a good result. So, this paper

combines autoencoder and unsupervised learning to propose

a new method based on autoencoder to detect fake news. The

main contributions of our paper are summarized as follows:

1) To make full use of news in social networks, this paper

fuses four kinds of features, including text content, images,

propagation information, and user information of publishing

news.

2) Regard fake news as an anomaly on social networks and

make use of autoencoder as the basic unsupervised learning

method.

3) Propose an improved method based on autoencoder

for unsupervised fake news detection, and design compara-

tive experiments to verify the effectiveness of the proposed

method.

4) Evaluate the proposedmethod performance of early fake

news detection.

5) Evaluate the effectiveness of splicing fusion.

The reminder of the paper is organized as follows.

In Section II, we give a brief review of related works about

fake news detection. Afterward, we introduce the architecture

of our unsupervised fake news detection method based on

autoencoder, namely UFNDA, and provide the details of

how we construct the model based on autoencoder and the

proposed method UFNDA algorithm in Section III. Then,

Section IV evaluates our method with dedicated experiments

and this paper ends with the conclusion in Section V.

II. RELATED WORK

At present, the methods of fake news detection mainly based

on feature rules, machine learning, and deep learning. For

the methods based upon feature rules, In [25], the authors

collected digital information about the Chilean earthquake

on Twitter and obtained that it is practicable to detect fake

information through tweets. The authors in [26] analyzed the

time, structure and language features of tweets and obtained

the fake news detection accuracy of 92%. The authors in [27]

analyzed the blog posts, images, and visual features in

Sina Weibo and obtained the fake news detection accuracy

of 83.6%. In [28], the authors analyzed news based on fea-

tures such as content, users, and emotions, and obtained the

fake news detection accuracy of 91% and the early fake news

detection accuracy of 77%.

For the methods based upon machine learning, In [29],

the authors used TF-IDF as the feature extraction method and

linear SVM as the classifier, which improved the accuracy of

fake news detection to 92%. The authors in [30] proposed

a method based on text content and structure and used RF

to analyze, which concluded that the content-based model

showed bias detection. The authors in [31] proposed amethod

based on publisher, news content, and user features to train

seven classifiers, and the accuracy of fake news detection was

as high as 91.6%.

As for the methods based upon deep learning, In [32]

authors proposed a text and image based on CNN model,

and the accuracy of fake news detection was 92.2%. In [33],

the authors proposed aBi-LSTMmodel based on text summa-

rization features, and obtained a fake news detection accuracy

of 93.1%. In [34] authors proposed a Deep Convolutional

Neural Network model, which obtained a fake news detection

accuracy of 98.36%. The authors in [35] proposed a model

detecting fake information automatically, and obtained the

accuracy of 74%. In [36], the authors proposed a fake news

automatic detection model, and showed that pre-trained deep

learning models such as BERT, XLNet, and RoBERTa per-

formed better than machine learning models such as SVM,

RF, and XGBoost, and the accuracy of fake news detection

was up to 98%.

Most of the above studies discern fake news by supervised

learning. Considering that a large amount of news lacks man-

ual labels, we integrate the text content features, propagation

features, image features, and features of users who publish

the news in social networks, and propose a method based

on autoencoder to achieve the detection of unsupervised fake

news in social networks.

III. METHOD

In social networks, most of software platforms provide many

easy-to-use functionalities for internet users, which makes it

more convenient to interact with other netizens by various

information. There are many factors for netizens to infer the

credibility of news, such as text content, comments, likes,

embedded images and videos, authoritarian standpoints.

Autoencoder widely apply to anomaly detection. This

paper treats fake news as an abnormal data in social net-

works and proposes a method based on autoencoder for

unsupervised fake news detection with various features,

namely UFNDA. After training UFNDA with real news data,
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FIGURE 1. The flow of the proposed method.

the UFNDA has the ability to detect fake news. By testing the

test set, to obtain the reconstructed residual to distinguish real

news and fake news.

UFNDAmainly includes feature extraction, feature fusion,

and the model based on autoencoder. Figure 1 is the flow of

the proposed method.

A. FEATURES EXTRACTION AND FUSION

In this paper, the features extracted from social networks

news are text content features, propagation features, image

features, and user features.

1) TEXT CONTENT FEATURES

For making news appear more authentic, in social networks,

users who publishing news often use external links to help

explain news. To make the spread more widely, news is often

participated in multiple topics and mentioned multiple users.

News is often used more modal images, personal pronouns,

capitalization, emotional words, etc. to make it more attrac-

tive. Therefore, this paper detects the authenticity of news

in social networks by extracting features such as keywords,

symbols, and links.

Here, documents setD describing a series of news and con-

taining N documents is indicated as D = {d1, d2, . . . , dN}.

For example, the property of positive emotion word quantity

FC1 can be gained by function FC1, as follows, where doc-

ument d1 contains l1 words, positive sentiment dictionary is

denoted as PSD, wordj is the jth word in d1.

fC1 = lambda wordj,PSD :
1 if wordj in PSD else 0. (1)

fC1(d1) =
l1∑

0

fC1(wordj) (2)

FC1 = [fC1(d1), fC1(d2), . . . , fC1(dN )]
T (3)

Another example, the property of negative emotion word

quantity FC2 can be gained by function fC2, as follows, where

document d2 contains l2 words, negative sentiment dictionary

is denoted as NSD.

fC2 = lambda wordj,NSD :

1 if wordj in NSD else 0. (4)

fC2(d1) =
l1∑

0

fC2(wordj) (5)

FC2 = [fC2(d1), fC2(d2), . . . , fC2(dN )]
T (6)

Likewise, other detail properties can be obtained by other

functions, and the text content features can be indicated as

matrix A1, as the following:

A1 =




fC1(d1) fC2(d1) . . . fCm(d1)

fC1(d2) fC2(d2) . . . fCm(d2)

. . . . . . . . . . . .

fC1(dN ) fC2(dN ) . . . fCm(dN )




where m is the dimension of these features, fCi indicates the

function of extracting property, i = 1, . . . ,m.

2) PROPAGATION FEATURES

If content of news differs greatly from common sense, is more

controversial, and is more sensational than ordinary news,

it is more likely to cause users to forward it. Therefore,

we detect the credibility of propagating content by extracting

the number of retweet, comments, and likes. The propagation

features can be indicated as matrix A2, as the following:

A2 =




fP1(d1) fP2(d1) . . . fPn(d1)

fP1(d2) fP2(d2) . . . fPn(d2)

. . . . . . . . . . . .

fP1(dN ) fP2(dN ) . . . fPn(dN )




where n is the dimension of these features, fPj indicates the

function of extracting property, j = 1, . . . , n.
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3) IMAGE FEATURES

Modified images are often combined with news to make them

appear more authentic. Therefore, we detect the reliability of

news by extracting whether the images quoted in news are

tampered. The image features can be indicated as matrix A3,

as the following:

A3 =




fI1(d1) fI2(d1) . . . fIp(d1)

fI1(d2) fI2(d2) . . . fIp(d2)

. . . . . . . . . . . .

fI1(dN ) fI2(dN ) . . . fIp(dN )




where p is the dimension of these features, fIk indicates the

function of extracting property, k = 1, . . . , p.

4) USER FEATURES

Netizens whose account information is more detailed and

authoritative are more cautious when posting news. Users,

who are not authenticated and have a short account regis-

tration time, have fewer concerns and lower reliability when

publishing fake news [37]. Therefore, we detect the cred-

ibility of users through users’ information, influence, and

behavior. The user features can be indicated as matrix A4,

as the following:

A4 =




fU1(d1) fU2(d1) . . . fUq(d1)

fU1(d2) fU2(d2) . . . fUq(d2)

. . . . . . . . . . . .

fU1(dN ) fU2(dN ) . . . fUq(dN )




where q is the dimension of these features, fUv indicates the

function of extracting property, v = 1, . . . , q.

In summary, the details of these four features as seen

in Table 1.

When fusing these four kinds of features, this paper

uses the splicing method. Here, let text content features

XC = [fC1, fC2, . . . , fCm], propagation features XP =
[fP1, fP2, . . . , fPn], user features XU = [fU1, fU2, . . . , fUq],

image features XI = [fI1, fI2, . . . , fIp], then the vector X after

fusing the four kinds of features can be described as follows,

where d = m+ n+ p+ q.

X = concat[XC ;XP;XI ;XU ] = [F1,F2, . . . ,Fd ] (7)

B. THE MODEL BASED ON AUTOENCODER

As shown in Figure 2, after integrating various features of

news in social networks, this paper proposes the model based

on autoencoder to analyze the hidden information and the

internal relations, and then realizes unsupervised fake news

detection. This section is the introduction to the model.

TABLE 1. Details of extraction features of fake news detection.

FIGURE 2. Autoencoder-based method for unsupervised fake news
detection.

1) AUTOENCODER

Autoencoder is a data compression algorithm, and its Encoder

and Decoder are realized by neural network. The proposed

method (UFNDA) based on AE is an error reconstruction

anomaly detection method, and news with high reconstruc-

tion is regarded as fake news. Figure 3 is the autoencoder

structure of UFNDA.
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FIGURE 3. The autoencoder structure of UFNDA.

In this structure, the Dense layer is to transform the dimen-

sion of the feature space. For making each time step to obtain

the same input but different hidden states, the RepeatVector

layer is combined with the encoder of autoencoder. To reduce

the dimensionality of the feature space on each time step,

the TimeDistributed layer is combined with the decoder layer

of autoencoder.

a: ENCODER

The features vector X , as input data, is encoded into the latent

space Z by function f , and Z is as follows:

Z = f (X ) = σ (self − attention(Dense(RepeatVector(Bi
−GRU (X ))))) (8)

b: DECODER

Decode Z into X ′ through function g, and X ′ is as follows:

X ′ = g(Z ) = σ ′(TimeDistributed(Dense(Bi− GRU (Z ))))

(9)

Therefore, g(f (X )) = X ′ can describe the entire AE,

which makes the X ′ as close to the X as possible and trains

our method by minimizing the reconstruction error between

the X and the X ′. The Root Mean Square Error (RMSE) is

used to measure the error, as the following equation, where

N represents the number of news data.

L(X ,X ′) = ||X ′−X || =

√√√√ 1

N

n∑

i=1
(X ′ − X )2 (10)

2) BI-GRU

Gated Recurrent Unit (GRU) [38] is a variant of recurrent

neural network (RNN), which can overcome the gradient

disappearance and explosion problems in RNN, and solve

long-term and short-term dependence. To obtain the hidden

information between the features, we combine Bi-GRU layer

that can capture the two-way relationship with autoencoder,

as seen in Figure 2. Each Bi-GRU layer includes a forward−−→
GRU and a backward

←−−
GRU , and each GRU includes an input

layer and a self-connected hidden layer, as seen in Figure 4.

The forward
−−→
GRU takes the features vector

−→
X as input,

as seen in Figure 5. At t time, the feature vector xt is sent to

FIGURE 4. The Bi-GRU structure.

FIGURE 5. The forward GRU structure.

the input layer of
−−→
GRU , combines with the forward hidden

state
−−→
ht−1, and then perform a series of linear operations and

activation operations. Each GRU has an update gate Zt and a

reset gate rt . The current state and the amount of historical

information retained in the gate are controlled by Zt , and

rt determines the strength of ignoring irrelevant information

sequences to ensure that important information sequences are

delivered to the moment. The process of
−−→
GRU is as follows:

Zt = σ (WZ [
−−→
ht−1, xt ]) (11)

rt = σ (Wr [
−−→
ht−1, xt ) (12)

h̃t = tanh(W [rt
−−→
ht−1, xt ]) (13)

−→
ht = (1− Zt )

−−→
ht−1 + Zt h̃t (14)

where Wz and Wr are weight matrices, σ represents the

sigmoid activation function.

The backward
←−−
GRU takes the features vector

←−
X as input.

At t time, execute a series of calculations which is similar

to the forward
−−→
GRU , and obtain the backward

←−
ht which

combines with the forward
−→
ht to form a hidden state with

bidirectional information, where d is the dimension of X ,

thenht = [
−→
ht ,
←−
ht ]. The hidden layer of Bi-GRU is as

follows:

h = [h1, h2, . . . , ht ] = [[
−→
h1 ,
←−
h1 ], [
−→
h2 ,
←−
h2 ], .., [

−→
ht ,
←−
ht ]]

(15)

To better enhance features, reduce errors, and speed up

convergence, RELU is used as the activation function, then
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yt = ReLU(ht ) = Bi-GRU(Xt ), and the final output of the

Bi-GRU layer y = [y1, y2, . . . , yt ].

3) SELF-ATTENTION

Self-attention is a new breakthrough in attention technology,

which connects different positions of a single sequence to

calculate an attention mechanism [39].

To obtain the internal connection between each feature,

we combine the self-attention layer with autoencoder, as seen

in Figure 2. Self-attention is a special case of the general

attention. It is constructed by Query (Q), Key (K ), and

Value (V ), and to extract the internal information by itself.

Query can be regarded as a giver, Key can be regarded as

a receiver, and Value can be regarded as an information

extractor, where Q = K = V . Each unit in one sequence

and all units in sequences perform attention operations.

Figure 6 is the calculation process of the self-attention

layer. The input of this layer comes from the output of the

Bi-GRU layer y = y1, y2, . . . , yt . In this calculation, K =
W kyi,Q = W qyi,V = W vyi, the relationships of yi are

first constructed by the Q and the K , then all the internal

relationships of yi are summarized by the V , finally output

Z is obtained, where αi,j = qi · kj/
√
e, e is the dimension

of q and k , ãi,j = Softmax(αi,j), Zi =
∑

α̃i,j · νj, Zt =
Self − Attention(yt ).

FIGURE 6. Calculation process of the self-attention.

C. FAKE NEWS DETECTION METHOD

Algorithm 1 is the fake news detection algorithm

in UFNDA, which fuses the extracted features, then analyzes

the hidden information and internal relations between the fea-

tures. It is based on the autoencoder of self-attention method,

and obtains the residual value of the news to be detected. It is

a piece of fake news if its residual value is larger than the

threshold, otherwise, it is a piece of real news.

IV. EXPERIMENTS AND ANALYSIS

For conducting the experiments and evaluating the effective-

ness of the proposed method UFNDA, this paper makes use

of a Twitter dataset and a Weibo dataset.

A. DATASETS

The Twitter dataset published by Verifying Multimedia Use

at MediaEval 2016 [40]. This dataset comes from 17 events

Algorithm 1 Fake News Detection Algorithm in UFNDA

INPUT: The number of fake news Nerror
OUTPUT: reconstruction error ‖ x ′ − x ‖
1 Datasets← get news text content from social networks

APIs

2 Datasets ← get news propagation info from social

networks APIs

3 Datasets ← get news image info from online

fact-checking resources

4 Datasets← get user info from social networks APIs

5 XC ← extract features using Datasets

6 XP,XI ,XU ← extract features using Datasets

7 X← fuse features using XC ,XP,XI ,XU
8 X_train← get real dataset using X

9 x(i) i = 1, 2, 3, . . . , n← get test dataset using X

10 φ, θ ← train the method using X_train

11 for i = 1 to n do

12 reconstruction error(i) = ‖ gθ (fφ(x
(i)))− x(i) ‖

13 end for

14 re_sorted = sort(reconstruction error, reverse = True)

15 α← get threshold from re_sorted where index=Nerror
− 1

16 for i = 1 to n do

17 if reconstruction error(i) > α then

18 x(i) is a piece of fake news

19 else

20 x(i) is a piece of real news

21 end if

22 end for

and contains 17,857 data from 15,821 users, which includes

7,244 real data and 10613 fake data.

The Weibo dataset gains from Sina Weibo - a Chinese

biggest social network platform. This platform provides an

online fact-checking function to censor any suspect con-

tent violated social network behaviors and rules. A review

committee will examine and verify the reliability of these

suspect content without pay. This paper collects data set

containing 5376 real news and 562 fake news from this

platform.

Detecting fake news as anomalies requires an unbalanced

dataset. The statistics of the two datasets shown as Table 2.

TABLE 2. The detail information of the two datasets.

B. EVALUATION METRICS

AUC, Macro-F1, Micro-F1, and Precision are used to eval-

uate the performance of UFNDA, and their concepts are

described as follows.
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1) AUC

AUC is the area under the ROC curve. ROC (Receiver Oper-

ating Characteristics) curve is a probability curve that shows

the effect of the classification model under all classifica-

tion thresholds. The true rate (TPR) and the false positive

rate (FPR) can be used to described as ROC which defined

as follows:

TPR =
TP

TP+ FN
(16)

FPR =
FP

FP+ TN
(17)

The value range of AUC is 0 1. The closer the AUC is

to 1, the better the performance of the method in detecting

fake news; the closer to 0, the worse the performance of the

method.

2) MACRO-F1

Macro-F1 is to first calculate the metric values of each cat-

egory, and then find the arithmetic average of all categories.

It is defined as follows:

Macro_F1 =
2 ·Macro_Precision ·Macro_Recall
Macro_Precision+Macro_Recall

(18)

3) MICRO-F1

Micro-F1 is to calculate each instance in dataset and ignore

categories, build a global confusionmatrix, and then calculate

the related indexes. It is defined as follows:

Micro_F1 =
2 ·Micro_Precision ·Micro_Recall
Micro_Precision+Micro_Recall

(19)

4) PRECISION

Precision is calculated as the ratio of the number of samples

properly classified as positive to the sum of samples classified

as positive. It is defined as follows:

Precision =
TP

TP+ FP
(20)

C. RESULTS ANALYSIS

The experiments include two parts:

1) Verify the effectiveness of the proposed method

UFNDA.Compare the performance ofUFNDA to other exist-

ing methods, including fake news detection and early fake

news detection.

2) Evaluate the effectiveness of features fusion. Compare

the performance of UFNDA to the performance of UFNDA

based on other feature combinations.

1) UFNDA VALIDATION

Isolation Forest (ISF) [41], One-Class SVM (OCSVM) [42],

autoencoder (AE), and Variational autoencoder (VAE) [43]

are selected for the comparative experiments to evaluate the

performance of the different unsupervised learning classi-

fiers to fake news detection. Table 3, Figure 7, Table 4, and

Figure 8 are the comparison of experimental results.

TABLE 3. The comparison of experimental results on Twitter.

FIGURE 7. The comparison of experimental results on Twitter.

TABLE 4. The comparison of experimental results on Weibo.

It can be seen from Table 3 and Figure 7 that the pro-

posed method UFNDA performs best in these three evalu-

ation metrics. When only looking at the AUC, AE performs

better than OCSVM, ISF, and VAE. The UFNDA is improved

based on AE. Experimental results show that AUC of the

improved model (UFNDA) is 5.21% higher than the original

model (AE). This is because the Bi-GRU and self-attention

layers are added to the proposed method UFNDA, which

is more capable of capturing and organizing hidden infor-

mation than the AE with only the fully connected layers.

On Macro-F1 and Micro-F1, AE performance is not as good

as ISF performance, but the improved method UFNDA per-

forms better than other four methods. Because OCSVM and

ISF detect singularities based on spatial distance, while VAE

and AE are based on neural networks, but the improved

method UFNDA can obtain more hidden information and

improve the model’s efficiency. These conclusions can be

seen from Table 4 and Figure 8.

The value of AUC exceeds 0.5 indicates these methods

are all effective but UFNDA has better ability of classifica-

tion. Macro-F1 treats each category equally and takes the

average of all categories. However, Micro-F1 accords the

contributions of different categories to calculate the average.

What’s more, this paper uses unbalanced dataset. Therefore,

the value of Micro-F1 is larger and more reliable than that

of Macro-F1.
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FIGURE 8. The comparison of experimental results on Weibo.

This paper designed an experiment to obtain the precision

of the real news and the fake news, which also proves the

effectiveness of the proposed method UFNDA to a certain

extent, as shown in Table 5.

TABLE 5. The results of fake news detection in precision on the two
datasets.

In addition, the experiment on early fake news detection is

also conducted, and the results as seen in Table 6, Figure 9,

Table 7, and Figure 10.

FIGURE 9. The comparison of experimental results of early fake news
detection on Twitter.

From Table 6, Figure 9, Table 7, and Figure 10, we can see

that UFNDA also has a better performance than other four

methods on the two datasets, which indicates that the pro-

posed method is also effective for early fake news detection.

2) FEATURES FUSION VALIDATION

The experiments of the proposed method UFNDA based

on the feature combinations, including text content features

(C), propagation features (P), image features (I) and user

TABLE 6. The comparison of experimental results of early fake news
detection on Twitter.

TABLE 7. The comparison of experimental results for early fake news
detection on Weibo.

FIGURE 10. The comparison of experimental results for early fake news
detection on Weibo.

TABLE 8. The experimental results of UFNDA based on feature
combinations on Twitter.

features (U), are also designed. The experimental results as

seen in Table 8, Figure 11, Table 9, and Figure 12.

We can observe from Table 8 and Figure 11 that text

content features of news and image features of news, on Twit-

ter dataset, are important, particularly image features. The

UFNDA performs not the best which indicates that a simple

splicing fusion does not suite for the data from the social

platform of Twitter.
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FIGURE 11. The experimental results of UFNDA based on feature
combinations on Twitter.

TABLE 9. The experimental results of UFNDA based on feature
combinations on Weibo.

FIGURE 12. The experimental results of UFNDA based on feature
combinations on Weibo.

Table 9 and Figure 12 display that propagation features

of news, the features of user who publish news, and image

features of news, onWeibo dataset, are important, particularly

propagation features. The UFNDA based on these three kinds

of features have better results than UFNDA based on a single

feature, which indicates these three are more suitable for

splicing fusion on the data from the social platform ofWeibo.

In summary, the UFNDA based on these features perform

better than the UFNDA based on one of these features, but

that’s not always the case. This conclusion also illuminates

that simple splicing fusion may not coordinate data from

different social platforms with different features.

V. CONCLUSION

This paper proposes a method based on autoencoder to

solve the problem of unsupervised fake news detection. First,

extract and fuse Twitter’s text content features, propagation

features, image features, and user features in social networks,

then use fake news as anomalous data and analyze it with

the proposed method UFNDA, and finally classify the test

data by reconstructing errors. Experimental results show that

UFNDA is superior to several methods in unsupervised fake

news detection.

Although UFNDA performs well, there are still some

improvements. In social networks, there are many features,

such as comments, dissemination of news, and videos, are

important for fake news detection. In addition, current news

are not completely fake or completely true, and more detailed

classification needs to be considered. These are the next

research plans of our work.
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