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Abstract—Unsupervised domain adaptation (UDA) aims to recognize newly emerged patterns in target domains, which may be unlabeled, by leveraging knowledge from patterns learnt from source domains. However, existing UDA models and algorithms still suffer from heterogeneous domains, known as the heterogeneous unsupervised domain adaptation (HeUDA) issue. To address this issue, this paper presents a novel HeUDA model via \(n\)-dimensional fuzzy geometry and fuzzy equivalence relations, called F-HeUDA. The \(n\)-dimensional fuzzy geometry is used to propose a metric to measure the similarity between features on one domain. Then, based on this metric, shared fuzzy equivalence relations (SFER) is proposed. The SFER can allow two domains to use the same \(\alpha\) to get the same number of clustering categories. Through these clustering categories, knowledge from the heterogeneous source domain can be transferred to the unlabeled target domain. Different to existing HeUDA models, the proposed F-HeUDA model does not need that two domains must have the same number of instances. As a result, the proposed model has a better ability to handle the issue of small datasets. Experiments distributed across four real datasets were conducted to validate the proposed model. This testing regime demonstrates that the proposed model outperforms the state-of-the-art models, especially when the target domain has very few instances.

Index Terms—Transfer learning, domain adaptation, fuzzy relations, machine learning

I. INTRODUCTION

W hat makes the human learning process advanced is our ability to transfer knowledge from experienced situations to a newly emerged one. This is the ability which is needed by an artificial intelligent model in order to, for example: 1) predict the demand for a new product using the knowledge of existing products; 2) diagnose a newly discovered cancer using knowledge of existing cancers; and 3) to assess the credit of a foreigner using existing national assessment systems. Artificial intelligence researchers first developed models which were trained by a training set and were then applied to predict the labels of instances of the testing set. This type of model, called the traditional machine learning model, has the ability to transfer knowledge from the training set to the testing set when these two sets have the same features. However, traditional machine learning models have unsatisfactory results when there is divergence between two sets (such as the divergence of the distributions of two sets). So, transfer learning models have been proposed to address this problem by minimizing the divergence between two sets [1], [2] and the training set and the testing set were extended to more general concepts: source domains and target domains [3]–[5].

Subsequently, researchers began to consider how to leverage the knowledge obtained from a source domain to help predict the labels in a target domain where the two domains have different feature spaces. Until now, transfer learning models have attracted a large amount attention and made fast progress in both theory and practice. Examples include using classified French documents to help classify English documents [6]; building recognition models capable of recognising novel visual categories without labelled training samples [7]; detecting a user’s current location based on previously collected WiFi data [3] and leveraging the large number of labeled simple actions to recognize complex human actions [8]. As the main type of transfer learning models, domain adaptation models have demonstrated great success in recent years [9], [10]. Domain adaptation models aim to transfer knowledge between two domains which perform similar tasks, such as classifying news documents [6], recognizing similar objects [4] and predicting the value of owner-occupied homes [11]. There are two major categories of domain adaptation models: homogeneous and heterogeneous.

Homogeneous domain adaptation models were proposed to minimize the divergence between distributions of feature spaces of two domains. At first, researchers focused on the issue that two domains have the same feature space but different distributions. Then, researchers realized that homogeneous domain adaptation models can address more general issues such as when two domains have different features (the number of features of two domains is the same). When there are labeled instances in the target domain, the representative models include adaptive support vector machines [12], projective model transfer SVM [13], Bayesian co-training [14] and max-
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margin domain transforms [15]. These models need labeled instances in the target domain and are called homogeneous (semi) supervised domain adaptation models. When there is no labeled instance in the target domain, domain adaptation models are called homogeneous unsupervised domain adaptation (HoUDA) models. The representative HoUDA models include transfer component analysis [3], geodesic flow kernel (GFK) [4], [16], information-theoretical learning [17] and transfer deep network [18]. Most HoUDA models aim to minimize the divergence between distributions of two feature spaces. Frequently used mathematical tools are reproducing kernel Hilbert space [3], [9], [19], Grassmann manifold [4], [20] and graph matching [10]. Compared to homogeneous domain adaptation models, heterogeneous domain adaptation models have more general application scenarios because they can transfer knowledge from heterogeneous domains to the target domain. When the target domain has labeled instances, representative heterogeneous domain adaptation models include heterogeneous feature augmentation [21], asymmetric regularized cross-domain transformation [22], heterogeneous spectral mapping [23], manifold alignment-based models [24], semi-supervised kernel matching for domain adaptation [6], and the DASH-N model [25]. These models can also be regarded as heterogeneous (semi) supervised domain adaptation models. In a situation where there is no labeled instance in the target domain (the most challenging task in the field of domain adaptation), there are rare models which exist because current models have two bottlenecks: 1) measuring the distance between two heterogeneous feature spaces and 2) theoretically avoiding negative transfer. Although kernel canonical correlation analysis (KCCA) [26] was proposed as a heterogeneous unsupervised domain adaptation (HeUDA) model, it needs two domains which have paired instances.

To propose an effective HeUDA model, we successfully designed Grassmann linear monotonic maps geodesic flow kernel (GLG) in our previous work [27], which solves the two aforementioned bottlenecks and has satisfactory classification results on three real applications. However, no matter which HeUDA model (KCCA or GLG) is used, it does not work well when the target domain is a small dataset due to the limitations of CCA and the Grassmann manifold (both of which need two domains with the same number of instances). This will limit the amount of knowledge from the source domain which is transferred to the target domain. For example, if we have a source domain containing 10,000 instances, we need to label instances of the target domain which only have 50 instances. If we use the KCCA or GLG model, we can only select 50 instances in the source domain and transfer the knowledge from these 50 selected instances to the target domain. This means we waste 99.5% of the information of the source domain, which is not acceptable. Thus, to address this problem, this paper applies the n-dimensional fuzzy geometry and the fuzzy equivalence relations to transfer all of the knowledge from a heterogeneous domain to the target domain, where two domains have a different number of instances.

Fuzzy technology plays an important role in the field of artificial intelligence because it can deal with the uncertainty of the dataset and give a reasonable explanation of the dataset itself. In the field of domain adaptation, fuzzy rules and Takagi–Sugeno models are also frequently used to transfer knowledge across domains [5], [11], [28]–[30] because they can extract general fuzzy representations of two domains and illustrate how knowledge is transferred across domains. Deng et al. proposed a series of novel models to effectively transfer knowledge across domains using Mamdani-Larsen-type fuzzy system, Takagi-Sugeno-Kang-type fuzzy system, including knowledge-leverage-based Mamdani-Larsen-type fuzzy system (KL-ML-FS) [31], knowledge-leverage-based Takagi-Sugeno-Kang-type fuzzy system (KL-TSK-FS) [32] and enhanced KL-TSK-FS (EKL-TSK-FS) [33]. They also proposed a novel clustering model, transfer prototype - based fuzzy clustering (TPFC) [34] and a novel regression model, transfer generalized hidden-mapping ridge regression (TGHRR) [35]. Sun et al. proposed a granular transfer learning with type-2 fuzzy hidden Markov model (GT2HMM) [36] and introduced the granular computing into the processing of contextual uncertainty for transfer learning. These fuzzy transfer models demonstrate that fuzzy technologies make knowledge transfer more effectively. Based on these advantages of fuzzy technology, we first propose a new metric $D$ on an $n$-dimensional fuzzy space $F(\mathbb{R}^n)$ where each feature of a domain is regarded as a fuzzy vector. This new metric contains fuzzy degrees of fuzzy vectors and it is proved that $(\mathcal{D}, F(\mathbb{R}^n))$ is a metric space. Then, we use this metric to measure the similarity of two fuzzy vectors and build the fuzzy equivalence relations matrix of each domain. In a traditional fuzzy equivalence relations matrix, we can use an $\alpha$ to cluster these fuzzy vectors (representing features) into several categories and these categories are regarded as more general fuzzy representations. Motivated by this, we propose the shared fuzzy equivalence relations (SFER), which allows two fuzzy equivalence matrixes of two domains to share the same $\alpha$. Compared to the traditional fuzzy equivalence relations, the SFER can guarantee that fuzzy equivalence relations matrixes of two domains can have the same number of clustering categories with the same $\alpha$ (traditional fuzzy equivalence relations cannot guarantee this). Eventually, with the help of the SFER, we can transfer knowledge from the source domain to the target domain via these clustering categories.

The main contributions of this paper can be summarized as follows.

1) This paper proposes a novel F-HeUDA model, adopting $n$-dimensional fuzzy geometry and fuzzy equivalence relations to address heterogeneous domain adaptation issues. Both fuzzy technologies successfully overcome the drawbacks of CCA and the Grassmann manifold (two domains must have the same number of instances). As a result, the proposed model can transfer more knowledge from a source domain to a target domain than KCCA and GLG models when there are very few instances in the target domain.

2) Two important properties of fuzzy equivalence relations are discovered and proved in this paper, which are the theoretical guarantees of the SFER model and key parts of the proposed model. Based on both properties, it can be guaranteed that fuzzy equivalence relations matrixes of two domains can
have the same number of clustering categories with the same and proper $\alpha$.

3) This is the first time that $n$-dimensional fuzzy geometry and fuzzy equivalence relations have been applied to address the issue of domain adaptation and the proposed model performs well in real applications.

4) The F-HeUDA model provides an “$\alpha$-cut” decision making pattern for decision makers. In the proposed model, we propose a default method by which to automatically select $\alpha$ for different tasks which works well in four real applications. Furthermore, decision makers can still easily select the value of $\alpha$ based on their own experience and requirements. This extends the application scenario of the proposed model.

The remainder of this paper is organized as follows. Section II briefly introduces the $n$-dimensional fuzzy geometry and the fuzzy equivalence relations. Section III proposes a way to extend the application scenario of the proposed model. Finally, Section VI concludes the paper and outlines future studies.

II. PRELIMINARY

This section introduces the two basic concepts used in this paper, which are $n$-dimensional fuzzy geometry ($n$-D FG) and fuzzy equivalence relations.

A. N-dimensional fuzzy geometry

The geometry properties of fuzzy sets have been extensively researched in various aspects such as fuzzy point, fuzzy line and fuzzy circle [37]–[41]. The $n$-D FG theory is developed to provide an effective way to analyze and compute fuzzy information in a geometry form [42]. In this subsection, several definitions are introduced to explain the $n$-D fuzzy vector, the core element in an $n$-D FG. Without loss of generality, this paper uses capital or small letters with a bar to represent the fuzzy points or fuzzy subsets of $\mathbb{R}^n$. The membership function of a fuzzy set $\tilde{A}$ is denoted by $\mu(\bar{x}|\tilde{A})$, $\bar{x} \in \mathbb{R}^n$, with $\mu(\bar{x}|\tilde{A}) \in [0,1]$. First, the fuzzy number is defined as follows.

Definition 1 [43]: A fuzzy set $\tilde{S}$ of $\mathbb{R}$ is called a fuzzy real number (fuzzy number in the rest of this paper) if its membership function $\mu$ satisfies the following properties:

1. $\mu(x|\tilde{S}) = 1$ is upper semi-continuous in $x$.
2. $\mu(x|\tilde{S}) = 1$ for $x$ outside some interval $[c,d]$.
3. For some real numbers with $c \leq a \leq b \leq d$, $\mu(x|\tilde{S})$ is monotonically increasing in $[c,a]$, monotonically decreasing in $[b,d]$, and $\mu(x|\tilde{S}) = 1$ for $x \in [a,b]$.

Then, we can give the definition of the fuzzy vector at an $n$-D vector as follows.

Definition 2 [43]: A fuzzy set $\tilde{A}(a_1,a_2,...,a_n)$ of $\mathbb{R}^n$ is called a fuzzy vector at $\tilde{A} = (a_1,a_2,...,a_n) \in \mathbb{R}^n$ if its membership function $\mu$ satisfies the following properties.

1. $\mu((x_1,x_2,...,x_n)|\tilde{A}(a_1,a_2,...,a_n)) = 1$ if and only if $(x_1,x_2,...,x_n) = (a_1,a_2,...,a_n)$,
2. $\mu((x_1,x_2,...,x_n)|\tilde{A}(a_1,a_2,...,a_n))$ is a convex compact subset of $\mathbb{R}^n$ for all $\alpha$ in $[0,1]$. The fuzzy vector is the basic element for researching properties of the $n$-D FG space and the set of all $n$-D fuzzy vectors is denoted by $F(\mathbb{R}^n)$. The third property of $n$-D fuzzy vectors implies that $F(\mathbb{R}^n)$ can be connected with $\mathbb{R}^n$ using the membership $\alpha$.

This paper uses the triangular membership function to construct the membership function of each $n$-D fuzzy vector in $F(\mathbb{R}^n)$. The detailed form is introduced in section III.

B. Fuzzy equivalence relations

Fuzzy equivalence relations are first mentioned in [44] (Zadeh referred to fuzzy equivalence relations as similarity relations in [44]) and were studied as a way to measure the similarity among fuzzy sets. Based on the fuzzy equivalence relations, fuzzy equivalence classes can be obtained, which provides a powerful way to analyze the fuzzy partitions. Then, to construct the fuzzy equivalence relations for general fuzzy sets, the max–min operator is proposed to construct max–min transitive closure which is a fuzzy equivalence relations [45]. This section briefly reviews how to generate a fuzzy equivalence relations for fuzzy sets and how to use the fuzzy equivalence relations to partition fuzzy sets.

First, the definition of a fuzzy relation is given as follows.

Definition 3: Given $N$ fuzzy sets, $\tilde{A}_1, \tilde{A}_2, ..., \tilde{A}_N$, an operator $R: (\tilde{A}_i, \tilde{A}_j) \rightarrow [0,1]$ is a fuzzy relation on $\tilde{A}_1, \tilde{A}_2, ..., \tilde{A}_N$ if the following properties are satisfied.

1) $R(\tilde{A}_i, \tilde{A}_j) = 1 \forall \tilde{A}_i$ (reflexivity),
2) $R(\tilde{A}_i, \tilde{A}_j) = R(\tilde{A}_j, \tilde{A}_i)$, $\forall \tilde{A}_i, \tilde{A}_j$ (symmetry).

It is obvious that the fuzzy relation $R$ on $\tilde{A}_1, \tilde{A}_2, ..., \tilde{A}_N$ can be expressed by a $N$-by-$N$ matrix $R^M = (r_{ij})$, $r_{ij} = R(\tilde{A}_i, \tilde{A}_j)$. Then the max–min operator is defined as follows for two fuzzy relations matrices $R^M_A$ and $R^M_B$.

$$R^M_A \circ R^M_B = \bigvee_{k=1}^{N} (r_{ik}^{(a)} \land r_{kj}^{(b)}),$$ (1)

where $r_{ik}^{(a)}$ is the element of $R^M_A$ and $r_{kj}^{(b)}$ is the element of $R^M_B$ , “$\land$” represents the minimize, “$\vee$” represents the maximize. It is clear that $R^M_A \circ R^M_B$ is also a fuzzy relations matrix and $r_{ij}^{(a)} \leq (R^M_A \circ R^M_B)_{ij}$. Next, the fuzzy equivalence relation is defined as follows.

Definition 4: Given $N$ fuzzy sets, $\tilde{A}_1, \tilde{A}_2, ..., \tilde{A}_N$, an operator $R: (\tilde{A}_i, \tilde{A}_j) \rightarrow [0,1]$ is a fuzzy equivalence relation on $\tilde{A}_1, \tilde{A}_2, ..., \tilde{A}_N$ if the following properties are satisfied.

1) $R(\tilde{A}_i, \tilde{A}_j) = 1 \forall \tilde{A}_i$ (reflexivity),
2) $R(\tilde{A}_i, \tilde{A}_j) = R(\tilde{A}_j, \tilde{A}_i)$, $\forall \tilde{A}_i, \tilde{A}_j$ (symmetry),
3) $R^{(a)} = R^{(1)} \circ R^{(1)}$ (transitivity).

where $R^M$ is the fuzzy relation matrix on $R$ and $\circ$ is the max–min operator mentioned above.
Compared to fuzzy equivalence relations, fuzzy relations are much easier to obtain because fuzzy relations do not require transitivity. This leads researchers to find a way to construct the fuzzy equivalence relations based on the fuzzy relations and the max-min operator. The following theorem is provided to show that the max–min transitive closure $R_T$ of a fuzzy relation $R$ is a fuzzy equivalence relation.

**Theorem 1**: Given a fuzzy relation $R$ on $\bar{A_1}, \bar{A_2}, \ldots, \bar{A_N}$, there must be a finite $m \in \mathbb{Z}$ and an operator $R_T$ satisfies the following conditions.

1) $R_T^M = R_T^M \circ R_T^M \circ \ldots \circ R_T^M$,  
2) $R_T^M = R_T^M \circ R_T^M$  
where $R_T^M$ is the fuzzy relations matrix of $R$ and $R_T^M$ is the fuzzy relations matrix of $R_T$. The operator $R_T$ is called the max-min transitive closure of $R$.

**Proof**: Based on Theorem 5.1 and Theorem 5.2 in [46], $R_T$ satisfies the following equations.

$$R_T^M = \bigvee_{k=1}^{\infty} R_T^M(k).$$

Thus, $m = N - 1$ (condition 1 is satisfied) and we have

$$R_T^M \circ R_T^M = \bigvee_{k=1}^{\infty} R_T^M(k) \circ \bigvee_{l=1}^{\infty} R_T^M(l)$$

$$= \bigvee_{k=1}^{\infty} \bigvee_{l=1}^{\infty} R_T^M(k) \circ R_T^M(l)$$

$$= \bigvee_{k=1}^{\infty} \bigvee_{l=1}^{\infty} \bigvee_{m=1}^{\infty} R_T^M(k+l) = R_T^M$$

thus, condition 2 is satisfied. □

Theorem 1 provides a way to construct fuzzy equivalence relations through fuzzy relations. With the constructed fuzzy equivalence relations, we can use $\alpha$-cut of $R_T^M$ to cluster $\bar{A_1}, \bar{A_2}, \ldots, \bar{A_N}$. Specifically, the matrix of $\alpha$-cut of $R_T^M$ can be expressed by the following term.

$$(R_T^M(\alpha))_{ij} = \begin{cases} 1, & \text{if } (R_T^M)_{ij} \geq \alpha \\ 0, & \text{if } (R_T^M)_{ij} < \alpha \end{cases} \quad (2)$$

$R_T^M(\alpha)$ is a binary fuzzy equivalence relation matrix. Fuzzy sets that have the same corresponding rows of $R_T^M(\alpha)$ can be regarded as the same cluster. The selection of $\alpha$ is a decision-making process, and users can choose $\alpha$ based on their own requirements.

Traditional fuzzy equivalence relations are only for one type of fuzzy set, such as the set $\bar{S}_1 = \{\bar{A_1}, \bar{A_2}, \ldots, \bar{A_N}\}, \bar{A_i} \in F(\mathbb{R}^n)$. However, for the HeUDA problem, there is always another set $\bar{S}_2 = \{\bar{B_1}, \bar{B_2}, \ldots, \bar{B_N}\}, \bar{B_i} \in F(\mathbb{R}^n)$ and $n_1 \neq n_2, N_1 \neq N_2$. In general, $R_T^M$ of $\bar{S}_1$ and $\bar{S}_2$ are different and cannot get the same number of clusters through sharing the same $\alpha$, which is the main obstacle when dealing with the HeUDA problem using fuzzy relations. In order to let $R_T^M$ of $\bar{S}_1$ and $\bar{S}_2$ share the same $\alpha$, this paper designs a new shared fuzzy equivalence relation (SFER) which is based on two sets. Some new properties of traditional fuzzy equivalence are first discussed in Section IV, then, SFER is detailed based on these new properties.

**III. SIMILARITY OF N-DIMENSIONAL FUZZY VECTORS**

In this section, we propose a new similarity between two fuzzy vectors in the $n$-D FG. The first subsection describes a new metric on $n$-D FG and proves its correctness. The second subsection proposes the new similarity based on the new metric defined in subsection A.

**A. Metric on n-D FG**

To measure the distance between two fuzzy vectors in the $n$-D FG, researchers defined several metrics, comprising two main types: fuzzy metrics [40], [47] and de-fuzzy metrics [42]. Although the literature [42] proposed a de-fuzzy metric based on the fuzzy metric defined in [40], this de-fuzzy metric cannot satisfy the second condition of a metric space. In this section, a proper de-fuzzy metric $D$ is proposed and we prove that $(F(\mathbb{R}^n), D)$ is a metric space. First, the detailed expression of a fuzzy vector $\bar{A}_i(a_{i1}, a_{i2}, \ldots, a_{in}) \in F(\mathbb{R}^n)$ (with the triangular membership function) is given as follows: for each $a_{ij} \in F(\mathbb{R})$, its membership function is,

$$\mu_{ij}(x|\bar{A}_i) = \begin{cases} 0, & \forall x < a_{ij} - \rho_i \\ 1 - \frac{|x - a_{ij}|}{\rho_i}, & \forall x \in [a_{ij} - \rho_i, a_{ij}] \\ 0, & \forall x > a_{ij} + \rho_i \end{cases} \quad (3)$$

Based on the $\mu_{ij}(x|\bar{A}_i), \mu_{ij}(x|\bar{B}_i)$ is expressed by the following term ($x = (x_1, x_2, \ldots, x_n)$).

$$\mu_i(x|\bar{A}_i) = \frac{1 - \|x - a_{ija}\|_2}{n\rho_i} \quad (4)$$

Then, we define a new metric to measure the distance between two fuzzy vectors.

**Definition 5**: Given two fuzzy vectors $\bar{A}_i \in F(\mathbb{R}^n)$ and $\bar{A}_j \in F(\mathbb{R}^n)$, the new metric between $\bar{A}_i$ and $\bar{A}_j$ is defined by the map $D: F(\mathbb{R}^n) \times F(\mathbb{R}^n) \rightarrow [0, +\infty)$:

$$D(\bar{A}_i, \bar{A}_j) = \frac{1}{n} \int_0^{1/n} \text{sup}(\text{sup}(D_{\bar{A}_i}(u, v); D_{\bar{A}_i}(u, v) \in \Omega(\lambda)))\,d\lambda, \quad \Omega(\lambda) = \{d(u, \bar{A}_j(\lambda))\} \cup \{d(v, \bar{A}_i(\lambda))\},$$

where $u, v \in [\lambda_\bar{A}_1, \lambda_\bar{A}_n]$.
where \( u \in \overline{A}_i(\lambda), v \in \overline{A}_j(\lambda) \) and the first part of \( \Omega(\lambda) \) collects \( L_1 \) distances between each \( u \) and \( \overline{A}_j(\lambda) \) \( (d(u, \overline{A}_j(\lambda)) = \min\{d(u, v), v \in \overline{A}_j(\lambda)\} \) means the minimum \( L_1 \) distances between \( u \) and all elements in \( \overline{A}_j(\lambda) \), and the second part of \( \Omega(\lambda) \) collects \( L_1 \) distances between \( v \) and \( \overline{A}_i(\lambda) \) \( (d(v, \overline{A}_i(\lambda)) = \min \{d(v, u), u \in \overline{A}_i(\lambda)\} \) means the minimum \( L_1 \) distances between \( v \) and all elements in \( \overline{A}_i(\lambda) \), and \( d(u, v) \) represents the \( L_1 \) distance (\( \ell_1 \)-norm) between two \( n \)-dimension vector \( u \) and \( v \).

**Remark 1:** To measure the distance between two fuzzy vectors is a key to define the fuzzy relation between them. Thus, we first propose a new measurement represented in Definition 5. \( \mathcal{D}(\overline{A}_i, \overline{A}_j) \) is the longest distance among 1) distances between \( v \) and \( \overline{A}_i \) and 2) distances between \( u \) and \( \overline{A}_j \).

Figure 1 shows the meaning of \( \mathcal{D}(\overline{A}_i, \overline{A}_j) \) and indicates that the following equation exists.

\[
\mathcal{D}(\overline{A}_i, \overline{A}_j) = \frac{1}{n} \int_0^1 d(A_i, A_j) \\
+ \frac{1}{2} \int_0^1 \left| d(u, \overline{A}_j) - d(v, \overline{A}_i) \right| d\lambda. \tag{5}
\]

Based on \( \mu_i(x|\overline{A}_i) \), we derive the following equations:

\[
\mathcal{D}(\overline{A}_i, \overline{A}_j) = \frac{1}{n} \sum_{i=1}^n d(A_i, A_j) + \frac{1}{2} \int_0^1 (1 - \lambda) \sum_{i=1}^n |\rho_i - (1 - \lambda) \rho| d\lambda \\
= \frac{1}{n} \sum_{i=1}^n d(A_i, A_j) + \frac{1}{2} \sum_{i=1}^n |\rho_i - \rho| \\
= \frac{1}{n} \sum_{i=1}^n d(A_i, A_j) + \frac{1}{4} \sum_{i=1}^n |\rho_i - \rho|. \tag{6}
\]

**Theorem 2:** \( (F(\mathbb{R}^n), \mathcal{D}) \) is a metric space.

**Proof:** To prove this theorem, we need to prove \( \mathcal{D} \) can satisfy the following conditions for \( \forall \overline{A}_i, \overline{A}_j, \overline{A}_k \in F(\mathbb{R}^n) \):

1) \( \mathcal{D}(\overline{A}_i, \overline{A}_j) \geq 0 \);
2) \( \mathcal{D}(\overline{A}_i, \overline{A}_j) = 0 \) if and only if \( \overline{A}_i = \overline{A}_j \);
3) \( \mathcal{D}(\overline{A}_i, \overline{A}_j) = \mathcal{D}(\overline{A}_j, \overline{A}_i) \);
4) \( \mathcal{D}(\overline{A}_i, \overline{A}_j) \leq \mathcal{D}(\overline{A}_i, \overline{A}_k) + \mathcal{D}(\overline{A}_k, \overline{A}_j) \);

where \( \overline{A}_i = \overline{A}_j \) means that \( A_i = A_j \) and \( \rho_i = \rho_j \).

From the definition of \( \mathcal{D} \), it is clear that conditions 1) and 3) are achieved. Because \( d(\cdot, \cdot) \) represents the \( L_1 \) distance, condition 2) can be satisfied. For condition 4), we have

\[
d(A_i, A_j) \leq d(A_i, A_k) + d(A_k, A_j)
\]

and

\[
|\rho_i - \rho_j| \leq |\rho_i - \rho_k| + |\rho_k - \rho_j|.
\]

Thus, condition 4) is satisfied. \( \square \)

Theorem 2 shows the correctness of definition 5 and gives a new perspective on the measurement of two fuzzy vectors.

**B. Similarity of n-D fuzzy vectors**

The metric \( \mathcal{D} \) can map two fuzzy vectors to a real positive number, which cannot be directly used as a fuzzy relation (Definition 3). Thus, this subsection transforms \( \mathcal{D} \) into a fuzzy relation \( R_D \) as follows.

**Lemma 1:** Given two fuzzy vectors where \( \overline{A}_i \in F(\mathbb{R}^n) \) and \( \overline{A}_j \in F(\mathbb{R}^n) \), if an operator \( R_D: (\overline{A}_i, \overline{A}_j) \rightarrow [0, 1] \) derived by \( \mathcal{D} \) is defined as follows,

\[
R_D(\overline{A}_i, \overline{A}_j) = e^{-\frac{d(\overline{A}_i, \overline{A}_j)}{2\sigma^2}}, \tag{7}
\]

then \( R_D \) is a fuzzy relation.

**Proof:** Because \( f(x) = e^{-\frac{x}{2\sigma^2}} \) is monotonic when \( x \in [0, +\infty) \) and \( (F(\mathbb{R}^n), \mathcal{D}) \) is a metric space, we have

\[
R_D(\overline{A}_i, \overline{A}_j) = R_D(\overline{A}_j, \overline{A}_i). \tag{8}
\]

Also, we have

\[
R_D(\overline{A}_i, \overline{A}_i) = e^{-\frac{0}{2\sigma^2}} = 1. \tag{9}
\]

So, based on Definition 3 and Eqs. (8) and (9), the operator \( R_D \) satisfies reflexivity and symmetry, meaning that \( R_D \) is a fuzzy relation. \( \square \)

Based on the \( R_D \), we can obtain the fuzzy relations matrix of \( R_D \) and denote this matrix by \( R_D^M \), where \( R_D^M \) is a squared matrix and \( (R_D^M)_{j=1}^n = R_D(\overline{A}_i, \overline{A}_j) \), \( i, j = 1, 2, \ldots, N \). Furthermore, the max-min transitive closure of \( R_D \) is denoted by \( R_D^M \) and the \( R_D^M \) is the fuzzy relations matrix of \( R_D \), where \( R_D^M \) is a squared matrix and \( (R_D^M)_{i,j}^M = R_D^M(\overline{A}_i, \overline{A}_j) \), \( i, j = 1, 2, \ldots, N \). Based on Theorem 1, we also know that \( R_D^M = R_D^M \circ R_D^M \circ \ldots \circ R_D^M \).

**IV. HeUDA VIA SHARED FUZZY EQUIVALENCE RELATIONS**

Before introducing the proposed model, the aim of a HeUDA model is formally demonstrated as follows. Considering two feature sets of source and target domains: \( S_1 = \{A_1, A_2, \ldots, A_{N_1}\} \), \( A_i \in \mathbb{R}^{n_1} \), \( S_2 = \{B_1, B_2, \ldots, B_{N_2}\} \), \( B_i \in \mathbb{R}^{n_2} \) and \( n_1 \neq n_2 \), \( N_1 \neq N_2 \), the HeUDA models aim to find a common feature set \( S_c = \{C_1, C_2, \ldots, C_{N_c}\} \), \( C_i \in \mathbb{R}^{n_c} \), \( n_c = n_1 + n_2 \), and use the labeled information of \( S_c \) (knowledge from the
source domain) to label the unlabeled information of $S_c$ (unlabeled target domain), where $n_1$ represents the number of instances in the source domain, $n_2$ represents the number of instances in the target domain, $N_1$ is the number of features in the source domain and $N_2$ is the number of features in the target domain.

Clearly, the core function of HeUDA models is to simultaneously transform $S_1$ and $S_2$ to $S_c$ but traditional fuzzy equivalence relations can only do this separately. Thus, the most important work of this paper is to determine how to apply fuzzy equivalence relations to simultaneously transform $S_1$ and $S_2$ to $S_c$. To provide more detail, we propose SFER to let $R^M_{TD}$ of $S_1$ and $S_2$ share the same $\alpha$, which guarantees that $S_1$ and $S_2$ can be clustered as $N_2$ categories with the same $\alpha$. Figure 2 illustrates the difference between traditional fuzzy equivalence relations and SFER.

Subsection A is the theoretical guarantee for SFER, which is formally demonstrated in subsection B. Subsection C proposes an algorithm to learn the parameters of SFER, and the last subsection introduces how to transfer knowledge from a source domain to a target domain using SFER.

A. Theoretical guarantees

This subsection gives two properties of fuzzy equivalence relations. The first (Theorem 3) demonstrates how many different real numbers exist in the fuzzy equivalence relations matrix and the second (Theorem 4) demonstrates how the number of clusters changes when $\alpha$ changes.

Lemma 2: Given a set $S = \{A_1, A_2, \ldots, A_N\}$ and a fuzzy set $\hat{S} = \{\hat{A}_1, \hat{A}_2, \ldots, \hat{A}_N\}$ on $S$, then, for $R^M_{TD}$ of $S$, we have

$$R^M_{TD} = \left( R^{N-1}_{(N)} \bigvee \left( R^{N-1}_{(N-2)} \circ r_N \circ r^T_N \circ R^{N-1}_{(N-2)} \right) R^{N-1}_{(N-1)} \circ r_N \right) r_N \circ R^{N-1}_{(N-1)} \circ r_N = 1,$$

where $R^D_0 = \left( R^{N-1}_{(N)} \bigvee \left( R^{N-1}_{(N-2)} \circ r_N \circ r^T_N \circ R^{N-1}_{(N-2)} \right) R^{N-1}_{(N-1)} \circ r_N \right) r_N \circ R^{N-1}_{(N-1)} \circ r_N = 1$ and $R^{N-1}$ is a $N - 1$ by $N - 1$ matrix, $r_N$ is a $N$ dimensional vector.

Proof: Based on the max–min operator $\circ$, we arrive at the following equation:

$$R^M_{TD} \circ R^D_0 = \left( R^{N-1}_{(N)} \bigvee \left( R^{N-1}_{(N-2)} \circ r_N \circ r^T_N \circ R^{N-1}_{(N-2)} \right) R^{N-1}_{(N-1)} \circ r_N \right) r_N \circ R^{N-1}_{(N-1)} \circ r_N = 1.$$ (10)

In terms of Eq. (10), $R^M_{TD} = R^D_0 \circ R^M_{TD} \circ \ldots \circ R^D_0$ can be expressed as follows:

$$R^M_{TD} = \left( R^{N-1}_{(N)} \bigvee \left( R^{N-1}_{(k)} \circ r_N \circ r^T_N \circ R^{N-1}_{(N-2-k)} \right) R^{N-1}_{(N-1)} \circ r_N \right) r_N \circ R^{N-1}_{(N-1)} \circ r_N = 1,$$

where $R^{N-1}_{(k)} \circ r_N \circ r^T_N \circ R^{N-1}_{(N-2-k)}$, $k = 0, \ldots, N - 2$, cannot satisfy the symmetry but $\bigvee_{k=0}^{N-2} (R^{N-1}_{(k)} \circ r_N \circ r^T_N \circ R^{N-1}_{(N-2-k)})$ is a symmetrical matrix. Based on the meaning of operator $\bigvee$, we have

$$\bigvee_{k=0}^{N-2} (R^{N-1}_{(k)} \circ r_N \circ r^T_N \circ R^{N-1}_{(N-2-k)}) = R^{N-1}_{(N-2)} \circ r_N \circ r^T_N \circ R^{N-1}_{(N-2)}.$$ (11)

So, this lemma is proved.

Lemma 2 demonstrates the structure of the $R^M_{TD}$ of $\hat{S}$ from the perspective of the block matrix and provides a useful way to prove Theorem 3.

Theorem 3: Given a set $S = \{A_1, A_2, \ldots, A_N\}$ and a fuzzy set $\hat{S} = \{\hat{A}_1, \hat{A}_2, \ldots, \hat{A}_N\}$ on $S$, if the fuzzy relations matrix $R^M_{TD}$ of $\hat{S}$ has $N (N - 1) / 2 + 1$ different elements, then $R^M_{TD}$ of $S$ only has $N$ different elements: $r_1 < r_2 < \ldots < r_{N-1} < r_N = 1$.

Proof: We use mathematical induction to prove this theorem based on Lemma 2.

1) First, when $N=2$, obviously, $R^M_{TD}$ only has 2 different elements $r^1 < r^2 = 1$.

2) Then, we assume that the $R^{N-1}$ (the $R^M_{TD}$ of the subset $S^{N-1} = \{A_1, A_2, \ldots, A_{N-1}\}$) has $(N-1)((N-1)/2+1)$ different elements and $R^{N-1}_{(N-2)}$ (the $R^M_{TD}$ of the subset $S^{N-2} = \{A_1, A_2, \ldots, A_{N-2}\}$) only has $N - 1$ different elements: $r_1^{N-1} < r_2^{N-1} < \ldots < r_{N-1}^{N-1} = 1$.

3) Based on Lemma 2, we have

$$R^M_{TD} = \left( R^{N-1}_{(N)} \bigvee \left( R^{N-1}_{(N-2)} \circ r_N \circ r^T_N \circ R^{N-1}_{(N-2)} \right) R^{N-1}_{(N-1)} \circ r_N \right) r_N \circ R^{N-1}_{(N-1)} \circ r_N = 1,$$

and we know $R^{N-1}$ only has $N - 1$ elements. So, i) we first need to prove $R^{N-1} \bigvee (R^{N-1}_{(N-2)} \circ r_N \circ r^T_N \circ R^{N-1}_{(N-2)})$ only has $N - 1$ different elements, then ii) we need to prove one of the elements in $R^{N-1}_{(N-1)} \circ r_N$ do not exist in $R^{N-1} \bigvee (R^{N-1}_{(N-2)} \circ r_N \circ r^T_N \circ R^{N-1}_{(N-2)})$.

i) We use $r_{ij}^{(N)}$ to express elements in $R^{N-1}_{(N-2)}$ and $R^{N-1}_{(N-1)}$ ($R^{N-1}_{(N-2)} = R^{N-1}_{(N-1)}$), and use $r_{ij}^{(rr)}$ to express elements in $r_N \circ r^T_N$, and use $r_{ij}^{(rr)}$ to express elements in $R^{N-1}_{(N-2)} \circ r_N \circ r^T_N \circ R^{N-1}_{(N-2)}$.

Then, we have

$$r_{ij}^{(rr)} = \bigvee_{k=1}^{N-1} \bigvee_{k=1}^{N-1} r_{ik}^{(N)} \land r_{kj}^{(N)} \land r_{kj}^{(N)}.$$ (12)

which means that we need to consider if $r_{ij}^{(rr)}$ is greater than $r_{ij}^{(N)}$. Without loss of generality, we select elements (more than 2) equaling $r_{ij}^{(N)}$ ($m < N - 1$) as examples: $r_{ij}^{(N)} = r_{ij}^{(N)} = \ldots = r_{ij}^{(N)} = r_{ij}^{(N)} = \ldots = r_{ij}^{(N)} = r_{ij}^{(N)}$ (because $R^D_0$ of $\hat{S}$ has $N(N - 1)/2 + 1$ different elements, there are two of the same elements in the same rows or columns of $R^M_{TD}$). Based on Eq. (11), if one element of $r_{ij}^{(N)}$ equaling $r_{ij}^{(N)}$ is lower than $r_{ij}^{(rr)}$, then we have

$$r_{ij}^{(rr)} > r_{ij}^{(N)} = r_{ij}^{(rr)} > r_{ij}^{(N)}, \ldots , r_{ij}^{(rr)} > r_{ij}^{(N)}.$$ (13)

meaning that all elements of $r_{ij}^{(N)}$ equaling $r_{ij}^{(N)}$ will be lower than $r_{ij}^{(rr)}$ and will be replaced with one element of $r_{ij}^{(rr)}$ and elements of $R^{N-1}_{(N)} \bigvee (R^{N-1}_{(N-2)} \circ r_N \circ r^T_N \circ R^{N-1}_{(N-2)})$.

Thus, $R^{N-1} \bigvee (R^{N-1}_{(N-2)} \circ r_N \circ r^T_N \circ R^{N-1}_{(N-2)})$ still has $N - 1$ different elements (If there only are two elements equaling
Because $R^m_D$ of $\tilde{S}$ has $N(N-1)/2 + 1$ different elements, there is only one maximum element in $r_{ij}$ and this maximum element will only exist in the diagonal of $r_{ij} \otimes r_{ij}^T$, denoted by $r^r_{kk}$. Based on the max-min operator $\circ$, it is easy to know the $k^{th}$ element of $r^{N-1}_{(N-1)} \circ r_{ij}$ is $r_{kk}$. Then, we prove that $r_{kk}^r$ does not exist in $R^{N(N-1)}$.

If $\exists i, j, s.t. r_{ij}^{(RR)} = r_{kk}^r$, we have
\[
\begin{align*}
T_{ij}^{(RR)} &= r_{kk}^r \land T_{kk}^m \land T_{ik}^m, \\
\end{align*}
\] meaning that $r_{kk}^r$ does not exist in $R^{N(N-1)}$. Because
\[
\begin{align*}
T_{ij}^{(RR)} &= r_{kk}^r \land T_{ik}^m, \\
\end{align*}
\] we have $r_{kk}^r > r_{ij}^{(RR)}$, which means that $r_{kk}^r$ does not exist in $R^{N(N-1)}$.

Based on (i) and (ii), we proved that $R^m_D$ has only $N$ different elements. Combining 1), 2) and 3), this theorem is proved. □

Theorem 3 demonstrates an important property for a fuzzy equivalence matrix and derives Lemma 3 and Theorem 4.

Lemma 3: Given a fuzzy set $\tilde{S} = \{A_1, A_2, ..., A_N\}$, if the fuzzy relations matrix $R^m_D$ of $\tilde{S}$ has $N(N-1)/2 + 1$ different elements, then for $R^m_D$ of $\tilde{S}$, we have
\[
\begin{align*}
rank(R^m_D(\tilde{S})) &= rank(R^m_D(\tilde{S}_{t=1})) + 1, i = 2, ..., N. \\
\end{align*}
\]

Proof: When $R^m_D(\tilde{S}_{t=1}) \neq R^m_D(\tilde{S})$, holds for $t = 2, ..., N$, the element “1” of $R^m_D(\tilde{S}_{t=1})$ will change to “0” when $i$ increasing, meaning that $rank(R^m_D(\tilde{S}_{t=1})) \geq rank(R^m_D(\tilde{S}_{t=1}))$. Then, we will prove that $rank(R^m_D(\tilde{S}_{t=1}))$ is greater than $rank(R^m_D(\tilde{S}_{t=1}))$.

We use $r_i$ to represent the element in the $i^{th}$ row and $s^{th}$ column of $R^m_D(\tilde{S})$, and $r_s$ to represent elements in $t^{th}$ of $R^m_D(\tilde{S})$. For a specific $i$, we assume $rank(R^m_D((\tilde{S}_{t=1})) = k$ and $\forall i, l \in l_1, l_1 = l_1^{(1)}, l_1 = l_1^{(1)}, \ldots$, where $l_1^{(1)}$ is a set to collect indicators of the same rows of $R^m_D(\tilde{S}_{t=1})$ and $t = 1, 2, ..., k$. Without loss of generality, we assume that $r_{i}^{(k-1)} = 1$ but $r_{i}^{(0)} = 0$ and analyze the value of $rank(R^m_D(\tilde{S}))$.

Because the reflexivity of $R^m_D(\tilde{S})$, we know $\exists l, s,t, s.t.$
\[
\begin{align*}
\forall l, i, l \in l_1^{(1)}, l_1 = l_1^{(1)}, l_1 = l_1^{(1)}, \ldots, \\
\end{align*}
\] and $l \in l_1^{(1)}$, $s \in l_1^{(1)}$. This means $r_{i}^{(0)} \neq r_{s}^{(0)}$ (because $r_{i}^{(0)} = 0 \neq 1 = t_{s}^{(0)}$). So, $r_{i}^{(k-1)}$ will be divided into two sets when $r_{i}^{(t-1)}$ is replaced with $r_{i}$, i.e., $rank(R^m_D(\tilde{S})) > rank(R^m_D(\tilde{S}_{t=1}))$.

Based on Theorem 3, we know $rank(R^m_D(\tilde{S}))$ at most has $N$ values: $rank(R^m_D(\tilde{S}_{t=1}))$, ..., $rank(R^m_D(\tilde{S}_{t=1}))$. Since $rank(R^m_D(\tilde{S})) > rank(R^m_D(\tilde{S}_{t=1}))$ and $rank(R^m_D(\tilde{S}_{t=1})) \leq N$, we have $rank(R^m_D(\tilde{S})) = rank(R^m_D(\tilde{S}_{t=1})) + 1$. □

Theorem 4: Given a fuzzy set $\tilde{S} = \{A_1, A_2, ..., A_N\}$, if the fuzzy relations matrix $R^m_D$ of $\tilde{S}$ has $N(N-1)/2 + 1$ different elements and $\alpha \in (\tilde{r}_1, \tilde{r}_1)$, then $\tilde{S}$ will be clustered as $i$ categories, where $\{\tilde{r}_i, i = 1, 2, ..., N\}$ is the set of $N$ different elements of $R^m_D$ of $\tilde{S}$ and $\tilde{r}_1 < \tilde{r}_2 < \cdots < \tilde{r}_{k-1} < \tilde{r}_N = 1$.

Proof: When $\alpha \in (\tilde{r}_1, \tilde{r}_1)$, $R^m_D(\tilde{S})$ is equal to $R^m_D(\tilde{S}_{t=1})$. Based on Lemma 3, we know $rank(R^m_D(\tilde{S}_{t=1})) = i$, which means that $\tilde{S}$ will be clustered as $i$ categories.

Theorem 4 demonstrates a significant property for fuzzy equivalence: the number of clusters is decided by the value of $\alpha$, which means that we can use $\alpha$ to two domains to represent how many clusters both domains have when two domains are applied by the same $\alpha$.

B. Shared fuzzy equivalence relations (SFER)

Based on subsection A, the aim of the SFER is to let two domains $S_1$ and $S_2$ have almost the same $r_{ij}$, $i = 1, ..., M = \min(N_1, N_2)$, denoted by $r_{ij}^{S_1}$ for $S_1$ and $r_{ij}^{S_2}$ for $S_2$. Formally, we define a cost function $I_1(S_1, S_2, \rho_{S_1}, \rho_{S_2})$ to express the divergence between $r_{ij}^{S_1}$ and $r_{ij}^{S_2}$, which is shown as follows.

\[
I_1(S_1, S_2, \rho_{S_1}, \rho_{S_2}) = \sum_{i=1}^{N} \left( r_{ij}^{S_1} - r_{ij}^{S_2} \right)^2, \\
\]

where $\rho_{S_1}$ is the parameter vector for elements in $S_1$ and $\rho_{S_2}$ is the parameter vector for elements in $S_2$ (parameters of the triangular membership function). Thus, the SFER aims to minimize $I_1(S_1, S_2, \rho_{S_1}, \rho_{S_2})$ by tuning $\rho_{S_1}$ and $\rho_{S_2}$, expressed by

\[
\min_{\rho_{S_1}, \rho_{S_2}} I_1(S_1, S_2, \rho_{S_1}, \rho_{S_2}) \quad subject \ to \quad \rho_{S_1} > 0, \\
\rho_{S_2} > 0. \\
\]

If the cost function $I_1(S_1, S_2, \rho_{S_1}, \rho_{S_2})$ is approaching 0, $r_{ij}^{S_1}$ is almost as same as $r_{ij}^{S_2}$, which means that domains $S_1$ and $S_2$ will have the same number of clusters when applying the same $\alpha$ to two domains (Fig. 2-(b)).

C. Learning for SFER

To learn the best $\rho_{S_1}$ and $\rho_{S_2}$, we first consider how to minimize $(r_{ij}^{S_1} - r_{ij}^{S_2})^2$, where $1 \leq i \leq M$ and $r_{ij}^{S_1} < r_{ij}^{S_1}$ and $r_{ij}^{S_2} < r_{ij}^{S_2}$. Because of the nature of max-min operator, $r_{ij}^{S_1}$ equals one element in $R^m_D$ of $S_1$ and $r_{ij}^{S_2}$ equals one element in $R^m_D$ of $S_2$, which means

\[
r_{ij}^{S_1} = \exp \left \{ -\frac{1}{2\sigma^2} \left( \frac{1}{d(A_{ij}, k)} + \frac{1}{4} \rho_{S_1} - \rho_{S_1} \right) \right \}, \\
\]

\[
r_{ij}^{S_2} = \exp \left \{ -\frac{1}{2\sigma^2} \left( \frac{1}{d(B_{ij}, k)} + \frac{1}{4} \rho_{S_2} - \rho_{S_2} \right) \right \}. \\
\]

It is obvious that $r_{ij}^{S_1}$ is related to $\rho_{S_1}$, so the constrained conditions of $I_1(S_1, S_2, \rho_{S_1}, \rho_{S_2})$ do not affect the value of $I_1$. Thus, we can define a new optimization problem (no constrained condition) related to $\rho_{S_1}$ and $\rho_{S_2}$ as follows:

\[
\min_{\rho_{S_1}, \rho_{S_2}} I_1(S_1, S_2, \rho_{S_1}, \rho_{S_2}) \quad subject \ to \quad \rho_{S_1} > 0, \\
\rho_{S_2} > 0. \\
\]
Then, we can obtain the gradients of $\rho_{i0}^1$, $\rho_{i0}^2$, $\rho_{k0}^1$ and $\rho_{k0}^2$ with respect to $(r_{i0}^{S1} - r_{i0}^{S2})^2$:

$$\frac{\partial (r_{i0}^{S1} - r_{i0}^{S2})^2}{\partial \rho_{i0}^1} = -2(r_{i0}^{S1} - r_{i0}^{S2})^2 r_{i0} \left| \rho_{i0}^1 - \rho_{i0}^2 \right|,$$

$$\frac{\partial (r_{i0}^{S1} - r_{i0}^{S2})^2}{\partial \rho_{i0}^2} = -2(r_{i0}^{S1} - r_{i0}^{S2})^2 r_{i0} \left| \rho_{i0}^2 - \rho_{i0}^1 \right|,$$

$$\frac{\partial (r_{i0}^{S1} - r_{i0}^{S2})^2}{\partial \rho_{k0}^1} = -2(r_{i0}^{S1} - r_{i0}^{S2})^2 r_{i0} \left| \rho_{k0}^1 - \rho_{k0}^2 \right|,$$

$$\frac{\partial (r_{i0}^{S1} - r_{i0}^{S2})^2}{\partial \rho_{k0}^2} = -2(r_{i0}^{S1} - r_{i0}^{S2})^2 r_{i0} \left| \rho_{k0}^2 - \rho_{k0}^1 \right|.$$  

In Algorithm 1, lines 11 and 12 ensure that $\rho_{i0}^1$ and $\rho_{k0}^2$ are more than $0$ ($\epsilon > 0$).

D. HEUDA via SFER (F-HeUDA)

In this section, we introduce how to select $\alpha$, how to generate $S_C$ and how to transfer knowledge from the source domain to the target domain.

After executing Algorithm 1, we obtain $r_{i0}^{S1}$ and $r_{i0}^{S2}$ generated by the best $\rho_{i0}^1$ and $\rho_{k0}^2$. At $i_0 = 0, ..., M - 1$, the intervals of sharing $\alpha$ between two domains can be calculated (two domains can share the same $\alpha$ when $\alpha$ is in these intervals).

These intervals can be expressed as follows:

$$\left[ \max(r_{i0}^{S1}, r_{i0}^{S2}), \min(r_{i0+1}^{S1}, r_{i0+1}^{S2}) \right),$$

where $r_{i0}^{S1} = r_{i0}^{S2} = 0$ and $r_{M}^{S1} = r_{M}^{S2} = 1$. We obtain following intervals, $[0, \min(r_{i0}^{S1}, r_{i0}^{S2})], [\max(r_{i0}^{S1}, r_{i0}^{S2}), \min(r_{i0+1}^{S1}, r_{i0+1}^{S2})], \ldots, [\max(r_{M-1}^{S1}, r_{M-1}^{S2}), 1]$. If the $\alpha$ in these intervals, is selected, $S_1$ and $S_2$ have the same number of clusters. Then, we select the $\alpha$ which is in the largest interval as the best $\alpha$ (because two domains can share most information in this largest interval).

**Remark 2:** If we select the $\alpha \in \left[ r_{i0}^{S1}, r_{i0+1}^{S1} \right)$, we do know $S_1$ is clustered into $i_0 + 1$ clusters but do not guarantee that $S_2$ also.

### TABLE I

<table>
<thead>
<tr>
<th>Field</th>
<th>Data Name</th>
<th># of Instances</th>
<th># of Attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Credit Assessment (two datasets)</td>
<td>German Credit Data</td>
<td>1000</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>Australian Credit Approval</td>
<td>690</td>
<td>14</td>
</tr>
<tr>
<td>Cancer Detection (two datasets)</td>
<td>Breast Cancer Wisconsin (Original) Dataset</td>
<td>699</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>Breast Cancer Wisconsin (Diagnostic) Dataset</td>
<td>569</td>
<td>30</td>
</tr>
</tbody>
</table>

### TABLE II

<table>
<thead>
<tr>
<th>Field</th>
<th>Source Domain</th>
<th>Target Domain</th>
<th>Labels</th>
<th>Task Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>Credit Assessment (two datasets)</td>
<td>German Credit Data</td>
<td>Australian Credit Approval</td>
<td>1: Good</td>
<td>G2A</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>A2G</td>
</tr>
<tr>
<td>Cancer Detection (two datasets)</td>
<td>Breast Cancer Wisconsin (Original) dataset</td>
<td>Breast Cancer Wisconsin (Diagnostic) dataset</td>
<td>1: Malignt</td>
<td>CO2CD</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
has $i_0 + 1$ clusters. Thus, we need to select $\alpha$ belonging to $[\max(r_{i_0}^{S_1}, r_{i_0}^{S_2}), \min(r_{i_0+1}^{S_1}, r_{i_0+1}^{S_2})]$ to make sure $S_1$ and $S_2$ have $i_0 + 1$ clusters.

Based on the SFER (with the best $\alpha$), both $S_1 = \{A_1, A_2, ..., A_{N_1}\}$ and $S_2 = \{B_1, B_2, ..., B_{N_2}\}$ can be clustered as $N_c$ clusters, such as

$$S_1 = \{(A_1, A_2)_1, (A_3, A_4, A_5)_2, ..., (A_{N_1})_{N_c}\},$$

$$S_2 = \{(B_1)_1, (B_2, B_3)_2, ..., (B_{N_1-1}, B_{N_1})_{N_c}\}. \quad (32)$$

(33)

Next, we generate the latent features of the two domains using an addition operator, such as

$$S_1^{latent} = \{A_1 + A_2, A_3 + A_4 + A_5, ..., A_{N_1}\},$$

$$S_2^{latent} = \{B_1 + B_2 + B_3, ..., B_{N_1-1} + B_{N_1}\}. \quad (34)$$

(35)

Then, the standard score is used to normalize each latent feature and we have

$$S_1^{common} = \{f(A_1 + A_2), f(A_3 + A_4 + A_5), ..., f(A_{N_1})\},$$

$$S_2^{common} = \{f(B_1), f(B_2 + B_3 + B_4), ..., f(B_{N_1-1} + B_{N_1})\}. \quad (36)$$

(37)

where $f(\cdot)$ represents the standard score function. Thus, we obtain the common feature set $S_c = \{C_1, C_2, ..., C_{N_c}\}$, $C_i \in \mathbb{R}^{n_c}$, $n_c = n_1 + n_2$ (without loss of generality, the former $n_1$ instances in $S_c$ comes from source domain). Finally, we can use the labeled information of $S_c$ (knowledge from the source domain) to label the unlabeled information of $S_c$ (unlabeled target domain) using a support vector machine (SVM).

V. EXPERIMENTS

In this section, we use four real datasets to test the proposed F-HeUDA model and analyze the convergence of Algorithm 1 and how $\alpha$ influences the model’s performance.

A. Dataset description and parameters setting

To validate the effectiveness of the proposed model on small datasets, we select four datasets from the UCI Machine Learning Repository (http://archive.ics.uci.edu/ml/index.html). The details of these datasets are provided in Table I. For each dataset, we generate four transfer tasks, as shown in Table II. Each task is described in detail as follows:

1) Task 1- G2A: Assume that the German data is labeled and the Australian data is unlabeled and has far fewer instances than the German data. Label “1” means “good credit” and label “2” means “bad credit”. This task aims to answer the question: “Can we use knowledge from German credit records to label unlabeled Australian data (small dataset)?”

2) Task 2-A2G: Assume that the Australian data is labeled and the German data is unlabeled and has far fewer instances than the Australian data. Label “1” means “good credit” and label “2” means “bad credit”. This task aims to answer the question: “Can we use knowledge from Australian credit...
records to label unlabeled German data (small dataset)?"

3) Task 3-CO2CD: Assume that in the Breast Cancer Wisconsin (Original) dataset (CO in Table II) “1” represents “malignant” and “0” represents “benign”. Another unlabeled dataset related to breast cancer also exists but has far fewer instances than the CO dataset. This task aims to answer the question: “Can we use the knowledge from CO to label ‘malignant’ in the unlabeled small dataset?”

4) Task 4-CD2CO: Assume that in the Breast Cancer Wisconsin (Diagnostic) dataset (CD in Table II) “1” represents “malignant” and “0” represents “benign”. Another unlabeled dataset related to breast cancer also exists. This task aims to answer the question: “Can we use the knowledge from CD to label ‘malignant’ in the small unlabeled dataset?”

For the Algorithm 1, this paper sets IterM as 1000, $\sigma$ as 3 and $\eta$ as 0.5. For SVM, we adopt LIBSVM with default parameters: the SVM type is C-SVM with C equaling to 1, kernel function is radial basis function with gamma equaling to $\frac{1}{\# \text{ of Attributes}}$, epsilon, the tolerance of termination criterion, is set as 0.001.

B. Prediction performance

In this section, we describe the prediction performance of the proposed model and benchmarks. We select two non-transfer models, A1 and CM, as baselines and three transfer models, dimension reduction GFK (DG), KCCA [26], random linear monotonic maps GFK (RLG) [27], GLG [27] as the main benchmarks. The A1 model labels all instances of a target domain with 1 and the CM model clusters instances of a target domain and gives each instance a pseudo label (clustering model is the fuzzy c-means model with ). The DG model is based on dimension reduction technology, introduced in [27] as a benchmark of HeUDA models, and KCCA is based on canonical correlation analysis and requires both domains to have the same number of instances. The RLG and GLG models are proposed in our previous work. The former does not require both domains to have the same number of instances but the latter requires this condition. To test these models’ prediction performance when a target domain is a small dataset, we carried out experiments when $n_2$ (the number of instances in a target domain) is 40, 100, 200, 300, 400. For each model, we carried out the experiments 20 times to obtain reliable results.

The results, as illustrated in Fig. 3, clearly show the prediction performance of each model. From this figure, it is apparent that the proposed model outperforms the others when $n_2$ is small. The CM and DG models have lower mean accuracy and higher standard deviation than the other models in most cases. For the KCCA model, its performance increases when $n_2$ increases but its accuracy is always lower than RLG, GLG and F-HeUDA. This is because the KCCA model cannot reliably transfer knowledge from the source domain to the target domain. The RLG model has better performance than the GLG model when $n_2$ is 40 and 100 in some cases, but it is still unstable when $n_2$ increases. The GLG model has good performance when $n_2$ increases but it cannot guarantee reliable results when $n_2$ is small (see task G2A). From Fig. 3, the following results can be observed.

1) The KCCA model has a worse performance than non-transfer models in some cases;

2) The RLG, GLG and F-HeUDA models have more stable results than the non-transfer models and DG and KCCA;

3) Compared to RLG and GLG, the proposed model has a better performance when the number of instances in the target domain is small (<200);

4) Although the GLG model is worse than the proposed model when $n_2$ is small, the performance of the GLG model improves when $n_2$ increases;

5) When $n_2$ increases, the performance of the proposed model approaches the performance of the GLG model.

Table III shows the overall prediction performance of each model (averaging the mean accuracy of each model when $n_2$ is small).
GLG model needs 107 seconds to finish the same work with the proposed model, which means that the proposed model is still a potential choice even when $n_2$ is a large number. Except for accuracy, this section also discusses the stability of each model using standard deviation. The mean overall standard deviation of each model is listed in Table IV. From Table III and Table IV, we can obtain following results.

1) The F-HeUDA model is the most stable model for three tasks: G2A, CD2CO and CO2CD;
2) For tasks CD2CO and CO2CD, RLG, GLG and F-HeUDA models have much better performance in terms of stability than the other models;
3) The KCCA model is the most unstable model among DG, KCCA, RLG, GLG and F-HeUDA, which means that the KCCA model experiences difficulty in correctly transferring knowledge from the source domain to the target domain;
4) When $n_2$ is small, the GLG model becomes unstable, mainly because the GLG model only uses a few instances of the source domain (the transferable knowledge of the GLG model is limited by $n_2$);
5) Although the RLG model uses all instances of the source domain, its random map nature limits its ability to obtain good feature representation.

C. Convergence of learning algorithm

This section discusses the convergence of the learning algorithm for the parameters of the SFER. Figure 4 illustrates the convergence of Algorithm 1 on four tasks when the target domain has 400 instances. It is apparent that the proposed algorithm can effectively optimize the parameters of SFER. From subfigures Fig. 4-(e)-(h), we can see that the two domains have almost the same $r_1$ after optimizing SFER, which means that two domains can share almost every $\alpha \in [0,1]$ (like Fig. 2-(b)). For a different task, Algorithm 1 has a different performance. For example, for 1000 iterations, the G2A and A2G tasks have fewer errors than the CD2CO and CO2CD tasks, mainly because the divergence of the number of features of the CD and CO datasets is greater than that of the German and Australian datasets. This indicates that for a high divergence task (divergence of the number of features of two domains), the IterM should be set as a larger number to ensure the performance of Algorithm 1.

### Table V

<table>
<thead>
<tr>
<th>Tasks</th>
<th>$\alpha = 0.1$</th>
<th>$\alpha = 0.3$</th>
<th>$\alpha = 0.5$</th>
<th>$\alpha = 0.7$</th>
<th>$\alpha = 0.9$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A2G</td>
<td>59.90%±4.19%</td>
<td>59.05%±3.73%</td>
<td>62.35%±4.53%</td>
<td>60.85%±4.67%</td>
<td>58.30%±5.99%</td>
</tr>
<tr>
<td>G2A</td>
<td>74.20%±5.55%</td>
<td>75.80%±4.84%</td>
<td>75.65%±4.17%</td>
<td>73.55%±9.17%</td>
<td>56.75%±15.33%</td>
</tr>
<tr>
<td>CD2CO</td>
<td>96.60%±1.50%</td>
<td>97.40%±1.31%</td>
<td>96.85%±1.50%</td>
<td>97.00%±1.41%</td>
<td>95.00%±2.70%</td>
</tr>
<tr>
<td>CO2CD</td>
<td>89.50%±2.98%</td>
<td>88.70%±2.68%</td>
<td>91.40%±2.56%</td>
<td>92.15%±3.83%</td>
<td>90.75%±3.77%</td>
</tr>
</tbody>
</table>

Fig. 4. The convergence of Algorithm 1 on four tasks. Subfigures (a)-(d) illustrate the value of the cost function $J_1$ and subfigures (e)-(f) illustrate the $r_1$ of $R^n_{TD}$ of the source domain and the target domain.
D. “α − cut” decision making

When Algorithm 1 has optimized the parameters of the SFER, two domains can apply the same α to obtain the same number of clusters, which provides a way to transfer knowledge from the source domain to the target domain. In section IV-D, we propose to adopt the α which is in the largest interval as the best α because two domains can share the most information in the largest interval. However, the selection of α is actually a decision-making issue (different users may select different α based on their requirements), so it is necessary to discuss how the selection of α influences the performance, which provides another way to analyze the SFER model. In this section, we let the number of instances of the target domain be 100 and test how the prediction performance changes when α is set as 0.1, 0.3, 0.5, 0.7 and 0.9. Similarly, we demonstrate the results on four tasks and each experiment is carried out 20 times.

Table V gives the detailed prediction performance of F-HeUDA when α changes on each task. First, we analyze the relationship between the α selected by the F-HeUDA and the best α shown in Table V. 1) For task A2G, the α selected by the F-HeUDA is around 0.6112 (after running the experiment 20 times) and Table V shows that the best α is around 0.5. 2) For task G2A, the F-HeUDA selects α as 0.2674 and Table V shows that the best α is around 0.3. 3) For task CD2CO, the α selected by the F-HeUDA is around 0.3729 and the best α shown in Table V is around 0.3. 4) For task CO2CD, the F-HeUDA selected 0.4689 as the α and Table V shows that the best α is around 0.7. Based on these results and Table V, we can conclude the following:

1) Except for task CO2CD, the α selected by the F-HeUDA is near the best α as shown in Table V;
2) When α lies in the interval [0.3, 0.7], the F-HeUDA model obtains a better performance;
3) When α increases, the standard deviation of the proposed model is higher, especially for task G2A.

These results demonstrate that the best α will not be near to extreme numbers (such as 0 or 1), which is consistent with normal decision-making scenarios (extreme decisions rarely occur). So, the F-HeUDA is a suitable model for decision making and its method of automatically selecting α is effective and accurate.

VI. CONCLUSION AND FUTURE STUDIES

In this paper, we applied fuzzy equivalence relations into heterogeneous unsupervised domain adaptation, the most challenging issue in the field, through developing the F-HeUDA model. We first propose a metric ℰ(ℝⁿ) on an n-dimensional fuzzy space ℰ(ℝⁿ) and use this metric to measure the similarity between two fuzzy vectors and to build the fuzzy equivalence relations matrices of the source domain and the target domain. Then, based on two discovered properties of the fuzzy equivalence relations, we propose the SFER model which lets two domains share the same α and obtain the same number of clustering categories. Eventually, through these clustering categories, knowledge from the source domain is successfully transferred to the target domain where two domains have a different number of instances. This paper shows the potentiality of fuzzy technologies to address the HeUDA issues and outlines a new way (like the SFER) to obtain common representations of two different domains using fuzzy technologies.

Compared to existing HeUDA models, the proposed F-HeUDA model overcomes the drawbacks of CCA and the Grassmann manifold (both need two domains that have the same number of instances) and works well when the target domain has very few instances. It means that the proposed model is suitable to address the issue of small datasets via transferring knowledge from big datasets to small datasets. To validate the performance of the proposed model, we selected four real datasets to generate four transfer tasks. The prediction accuracy and stability of the proposed model are better than those of the benchmarks. These results show the superiority of the proposed model lies in transferring more knowledge from the source domain to the target domain. From the theoretical perspective, this paper proves that (ℰ(ℝⁿ), ℰ) is a metric space and proves two important properties of the fuzzy equivalence relations. Both properties are key to the performance of the SFER model.

This study particularly presents how fuzzy techniques can be applied in transfer learning to produce advanced learning models. Our future work includes: 1) the automatic selection of source domains for a specific target domain by applying the metric on the fuzzy geometry; 2) the extension of fuzzy equivalence relations based SFER model for multiple domains; and 3) development of new F-HeUDA via multiple source domains.
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