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Optiska markörer är viktiga inom

den biomedicinska forskningen. Tack

vare stora framsteg inom biotekniken

kan idag markörmolekyler bindas på

molekyler som söker sig till intressanta

områden i organismer. T. ex. används

detta för att studera tumörer på ett ti-

digt stadium samt att studera intressan-

ta ämnen vid Alzheimers sjukdom och

andra demenssjukdomar. På detta sätt

kan sjukdomsförlopp och påverkan av

olika medicinska behandlingar följas.

Fokus ligger på funktionell avbildning,

att kunna följa förlopp i ett djur eller en

människa över tiden.

En viktig typ av markörer är optis-

ka markörer och årets (2008) Nobel-

pris i kemi har tilldelats Shimomura,

Chalfie och Tsien för deras upptäckt

och utveckling av grönt fluoresceran-

de protein (GFP), vilket är just en

sådan. Fluorescens är när en molekyl

absorberar ljus (excitation) för att se-

dan sända ut ljus (emission), vilket på

grund av energikonservering alltid har

en längre våglängd. Med hjälp av ett

optiskt filter kan excitationsljuset tas

bort och det utsända fluorescensljuset

detekteras. På så sätt går det med hjälp

av en känslig kamera att få en bild

över fördelningen av de fluorescerande

markörerna, de så kallade fluoroforer-

na.

Många molekyler som ingår i

vävnad är i sig fluorescerande. Feno-

menet går under beteckningen autoflu-

orescens. Detta försvårar arbetet med

att upptäcka små koncentrationer av

fluorescensmarkörer eftersom signalen

döljs i den alltid förekommande au-

tofluorescensen.

I detta arbete undersöks möjlig-

heten att använda en ny sorts optis-

ka markörer. Dessa är en sorts nano-

partiklar vilka sänder ut ljus med en

kortare våglängd än den våglängd de

exciteras med. De nanopartiklar som

används har erhållits genom ett samar-

bete med Harbin Institute of Techno-

logy i Kina. Nanopartiklarna exciteras

med infrarött ljus (980 nm) och emitte-

rar ljus med våglängden 800 nm. Båda

dessa våglängder ligger i ett inter-

vall där vävnad är relativt genomskin-

ligt, vävnadens så kallade diagnostis-

ka fönstret, ca 600-1300 nm. Autoflo-

rescensens har som nämnt ovan all-

tid en längre våglängd än excitations-

ljuset. Eftersom dessa nya markörer

har en kortare våglängd, hamnar det

utsända ljuset i ett våglängdsområde

där det inte förekommer någon au-

tofluorescens. Därför döljs inte signa-

len från nanopartiklarna i autofluore-

scensen och med hjälp av optiska filter

kan den därför lätt urskiljas.



För att efterlikna vävnad, har fan-

tomer med realistiska optiska egen-

skaper tillverkats. Dessa konstruerades

även för att simulera autofluorescens.

I dessa placerades ett rör innehållande

en lösning av nanopartiklarna, samt ett

rör med organiska fluoroforer. Som ex-

citationsljus användes laserdioder, vil-

ka är billiga och lättillgängliga. En bild

av det utsända fluorescensljuset erhölls

med hjälp av en känslig digitalkame-

ra och lämpliga filter för att ta bort

excitationsljuset. I arbetet undersöks

också de teoretiska möjligheterna för

att använda nanopartiklarna för att

göra optisk tomografi. Tomografi går

ut på att från ett flertal mätningar

återskapa fördelningen av markörerna

i tre dimensioner och är ett teore-

tiskt mycket komplext problem, speci-

ellt för ljus, vilket sprids mycket starkt

i vävnad.

I arbetet visas att de nya nano-

partiklarna kan användas som optis-

ka markörer på ett sätt som är helt

okänsligt för autofluorescens. Teore-

tiskt visas också att det är möjligt

att med hjälp av tomografiska meto-

der skapa en tredimensionell bild över

partiklarnas fördelning. Dock kvar-

står mycket arbete innan dessa kan

användas i praktiska tillämpningar.

Dels måste det förvissas att partiklar-

na inte är giftiga, dels måste de modi-

fieras så att de kan bindas kemiskt till

molekyler med intressanta biologiska

egenskaper, t. ex. tumörsökande egen-

skaper.
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Abstract

Tissue optics is a field devoted to study the interaction of light with
tissue. Over the last decades, much thanks to the field of optical spec-
troscopy, the knowledge of tissue optics has been steadily increasing. This
has catalyzed the interest in applying tissue optics as a clinical tool.

This thesis studies an area within tissue optics dealing with fluores-
cence molecular imaging and tomography. For most visible wavelengths,
light does not penetrate more than a few millimeters into tissue. But
in the diagnostic window (∼ 600 to 1600 nm), penetration up to several
centimeters is possible. This opens up the possibility of imaging fluores-
cent contrast agents deep in tissue. Fluorescent imaging has a notable
importance in biomedical applications. Shimomura, Chalfie and Tsien
were recently rewarded with the Nobel prize for discovering and devel-
oping the green fluorescent protein, which has become a very important
fluorescent marker. Fluorescent imaging can, for example, be used to
study biological responses from drugs in small animals over a period of
time, without the need to sacrifice them. Currently, considerable amount
of research are being performed to enable three-dimensional reconstruc-
tions of contrast agent distributions inside animals, so called fluorescent
tomography.

The area of fluorescent imaging and tomography has long been ad-
versely affected by the ever-present endogenous tissue autofluorescence.
The autofluorescence conceals the signal from the contrast agents when
using Stokes-shifted fluorophores, effectively limiting the signal-to-back-
ground sensitivity. In this thesis, it is shown that by replacing the tra-
ditional Stokes-shifted fluorophores with upconverting nanocrystals, it
is possible to avoid the nuisance of autofluorescence. The nanoparticles
emit light of a shorter wavelength than their excitation wavelength, effec-
tively shifting the signal to a wavelength region where no autofluorescence
is present.

Experiments on tissue phantoms, with realistic optical properties,
were performed, and it was shown that it is possible to detect an auto-
fluorescence-free signal. Also a theoretical framework for using the nano-
crystals for three-dimensional tomographic reconstruction was derived.
Simulations were performed based on this framework, showing promis-
ing results. Based on the results presented in this thesis, we believe
that upconverting nanocrystals may very well be envisaged as important
biological markers for tissue imaging purposes.



Table of Physical Quantities

Symbol Physical quantity Definition Units

φ(r, ŝ) Radiance W/m2sr
Φ(r) Fluence rate Φ(r) =

∫
4π

φ(r, ŝ) dΩ W/m2

n Refractive index -
c Speed of light in tissue c = c0/n m/s
µa Absorption coefficient 1/m
µs Scattering coefficient 1/m
µtr Transport attenuation coefficient µtr = µa + µs 1/m

g Scattering asymmetry parameter –
µ′

s Reduced scattering coefficient µ′
s = (1 − g)µs 1/m

κ Diffusion coefficient κ = 1/3(µ′
s + µa) m

µeff Effective attenuation coefficient µeff =
√

µa/κ 1/m

η Upconversion efficiency η = I(ωf)/I(ωe) -
η2p Upconversion two-photon efficiency η2p = I(ωf)/I(ωe)

2 m2/W

Definitions

The Fourier transform of a function f(r, t), of the variables r = (x, y, z) and t
is [1]

f̃(k, ω) =

∫∫
f(r, t)ei(k·r−ωt) dr3 dt, (1)

and the inverse transform is

f(r, t) =
1

(2π)4

∫∫
f̃(k, ω)e−i(k·r−ωt) dk3 dω. (2)
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CHAPTER 1
Introduction

Within the field of tissue optics, light interaction with tissue is studied. Over
the last decades, the field has grown rapidly. With increasing knowledge of the
light-tissue interaction, the interest in applying tissue optics as a diagnostic tool
is also emerging, reaping the fruits from the fundamental research. This thesis
explores an area in tissue optics dealing with fluorescence molecular tomography

and imaging1 using upconverting crystals as fluorophores. The motivation for
choosing such fluorophores is to gain contrast by enable the possibility to build
an autofluorescence insensitive system.

This chapter gives an overview of the fundamentals of tissue optics, and
a discussion of the theory. In the following chapter, the basic theory of the
upconverting nanocrystals will be discussed. In chapter 3, the theory for fluo-
rescent optical tomography using organic fluorophores is introduced along with
the modifications to make it applicable on the quadratic nanocrystals used in
this work. The results from the experiments and simulations are presented
in chapter 4. This present thesis is concluded with a summary of the most
important results as well as a discussion of the future possibilities.

1.1 Tissue Optics

Optically, biological tissues are inhomogeneous and absorptive media, with a
slightly higher refractive index than water. When light interacts with tissue,
multiple scattering and absorption events are expected to occur, where the
possibilities for these events are highly wavelength dependent. Since tissue has
a high concentration of water, it is an advantage to use light from a wavelength
region where the absorption from water is low, this will enforce an ultimate limit
on the usable wavelengths. However, in transdermal non-invasive applications,
light needs to penetrate the skin which will put further constraints on the
usable wavelengths as discussed below.

1FMT and FMI are known by many names. Some variants are diffuse fluorescence opti-
cal tomography/imaging, optical fluorescence tomography/imaging and diffuse fluorescence
tomography.

1



2 Introduction

For simplification, the skin can be seen as a layered structure, with the
stratum corneum on top, followed by the epidermis and the dermis below [2,
3], see Fig. 1.1. The stratum corneum and epidermis are very effective in

Fig. 1.1: A simple layered
model of the human skin. Light
at shorter wavelengths has less
penetration than light at longer
wavelengths.

attenuating light, mainly due to high absorption for wavelengths < 300 nm from
aromatic amino acids, nucleic acids and urocanic acid. For longer wavelengths,
350−1200 nm, melanin in the epidermis is the major absorber. As light enters
the dermis, scattering begins to dominate over absorption. The dermis can thus
be described as a turbid tissue matrix [2]. For tissue types below the dermis,
scattering usually dominates over absorption [4, 5]. In a crude approximation,
the scattering can be modeled using Rayleigh scattering. This implies that
light at shorter wavelengths will be much more scattered than light at longer
wavelengths.

Considering both the scattering and the absorption in tissue, the transder-
mal diagnostic window resides in the longer wavelength regions and can be
considered to range from 600 nm to 1600 nm [6].2

Model of Tissue

In the general model, tissue is considered to consist of an inhomogeneous solu-
tion of absorptive particles in water. The nature of the inhomogeneities causes
light to scatter heavily. It should be noted that the origin of the scattering
effects is not yet fully understood [7].

In a first approximation one can assume that most of the cells and other
particles within tissue have spherical or oblate spheroid shapes [6]. As known,
Mie theory describes the interaction of light in spherical particles [8], and can
in principle be used to calculate the interaction of light with tissue down to a
cellular level. Practically, this approach is tricky to realize, both due to the
difficulties in obtaining accurate detailed geometries and the time consuming
calculations required for detailed geometries.

Instead, tissue is considered to consist of a random continuum of homoge-
neous sections [6]. Each section can then be described by its absorption coef-
ficient µa [m−1], scattering coefficient µs [m−1] and anisotropy factor g which
describes the expectation value of the direction for a scattered photon. The
latter two parameters are usually bundled together into a reduced scattering
coefficient µ′

s = (1 − g)µs within the diffusion approximation.
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Fig. 1.2: A typical signal
with an autofluorescence back-
ground. The tissue autofluores-
cence is in general less Stokes
shifted than the commonly used
fluorophores. The solid curve
represents the signal of interest
from an exogenous fluorophore.
The dashed curve represents the
tissue autofluorescence from en-
dogenous fluorophores.

Tissue contains several endogenous fluorophores which have a strong fluores-
cence with small Stokes shift when excited by λ < 600 nm [9, 10, 11]. For longer
wavelengths in the diagnostics window, the endogenous autofluorescence from
tissue is in general much weaker. However, in many imaging and tomography
applications, the signal itself is also weak, thus still limited by the background
autofluorescence which causes artifacts. A typical signal with an autofluores-
cence background spectrum is shown in Fig. 1.2.

2The range of the diagnostics window is of course not fixed in stone. For example, shorter
wavelengths in the blue or ultraviolet regions can be preferred to excite some fluorophores.
Nonetheless, light at longer wavelengths will in general result in deeper penetration, and is
of the advantage when probing subdermal tissue.
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Since the signal and the background autofluorescence often overlaps, sepa-
rating them is not trivial. Different spectral unmixing algorithms that utilize
the spectral characteristics can be used, yielding varying qualities [12]. A more
promising approach is to use a fluorophore that emits a signal that is more
Stokes shifted than the tissue autofluorescence. Currently, quantum dots are
very popular for this approach [13, 14]. Quantum dots are very bright fluo-
rophores that absorb mainly in the ultraviolet (UV) region [15]. This in itself
is a drawback, since it is known that using light at short wavelengths is not
ideal for transdermal measurements, due to shallow penetration depths and the
risks for DNA damage. Furthermore, quantum dots are often fabricated with
materials that are highly toxic for organisms. If properly contained and stabi-
lized, this in itself is not an issue. However, studies have shown that quantum
dots tend to react when exposed to biological environments and can be very
harmful [16, 17].

Upconverting nanocrystals have been proposed as fluorophores in biomed-
ical imaging applications due to their unique property to efficiently emit anti-
Stokes shifted light upon near-infrared (NIR) exciation [18, 19]. By intuition,
this should mean that the signal can be detected in a region where no autoflu-
orescence is present.

1.2 Light Propagation in Tissue

Light propagation can be described using the electromagnetic wave theory
through Maxwell’s equations, or the transport theory through the radiative
transfer equation (RTE) which is equivalent to Boltzmann’s equation in kinet-
ics. Solving Maxwell’s equations in tissue has proven to be problematic due
to the complexity of biological materials, whereas solving the RTE can provide
good solutions that accurately describe the photon transport through the tissue
[20].

This section describes the propagation of light in tissue starting with the
radiative transfer equation, followed by an overview of important methods for
approximating and solving the radiative transfer equation.

The Radiative Transfer Equation

Within tissue, the photon propagation can be described using the radiative
transfer equation. Since the particle nature of photons is exploited in favor of
their wave nature in RTE, it effectively means that only intensities are con-
sidered, and information of for example phase, coherence, polarization and
non-linearity is neglected. This is motivated, since the wavelength of the light
typically is much smaller than the distance a photon travels between interac-
tions with matter [21].

In its essence, the RTE is derived from the laws of energy conservation. The
main parameter of consideration is the radiance φ(r, ŝ, t) [W/m2 sr], which de-
scribes the radiant power per unit solid angle along a unit vector ŝ passing
through a unit area perpendicular to ŝ at a given time t and position r. Know-
ing the radiance, it is easy to realize that it must be related to the photon
distribution function N(r, ŝ, t) [m−3sr−1] by

φ(r, ŝ, t) = N(r, ŝ, t)hνc, (1.1)
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where hν is the photon energy and c the speed of light in tissue.
Consider a small volume V . Within the volume, the photon distribution

will change with time ∫
∂

∂t
N(r, ŝ, t) dV (1.2)

for the following reasons:
1) Photons will propagate through the boundaries of the volume:3

−
∫

cN(r, ŝ, t)̂s · n̂ dA = −
∫

cŝ · ∇N(r, ŝ, t) dV. (1.3)

2) Photons will be lost due to extinction (absorption and scattering):

−
∫

cµa(r)N(r, ŝ, t) dV −
∫

cµs(r)N(r, ŝ, t) dV = −
∫

cµtr(r)N(r, ŝ, t) dV.

(1.4)
3) Photons traveling along other directions can be scattered to travel along ŝ:

∫∫
cµs(r)Θ(̂s · ŝ′)N(r, ŝ′, t) dΩ′ dV. (1.5)

Θ(̂s · ŝ′) is the phase function describing the probability of light traveling along
ŝ′ to be scattered to travel along ŝ within dΩ′. The phase function is assumed
to be symmetric along the propagation axis and will be further discussed below.
4) Photons can be created within the volume if a source q [m−3 sr−1 s−1] is
available: ∫

q(r, ŝ, t) dV. (1.6)

Consolidating (1.2), (1.3), (1.4), (1.5), (1.6), dropping the volume integrals and
using (1.1) gives us the RTE,

(
1

c

∂

∂t
+ ŝ · ∇ + µtr(r)

)
φ(r, ŝ, t) = µs(r)

∫
Θ(̂s · ŝ′)φ(r, ŝ′, t) dΩ′ + Q(r, ŝ, t),

(1.7)
where

Q(r, ŝ, t) = q(r, ŝ, t)hν. (1.8)

We also define the two quantities, fluence rate Φ(r, t) and fluence current J(r, t),
as

Φ(r, t) =

∫
φ(r, ŝ, t) dΩ, (1.9)

J(r, t) =

∫
ŝφ(r, ŝ, t) dΩ. (1.10)

The Henyey-Greenstein Phase Function

The scattering phase function as seen in (1.5) describes the probability of scat-
tering from ŝ′ to ŝ. Under the assumption that tissue is isotropic in an optical
sense, the scattering phase function has the following form,

Θ(̂s · ŝ′) = Θ(cosθ), (1.11)

3Using Gauss’ theorem and the relation, ∇ · (φF) = φ∇ · F + (∇φ) · F.
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which means that the scattering probability only depend on the angle between
ŝ′ and ŝ. The scattering phase function should also be normalized, meaning
that it satisfies

∫

4π

Θ(̂s · ŝ′) dΩ′ = 1. (1.12)

Tissues are in general forward scattering media. The forward scattering
property agrees with Mie scattering4, which also predict forward scattering
nature for big particles [22, 4]. A commonly used phase function is the Henyey-
Greenstein phase function which was originally derived to be used to describe
diffuse radiation in galaxies [23]

ΘHG(cosθ) =
1

4π

1 − g2

(1 + g2 − 2gcosθ)3/2
. (1.13)

Here, g is a tunable parameter and is usually called the anisotropy factor which
is defined as

g =

∫
4π

Θ(̂s · ŝ′)(̂s · ŝ′) dΩ′
∫
4π

Θ(̂s · ŝ′) dΩ′ =

∫

4π

Θ(̂s · ŝ′)(̂s · ŝ′) dΩ′ = 〈cosθ〉 . (1.14)

Figure 1.3 shows (1.13) for three different g-factors. It is worth to notice that
the common choice to use the Henyey-Greenstein phase function is by no means
trivial, and there are discussions concerning better alternatives [24, 25].
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Fig. 1.3: The probability den-
sity function for isotropic scat-
tering.

Solution Methods for the Radiative Transport Equation

Analytical solutions to the RTE are scarce at best and only exist for very
simple cases such as one dimensional structures [26]. This section describes
two methods to find approximative solutions to the RTE.

Monte Carlo Simulation

The first method is Monte Carlo simulation, which has been used for complex
physical problems in many different fields dealing with transport equations
[27, 28, 29, 30, 31]. In tissue optics, a Monte Carlo simulation sends photons
into a predefined medium with known optical properties, and a robust random
number generator following the probability distributions in tissue is used to
determine the fate of each photon, namely if they are to be scattered, absorbed
or refracted for every distance they propagate. A package written in C for
running Monte Carlo simulation in multi-layered structures (MCML) has been
made available by Wang et al [32].

Monte Carlo simulation is actually only a discrete version of the RTE [24]
and it can give very accurate results.5 The tradeoff is the rather time consum-
ing runtime. Due to the linearity of Monte Carlo simulations, it is very well
suited for multithreading. A new accelerated method utilizing the parallelism
of GPUs6 has recently been reported [33].

4The term Mie scattering denotes scattering from spherical particles with sizes compa-
rable of the interesting wavelengths.

5This is of course ultimately limited by the accuracy of the input, i.e. the geometry,
g-factor, µa and µs.

6Graphics Processing Unit.
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PN Approximations

The second method is to use PN approximations. These are obtained by ex-
panding the interesting quantities in (1.7) using spherical harmonic expansion.
φ(r, ŝ, t) and Q(r, ŝ, t) are thus written as

φ(r, ŝ, t) =

∞∑

l

l∑

m=−l

(
2l + 1

4π

) 1
2

Ψl,m(r, t)Yl,m(̂s), (1.15)

Q(r, ŝ, t) =
∞∑

l

l∑

m=−l

(
2l + 1

4π

) 1
2

Ql,m(r, t)Yl,m(̂s) . (1.16)

Using the addition theorem [34] the phase function can be expressed as

Θ(̂s · ŝ′) =

∞∑

l

(
2l + 1

4π

)
ΘlPl(cosθ) =

∞∑

l

l∑

m=−l

ΘlY
∗
l,m(̂s′)Yl,m(̂s) . (1.17)

Writing the unit vector ŝ in spherical coordinates

ŝ =




sx

sy

sz


 =




sinθcosϕ
sinθsinϕ

cosθ


 , (1.18)

and inserting (1.15) into (1.9) and (1.10) gives us

Φ(r, t) = Ψ0,0(r, t) (1.19)

J(r, t) =




1√
2
(Ψ1,−1(r, t) − Ψ1,1(r, t))

1
i
√

2
(Ψ1,−1(r, t) + Ψ1,1(r, t))

Ψ1,0(r, t)


 , (1.20)

where the symmetry and orthogonality properties of the spherical harmonics
have been used.

Rewriting (1.7) with the expressions in (1.15) and (1.16), and taking the
inner product with Y ∗

l,m(̂s), the terms in (1.7) decouples and it is possible to
rewrite it as [35]

(
1

c

∂

∂t
+ µtr(r)

)
Ψl,m(r, t)+

1

2l + 1

(
∂

∂z
[(l+1−m)

1
2 (l+1+m)

1
2 Ψl+1,m(r, t)

+ (l − m)
1
2 (l + m)

1
2 Ψl−1,m(r, t)]

− 1

2

(
∂

∂x
− i

∂

∂y

)
[(l + m)

1
2 (l + m − 1)

1
2 Ψl−1,m−1(r, t)]

− (l − m + 2)
1
2 (l − m + 1)

1
2 Ψl+1,m−1(r, t)]

− 1

2

(
∂

∂x
+ i

∂

∂y

)
[−(l − m)

1
2 (l − m − 1)

1
2 Ψl−1,m+1(r, t)

+ (l + m + 1)
1
2 (l + m + 2)

1
2 Ψl+1,m+1(r, t)]

)

= µs(r)ΘlΨl,m(r, t) + Ql,m(r, t) (1.21)

which form an infinite set of coupled equations. The PN approximations are
obtained by assuming Ψl,m = 0 for l > N .
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P1 and Diffusion Approximation

The P1 approximation is obtained by setting N = 1. Rewriting (1.21) using
(1.9) and (1.10) yields [35]

(
1

c

∂

∂t
+ µtr

)
Φ(r, t) + ∇ · J(r, t) = µs(r)Φ(r, t) + Θ0Q0,0(r, t), (1.22)

(
1

c

∂

∂t
+ µtr

)
J(r, t) +

1

3
∇Φ(r, t) = Θ1µs(r)J(r, t) + Q1, (1.23)

where

Q1(r, t) =




1√
2
(Q1,−1(r, t) − Q1,1(r, t))

1
i
√

2
(Q1,−1(r, t) + Q1,1(r, t))

Q1,0(r, t)


 . (1.24)

Noticing that Θ0 = 1 and introducing7

Q0 = Q0,0, (1.25)

κ(r) =
1

3(µa(r) + µ′
s(r))

, (1.26)

(1.22) and (1.23) can be rearranged to

(
1

c

∂

∂t
+ µa(r)

)
Φ(r, t) + ∇ · J(r, t) = Q0(r, t) (1.27)

(
1

c

∂

∂t
+

1

3κ(r)

)
J(r, t) +

1

3
∇Φ(r, t) = Q1(r, t) . (1.28)

To arrive at the diffusion approximation, two conditions need to be fulfilled:

∂J

∂t
= 0, (1.29)

Q1 = 0 . (1.30)

Condition (1.29) is automatically fulfilled for steady state problems. For time
dependent problems, it has been shown that the condition in the frequency
domain holds if ω ≪ µ′

sc [37]. Condition (1.30) is fulfilled for isotropic sources.
This is acceptable in scattering media, where a pencil beam can be treated as
an isotropic source placed at a depth of 1/µ′

s from the surface.
Using (1.29) and (1.30) we arrive at the diffusion equation

(
1

c

∂

∂t
+ µa −∇ · κ(r)∇

)
Φ(r, t) = Q0(r, t) . (1.31)

For most applications, the absorption coefficient is much smaller than the
reduced scattering coefficient, which makes the P1 approximation adequate.
However, it is also possible to use PN approximations of higher orders. Such

7Whether or not the diffusion constant κ should depend on µa is a well discussed topic.
Furutsu et al [36] have shown that it is possible to separate scattering and absorption in the
RTE before the P1 approximation, which physically means that scattering and absorption
are independent of each other.
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approximations have been shown to provide more accurate results in highly
absorptive systems [38]. It also follows that PN approximations of higher or-
ders will mainly affect the transient, with negligible difference to the diffusion
approximation after a delayed time td = r/c, where r is the radial part using
spherical coordinates [35].

It should also be mentioned that the validity of the diffusion approximation
is dependent on source-detector separations for some given optical properties.
For small source-detector separations, the diffusion approximation is in general
not the method of choice [38, 39].



CHAPTER 2
Upconverting Nanocrystals

Upconversion is a process that occurs when two or more photons are absorbed
and a photon of higher energy, than those of the incoming photons, is released.
The process is most easily observed in materials containing a meta-stable state
that can trap one electron for a long time, increasing the interaction-probability
with another arriving photon [40]. This concept is employed in infrared mark-
ers, where visible light is used to charge the markers to a very long-lived meta-
stable state, the markers will then emit visible light when exposed to infrared
light.

Under coherent pumping, more complex upconversion phenomenas can be
observed. It has been understood that the upconverted luminescence observed
under these conditions results from a combination of several processes.

In this work, solids doped with different rare earth ions are used to obtain
upconversion.

2.1 Upconversion Processes in Rare Earth-doped Solids

The concept of upconversion in ion-doped solids was first proposed by Bloem-
bergen in 1959 [41]. He described a method to detect infrared radiation by
converting it into visible light. However, the intensity of black body radiators
were too low to allow the upconversion to work in the way described in the
article. Even though upconversion is possible for low intensity light sources, it
usually happens due to another process, which will be described in this chapter,
rather than the excited state absorption (ESA) process described by Bloember-
gen. With the invention of the laser, the upconverting processes could be more
thoroughly studied. Today, the processes are better understood [42].

The topic has been reviewed by Auzel in 2004 [42], which we refer to when
nothing else is specified.

Rare Earth Ions

Solid state upconverting materials are often fabricated by doping the materials
with rare earth ions. The rare earths fills their outer electron shells before their

9
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inner shells, giving them sharp atomic-like spectral lines, even when bound in
solid materials [43, 44]. Upconversion processes involving rare-earth ions have
been observed in many types of solid hosts, including crystals, silica fibers and
waveguides, as well as bulk materials.

The processes involve energy transfer between rare earth ions of the same
kind as well as different kinds. The first ion being excited is called a sensitizer ,
and the ion to which the energy is transferred to is called an activator .1

Involved Upconversion Processes

Upconversion can happen due to numerous processes, which impact the up-
conversion process differently depending on the ion pairs and the excitation
intensities.

Fig. 2.1: Radiative and non-
radiative energy transfer.

Fig. 2.2: Resonant and non-
resonant energy transfer.

Some of the processes involve energy transfer between ions. This energy dif-
fusion, can be radiative or non-radiative, resonant or non-resonant, see Fig. 2.1
and Fig. 2.2. In the radiative case, a photon is released from the sensitizer
and absorbed by the activator, while in the non-radiative case, the excitation
energy will jump from one ion to the other via an electrostatic interaction.
The two cases can be experimentally distinguished. The radiative transfer is
dependent on the shape of the sample and also affects the emission spectrum
as well as the lifetime of the activator. When the transition is non-resonant,
it has to be phonon-assisted. The non-resonant transitions are encountered
for higher energy differences between rare-earth ions compared to other solid
materials, especially in the non-radiative case.

The ETU and ESA processes which are discussed below are illustrated in
Fig. 2.3.

ESA (Excited-State Absorption) Excited state absorptions happen when
an ion, being in an excited state, absorbs one more photon. The probability for
this process is usually small, and can only be observed under coherent pumping.

ETU (Energy Transfer Upconversion) Energy transfer upconversion2

is a process involving energy transfer between ions. Here, an activator in an
excited state is considered. Energy can then be transferred non-radiatively from
a sensitizer. This is possible because only energy differences are significant in
preserving the energy. This effect is usually efficient and dominating in the
most efficient materials.

Fig. 2.3: Comparison of ETU
(left) and ESA (right) upcon-
version.

Cooperative Upconversion Cooperative upconversion can be of two dif-
ferent kinds, cooperative sensitization or cooperative luminescence. In the first
case, two sensitizers simultaneously give their energies to one activator, and
in the second case, two excited ions give away their energies simultaneously,
sending out a photon of the double energy.

The Photon Avalanche Effect The photon avalanche effect is very com-
plex and has been given its name because the resemblance to the avalanche

1The terminology donor and acceptor is also being used in the literature.
2Auzel prefers to call it the Auzel APTE effect, for addition de photon par transferts

d’energie.
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Table 2.1: Typical efficiencies of different upconversion processes. The efficiencies are
presented in the form of normalized values, assuming a two-photon process. Data are taken
from [42].

Process Material Efficiency η2p (cm2/W)

ETU YF3:Yb:Er 10−3

ESA SrF2:Er 10−5

Cooperative sensitization YF3:Yb:Tb 10−6

Cooperative luminescence Yb:PO4 10−8

Second harmonic generation KDP 10−11

2-photon absorption CaF2:Eu2+ 10−13

effect in semiconductors. This effect, which is not being described in detail
here, is a result of cross-relaxation between ions and has a distinct threshold.

Efficiency and Power Dependence of the Upconverted
Luminescence

The common way to define an efficiency is [40]

η =
I(ωf)

I(ωe)
, (2.1)

where I(ωf) is the fluorescence intensity and I(ωe) is the excitation intensity.
However, assuming a two-photon process, η is linearly dependent on the exci-
tation itensity. Therefore, to get a quantity that is independent of excitation
intensity, the two-photon efficiency is defined as the efficiency normalized with
the excitation intensity,

η2p =
I(ωf)

I(ωe)2
. (2.2)

Note that the units of η2p are cm2/W. In table 2.1, the typical efficiencies in
solid materials for different upconversion processes are listed. Different pro-
cesses are usually present at the same time, but the values give a hint of their
relative contribution.

Using low intensities that do not cause any saturation effects, the power
dependence for all processes involving n photons, goes as Pn. Real upconvert-
ing systems can be very complex, involving a lot of intermediate steps, as will
be seen in Section 2.4. Saturation often occur at some point in the process,
modifying the power law which states that a process showing a power depen-
dence Pn involves at least n photons. This has in many cases, for example,
for the blue emission line in the Yb3+–Tm3+–pair, led to confusion. This line
is a result of a three-photon-upconversion process, but has a quadratic power
dependence due to saturation in an intermediate step.

2.2 A Simple Model — The Three Level System

It is quite easy to describe the upconversion processes using a simple model with
rate equations. Here, the simplest possible case is considered, which is a two-
photon upconversion process in a three-level system with resonant levels. The
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number of electrons in different energy levels in both sensitizers and activators
are treated as one quantity. Also, the following assumptions are made [45]:

1. Ground-state bleaching is negligible, i.e. the ground state population
N0 = const.

2. The system is pumped by countinous wave (CW) light, that excites the
first level.

3. Upconversion is due to either ETU or ESA.

4. The excited states have lifetimes τ1 and τ2, respectively.

In the following, the two cases of ETU and ESA will be treated separately. It
will be shown that both processes lead to a quadratic power dependence for the
upconverted light under low pump powers, and a linear dependence for high
pump powers. The power dependence of the reemitted light at the excitation
wavelength will, however, differ.

Power Dependance for ESA

The three-level model for ESA as the upconversion mechanism is shown in
Fig. 2.4. The rate equations becomes

dN1

dt
= ρσ0N0 − ρσ1N1 − N1/τ1, (2.3)

dN2

dt
= ρσ1N1 − N2/τ2, (2.4)

where ρ = λI/hc is proportional to the pump power. σ0 is the cross section
for ground state absorption (GSA) and σ1 for excited state absorption. In

Fig. 2.4: Three-level model
for ESA upconversion.

the steady-state case, it is always true that N2 ∝ PN1. If the pump intensity
is low, the ESA term (the second one on the right hand side of (2.3)) can be
neglected, giving N1 ∝ P , because N0 is treated as a constant. Together, this
gives N2 ∝ P 2, implying that the power dependence of the upconverted light
is quadratic while the power dependence of the light emitted at the excitation
wavelength is linear.

On the other hand, if the pump power is strong, the spontaneous decay term
in (2.3) can be neglected and N1 ∝ N0, giving N2 ∝ PN1 ∝ P . Thus, for high
pump powers, the upconverted light shows a linear power dependence while
the intermediate level population N1 is constant, as a result, the luminescence
at the excitation wavelength becomes proportional to P .

Power Dependance for ETU

In Fig. 2.5, ETU is described in a three-level system. ETU is a process involving
two ions being in the first excited state, and therefore, it is proportional to N2

1 .
The rate equations become

Fig. 2.5: Three level model
for ETU.

dN1

dt
= ρσ0N0 − 2WN2

1 − N1/τ1, (2.5)

dN2

dt
= WN2

1 − N2/τ2, (2.6)
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where W is a parameter describing the strength of the ETU process. For the
steady-state solution, it follows from (2.6) that N2 ∝ N2

1 . If the pump power is
low, the upconversion term in (2.5) can be neglected and N1 ∝ P . For N2, this
again gives N2 ∝ P 2, implying that the upconverted light shows a quadratic
power dependence and the emitted light at the excitation wavelength shows a
linear dependence.

For high pump powers, the upconversion term in (2.5) dominates over the
spontaneous emission and N1 ∝ P 1/2. In this case, N2 ∝ N2

1 ∝ P , i.e. a linear
power dependence for the upconverted light and a P 1/2-dependence for the
emitted light at the excitation wavelength.

2.3 Nanosized Upconverting Crystals

The first nanosized upconverting particles presented were lanthanide doped
oxides (Y2O3), mainly because those were easy to fabricate [46]. The focus has
then been shifted towards fluorides because of their higher efficiencies. The
higher efficiencies can be explained by the low phonon energies in fluorides,
which lower the probability for non-radiative decay [47].

The material, which recently has gained increased interest, is sodium yt-
trium tetrafluoride (NaYF4), co-doped with either Yb3+/Er3+ or Yb3+/Tm3+.
NaYF4 can crystallize in two phases, cubic or hexagonal, called α-NaYF4 and
β-NaYF4, respectively. The upconverted luminescence from the β-phase ma-
terial is approximately one order of magnitude higher compared to the upcon-
verted luminescence from the α-phase [48].

The luminescence from the nanosized particles is two to three magnitudes
lower than from the bulk form of the crystals. This is mainly because of two
factors. First, the particles crystallizes in the α phase with the fabrication
methods used initially. Notice that currently, it is also possible to fabricate
nanosized particles in the hexagonal phase [49]. Second, the particles contain
small OH−-impurities, along with the fact that many Er3+ and Tm3+ pairs
are situated close to the surface, causes them to be sensitive to quenching by
the solvent. [18]

Disregarding the efficiency differences, the particles have also shown other
interesting size-dependent properties. For example, the ratio between the dif-
ferent emission lines is different for nanoparticles and bulk material.

Bioimaging Applications

Because of their unique optical properties, upconverting nanoparticles have
been proposed as biological markers for different bioimaging applications [19,
48, 46, 50]. There are cheap laser diodes at the excitation wavelength of 980 nm,
which is a very suitable wavelength for bioimaging applications since the light
penetrates relatively deep in tissue, which lowers the risk of photodamage.
With Stokes-shifted fluorophores, the signal quality is usually limited by tissue
autofluorescence. With upconverting nanocrystals, one will not suffer from any
autofluorescence, hence giving the possibility to obtain better contrast.

To be able to use the particles in vivo, all particles have to be optically
identical and biocompatible. Because of the size dependent optical properties
of the particles, they must have a narrow size distribution [46]. The bare
particles described above are not biocompatible since they are not soluble in
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water.3 In addition, the particles also need to be biofunctionalized, giving them
for example tumor seeking abilities. The work for achieving this is under way
in different research groups around the world.

Water Solubility

In order to obtain water soluble particles, they have to be given some polarity.
A brief summary of some of the current employed methods is given below.

A straightforward way to make the particles water soluble is to coat the
particles with a structure that is polar. The most widely used coatings are
polymers and silica. Both synthetic polymers, for example, Polyethylene glycol
(PEG), and natural polymers have been studied. It has been shown that these
polymers are stable in biological environments and do not interfere with the
optical properties of the nanocrystals in any significant negative way [51, 52,
53, 54]. Coating the particles with silica usually gives a slightly poorer water
solubility compared to polymers. However, silica is very robust, which can be
a very important factor to consider if the coated particles are used in biological
environments [55, 56].

There are also reports of fabricating water soluble particles without coat-
ings. Wang et al., have shown that it is possible to attach hydroxyl groups to
the surfaces of the particles either by chemical bonds or physical absorption
[57]. Hydroxyl groups are by definition formed by covalent binding, and the
final structure usually have polar properties. This method can unfortunately
cause significant quenching effects of the luminescence via non-radiative de-
cays. In addition, without a stable protective coating, they might not be as
suitable in biological environments as their coated counterparts.

Functionalization

Functionalization of the upconverting nanoparticles is a hot field that is rapidly
developing very much thanks to the experience and knowledge obtained from
functionalizing quantum dots [14], where some methods are applicable on up-
converting rare-earth doped nanoparticles. Early studies of functionalization
of upconverting nanoparticles have been reported and the prospects are very
promising [58, 59].

2.4 Particles Used in This Work

The particles used in this thesis were fabricated under a collaboration project
by Harbin Institute of Technology. The particles were NaYF4-crystals prepared
according to the method described in [60], doped with a combination of Yb3+

and Tm3+. The energy diagrams for the two ions are shown in Fig. 2.6. Fig-
ure 2.7 shows the emission spectrum for the nanoparticles, the blue emission
line at 477 nm is only visisble for higher pump intensities. The pump-power de-
pendence of the 800 nm line was measured to be quadratic using low intensities,
as seen in the inset of Fig. 2.7.

3Although particles prepared with some methods can form transparent colloids in non-
polar solvents.
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Fig. 2.6: Upconversion processes

in the Yb3+–Tm3+ ion pair. Non-
radiative upconverting processes
are illustrated with dashed arrows
and non-radiative decays are omit-
ted for clarity. The figure is drawn
according to the results in [47, 61,
62].
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Fig. 2.7: Emission spectrum
recorded for the nanoparticles un-
der 980 nm excitation with an in-
tensity of 6 W/cm2. The inset
shows the pump-power dependence
of the interesting 800 nm line mea-
sured under low intensities.





CHAPTER 3
Optical Tomography

In two dimensional optical imaging, a picture is taken of the light distribu-
tion on the surface. This cannot resolve the depth or concentration of the
fluorophore. Optical tomography aims at reconstructing the fluorophore dis-
tribution in three dimensions [63]. This is important, for instance, to monitor
biological responses from drugs on cancer tumor over a period of time, without
sacrificing the animals.

The procedure resembles those used for computed tomography (CT), but in
contrast to X-rays, photons in the optical regime are highly scattered in tissue.
The tissue usually needs to be illuminated at multiple positions and the signal
is also collected at multiple positions.

The aim of optical tomography, in the general case, is to reconstruct the
optical parameters in the RTE, µa and µs, in every pixel of the three dimensional
domain. The measurement procedure can be described by a non-linear operator

y = F (p), (3.1)

mapping the optical parameters in every point pi,j = (µa, µs)i,j into the mea-
surements, represented by a vector y. The solution to the problem is then
given by

p = F−1(y). (3.2)

To solve the inverse problem, different approaches have been investigated. The
use of back-projection algorithms like those used in X-ray CT, have been pro-
posed which as of today have not been successful. Perturbative methods, which
linearize F around an initial guess, together with non-linear optimization meth-
ods, which seeks to repeatedly update and estimate the solution, have been the
most promising approaches so far. It has been demonstrated that optical to-
mography, i.e. to find the parameters µa and µs in every point, is not possible
in the steady-state case. To be able to decouple the two parameters, the mea-
surements need to be performed in the time or frequency domain. [64, 65]

A special case of optical tomography is Fluorescence Molecular Tomogra-
phy, (FMT). Here, fluorescent contrast agents are used, and the fluorescent
yield, which is proportional to the concentration of the fluorophore, represents

17
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the unknown. If reasonable approximations are introduced, the problem be-
comes linear. Also the fluorophore lifetime can be used as contrast, but this of
course requires measurements in the time or frequency domain [66].

This chapter begins with derivations of some useful analytical solutions.
Then, a model and necessary boundary conditions are introduced. The chapter
ends with an overview of the computational methods used in optical tomogra-
phy and a discussion of some issues arising when using fluorophores showing a
quadratic power dependence.

3.1 Analytical Solutions for the Diffusion

Approximation

In section 1.2, it was shown that under certain conditions, the Boltzmann equa-
tion can be approximated with the diffusion approximation. In some simple
geometries, analytical solutions can be found. In the following section, the
Green’s function for an infinite homogenous medium is derived. From this
function, also the Green’s function for a semi-infinite medium, a slab and a
sphere can be found using the technique of mirrored sources [1].

Even if realistic tissue is inhomogenous and does not have some of the simple
geometries mentioned above, the analytical Green’s function is a very useful
tool for approximations and for efficient calculations.

Green’s Function for the Diffusion Equation

For a homogenous medium, the diffusion equation is given by

(
1

c

∂

∂t
+ µa − κ∇2

)
Φ(r, t) = Q(r, t), (3.3)

where Φ(r, t) is the fluence rate at point r at time t and κ = 1/3(µ′
s +µa) is the

diffusion coefficient.1 After a Fourier transform, the equation takes the simple
form (

iω

c
+ µa + κ|k|2

)
Φ̃(k, ω) = Q̃(k, ω). (3.4)

To get the Green’s function for a homogeneous infinite medium, the equa-
tion should be solved with the source term Q(r, t) = δ(r − y)δ(t− s), or in the

Fourier domain, Q̃(k, ω) = eik·ye−iωs. From (3.4) it follows that

Φ̃(k, ω) =
ei(k·r−ωs)

iω/c + µa + κ|k|2 . (3.5)

Taking the inverse transform gives

Φ(r, t) =
1

(2π)4

∫∫
Φ̃(k, ω)ei(r·x−ωt) d3kdω (3.6)

=
1

(2π)4

∫∫
e−i(r·(x−y)−ω(t−s))

iω/c + µa + κ|k|2 d3kdω. (3.7)

1The definition of κ is a well discussed topic. An alternative definition is κ = 1/3µ′

s. See
section 1.2.
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Writing ξ = |r − y| and τ = t − s, and changing to spherical coordiantes with
r = |k|, while noting that k · (r − y) = rξ cos θ, the integral becomes

Φ(r, t) =
1

(2π)4

∫ ∞

−∞

∫

Ω

e−i(rξ cos θ−ωτ)

iω/c + µa + κr2
r2 sin θ dθ dr dϕdω, (3.8)

where Ω represents the whole k-space. Carrying out the integration with re-
spect to ϕ and θ leads to

Φ(r, t) =
1

(2π)3

∫ ∫

Ω

e−i(rξ cos θ−ωτ)

iω/c + µa + κr2
r2 sin θ dθ dr dω (3.9)

=
1

(2π)3

∫ ∫

Ω

r2eiωτ

iω/c + µa + κr2

[
e−irξ cos θ

irξ

]π

θ=0

dr dω (3.10)

=
1

4π3ξ

∫ ∞

0

r sin(rξ)

∫ ∞

−∞

eiωτ

iω/c + µa + κr2
dω dr. (3.11)

The ω-integral

The integral to solve is the complex integral
∫ ∞

−∞

eizτ

iz/c + µa + κr2
dz, (3.12)

along the real axis. The contour used is illustrated in Fig. 3.1. The function
has a pole of first order at z = ic(µa + κr2). The residue at the pole is

−ice−ic(µa+κr2)τ , and the value of the integral is 2πce−c(µa+κr2)τ .2

Fig. 3.1: Integral contour
used to solve (3.12).The r-integral

Putting the result from the calculation of the ω-integral above into (3.11), leads
to

Φ(r, t) =
c

2π2ξ
e−cµaτ

∫ ∞

0

re−cκτr2

sin(rξ) dr. (3.13)

After some algebra, a primitive can be found,

∫ ∞

0

r sin(rξ)e−cκτr2

dr =
1

2i

∫ ∞

0

re−cκτ(r2−i ξr
cκτ ) dr−

− 1

2i

∫ ∞

0

re−cκτ(r2+i ξr
cκτ ) dr (3.14)

Splitting up the exponent in two parts and introducing the new variable u =
(r − iξ/2cκτ)

√
cκτ give

∫ ∞

0

re−cκτ(r2−iξr/cκτ) =

∫ ∞

0

re−cκτ(r−iξr/2cκτ)2e−ξ2/4cκτ dr =

=
e−ξ2/4cκτ

√
cκτ

∫ ∞

0

(
u√
cκτ

+ i
ξ

2cκτ

)
e−u2

du =

=
e−ξ2/4cκτ

√
cκτ

(
2√
cκτ

+ i
ξ
√

π

4cκτ

)
, (3.15)

2That the integral along the contour around the upper half plane becomes zero is guar-
anteed by Jordan’s lemma.
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and the same with opposite sign on the imaginary part for the second term in
(3.14). The r-integral eventually becomes

∫ ∞

0

r sin(rξ)e−cκτr2

dr =

√
π

(cκτ)3
ξ

4
e−ξ2/4cκτ . (3.16)

Putting this result into (3.13) the Green’s function is finally given by

Φ(r, t;y, s) =
1

8
√

(πκτ)3c
e−ξ2/4cκτe−cµaτ , (3.17)

with ξ = |r − y| and τ = t − s.

Steady-state Green’s Function

For the steady-state case, the time derivative equals zero, and (3.3) becomes

(
µa − κ∇2

)
Φ(r) = Q(r). (3.18)

To get the Green’s function, the right hand side should be Q(r) = δ(r − y). In
the Fourier domain, the equation is

(
µa + κ∇2

)
Φ̃(k) = eik·r. (3.19)

The solution in the Fourier domain is

Φ̃(k) =
eik·r

µa + κ|k|2 . (3.20)

Taking the inverse transform gives

Φ(r) =
1

(2π)3

∫

Ω

e−ik·(r−y)

µa + κ|k|2 d3k. (3.21)

A change to spherical coordinates, noting that k · (r − y) = rξ cos θ, with r =
|k| and ξ = |r − y|, gives

Φ(r) =
1

(2π)3

∫

Ω

e−irξ cos θ

µa + κr2
r2 sin θ dr dθ dϕ (3.22)

=
1

(2π)2

∫ ∞

0

r2

µa + κr2

∫ π

0

e−irξ cos θ sin θ dθ dr. (3.23)

The θ-integral can be solved simply by using the primitive function,

∫ ∞

0

e−irξ cos θ sin θ dθ =

[
e−irξ cos θ

irξ

]π

θ=0

= 2 sin(rξ)/rξ. (3.24)

Putting the result into (3.23) gives

Φ(r) =
1

2π2ξ

∫ ∞

0

r

µa + κr2
sin(rξ) dr =

1

4π2ξ

∫ ∞

−∞

r

µa + κr2
sin(rξ) dr,

(3.25)
where the last equality follows from the function being even.
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It is easier to solve the complex integral

∫ ∞

−∞

zeizξ

µa + κz2
dz, (3.26)

along the real axis, whose imaginary part is proportional to (3.25). Taking the
countur around the upper half of the complex plane, see Fig. 3.2, noting that
the integrand has a pole in z = i

√
µa/κ, the integral gets the value3

2πi
e−ξ

√
µa/κ

2κ
. (3.27)

Putting the imaginary part into (3.25) eventually gives the Green’s function as

Φ(r;y) =
1

4πκξ
e−µeffξ, (3.28)

with µeff =
√

µa/κ.

Fig. 3.2: Integral contour
used to solve (3.26).3.2 Boundary Conditions

How to apply the correct boundary conditions is a non-trivial topic. In the
RTE, the boundary condition states that photons exiting the boundary are
lost. This condition can not be completely fulfilled by the diffusion equation.
Instead, it is assumed that the total amount of inward-travelling fluence current
should be zero [67],

∫

ŝ·n̂<0

ŝφ(r, ŝ, t) dΩ = 0 , r ∈ ∂Ω, (3.29)

which eventually leads to the Robin conditions

Φ(r) + 2κ(r)n̂ · ∇Φ(r) = 0 , r ∈ ∂Ω. (3.30)

Equation (3.30) only holds if there are no diffuse reflections from the surface.
To account for the diffuse reflectance, Groenhuis et al. [68] suggest to let the
total inward-travelling photon current be equal to the total outward-travelling
photon current weighted by a reflection factor A

∫

ŝ·n̂<0

ŝφ(r, ŝ, t) dΩ =

∫

ŝ·n̂>0

A(̂s)̂sΦ(r, ŝ, t) dΩ , r ∈ ∂Ω, (3.31)

which leads to
Φ(r) + 2Aκ(r)n̂ · ∇Φ(r) = 0 , r ∈ ∂Ω. (3.32)

Using Fresnel’s law, A can be expressed as

A =
2/(1 − R0) − 1 + |cos θc|3

1 − |cos θc|2
, (3.33)

where θc is the critical angle for total internal reflection. The above equation
has been justified through comparisons with Monte Carlo simulations [69].

3The convergence of the integral along the upper contour can also here be guaranteed
according to Jordan’s lemma.
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3.3 The Forward Model

In the diffusion approximation, the excitation field is determined by the diffu-
sion equation,4 (

µe
a − κe∇2

)
Φe(r) = S(r), (3.34)

where µe
a and κe is the absorption coefficient and diffusion coefficient for the

excitation wavelength, respectively. S(r) is a source function, in this case
describing the power density of the light source. The fluorescence field is gov-
erned by the same diffusion equation, only with different coefficients, due to
the different optical properties at the different wavelength,

(
µf

a − κf∇2
)
Φf(r) = n(r)Sf [Φe(r)] . (3.35)

Here, n(r) is the fluorophore number density, and Sf [Φe(r)] is a function de-
scribing how the fluorescence depends on the excitation field. For ordinary
organic fluorophores, Sf [Φe(r)] = ησΦe(r), η denoting the fluorophore quan-
tum yield and σ the absorption cross section at the excitation wavelength, thus
the relation is linear [70].

The upconverting nanoparticles have a non-linear power dependance, due
to more than one photon being involved in the upconversion process, see chap-
ter 2. The function is rather of the form Sf [Φe(r)] = C (Φe(r))

γ
, where C is

a constant describing the upconversion efficiency of the particles, and γ deter-
mines the power dependance.5

All together the problem is described by a system of two coupled differential
equations,

(
µe

a − κe∇2
)
Φe(r) = S(r), (3.36)

(
µf

a − κf∇2
)
Φf(r) = n(r)CΦe(r)

γ . (3.37)

The system is linear in the fluorophore number density, n(r). The solution to
the system can be expressed as

Φe(r) =

∫

Ω

Ge(r, r
′)S(r′) d3r′, (3.38)

Φf(r) =

∫

Ω

Gf(r, r
′)n(r′)CΦe(r

′)γ d3r′, (3.39)

where Ge(r, r
′) and Gf(r, r

′) are the Green’s functions for the first and second
equation, respectively.

Detected Quantity In non-invasive measurements, only photons exiting the
boundary will be detected, which can be expressed as

Γ(r) = −κ(r)n̂ · ∇Φf(r) =
1

2A
Φf(r), r ∈ ∂Ω, (3.40)

where the boundary condition in (3.32) has been used.

4In this equation, the absorption of the fluorophores has been neglected on the right
hand side. The change in total absorption caused by the fluorophores can be considered to
be small. This approximation is referred to as the first Born approximation.

5For the particles used in this thesis under the intensities obtainable in scattering medium,
γ ≈ 2.0, derived experimentally.
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The Light Source In many applications, the light source is modeled as an
isotropic point source at the distance 1/µ′

s from the boundary, where the first
scattering event occurs.

A more realistic model could use a source of exponential decay in the di-
rection of the incoming light,

S(r) = S0µ
′
se

−µtr|z−zs|δ(x − xs, y − ys), (3.41)

for a source of strength S0 at position rs = (xs, ys, zs).

3.4 The Inverse Problem

The inverse model aims to find n(r) in (3.39) given measurements of the fluo-
rescent field, and in some cases, also the excitation field. This can be achieved
by calculating the sensitivity profiles from every source-detector pair, via the
emission light from a fluorophore, and finding the most likely fluorophore dis-
tribution. The problem can hence be formulated as an optimization problem
which will be further discussed below.

Normalized Approach

Until now, all quantities discussed have been expressed in absolute values.
In an experimental setup, coupling the measured quantities to the absolute
quantities will always be a problem. In this section, it is shown that measuring
also the excitation light at the detector positions can help to solve some of
these problems.

With a detector, for example a charge-coupled-device (CCD) camera, the
signal Θd is proportional to the amount of light that exits the phantom,

Θf = CdΓf(rd), (3.42)

where Cd is a coupling constant. A laser beam of power Ps, creates a source
of strength S0 = CsPs. Assuming a point source at position rs, the expression
for the detected excitation light at position rd is

Θe = CdΓe(rd) =
CdCsPs

2A
Ge(rd, rs). (3.43)

Using this together with (3.39) and (3.40) in (3.42) gives

Θf =
Cd(CsPs)

γ

2A

∫

Ω

Gf(rd, r′)n(r′)Ge(r
′, rs)

γ d3r′. (3.44)

The data function for a source-detector pair is then defined as 6

D(rd, rs) =
Ge(rd, rs)

(CsPs)γ−1
× Θf

Θe
. (3.45)

6The choice to normalize with the excitation field is not obvious. For ordinary flu-
orophores with γ = 1, a normalization of the excitation field will make all the coupling
constants disappear. In the case with γ 6= 1, it will make the coupling constants on the
detector side disappear.
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From (3.44) and (3.43), the final equation can be written

D(rd, rs) =

∫

Ω

Gf(rd, r′)n(r′)Ge(r
′, rs)

γ d3r′. (3.46)

All Green’s functions here can be calculated, analytically or numerically, and
the two quantities Θf and Θe represent the measurements. The laser power Ps

can easily be determined and the only nuisance is the coupling constant Cs,
which in a simple experimental setup has approximately the same value for all
source positions.

Discretization of the Problem

To solve equation (3.46) for the unknown quantity n(r), the equation needs to
be discretized. If the domain Ω is discretized into Nvoxels voxels, the integral
can be written as a sum,

D(rd, rs) =

Nvoxels∑

i=1

Gf(rd, ri)n(ri)Ge(ri, rs)
γδVi, (3.47)

where δVi is the volume of voxel i. Each source-detector pair gives rise to
an equation of the form of (3.47), forming a system of equations that can be
written in the matrix form,




J11 J12 . . . J1Nvoxels

J21 J22 . . . J2Nvoxels

...
...

...
JNeq1 JNeq2 . . . JNeqNvoxels




︸ ︷︷ ︸
J




n(r1)
n(r2)

...
n(rNvoxels

)




︸ ︷︷ ︸
δ

=




D1

D2

...
DNeq




︸ ︷︷ ︸
Φ

. (3.48)

The matrix elements of J are of the form

Jni = Gf(rd, ri)Ge(ri, rs)
γδVi, (3.49)

and represents the n:th source-detector pair, and the elements in Φ are the
functions D(rd, rs), defined in (3.45), for the n:th source-detector pair.

Computational Method

In most cases, (3.48) is underdetermined and a unique solution cannot be
found. However, by including additional information to the problem, δ can
still be computed. This process is called regularization. In the case for the
diffusion equation, the solution is expected to be smooth, which can be seen as
additional information to the problem.

A more straightforward way of dealing with the ill-posedness is to acquire
more information by performing more measurements, which means to sacrifice
time to improve ill-posedness. Since the problem is usually quite time consum-
ing, a fast algorithm would be required for the calculations. By using various
symmetry relations to develop fast inversion algorithms, Panasyuk et al. have
shown experimentally that the ill-posedness can be partially alleviated by using
very large data sets, i.e. ≥ 107 independent measurements [70, 71].
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Computing the quantities needed to solve the inverse problem in the for-
ward model can be done in a variety of ways. Two popular methods are the
finite element method (FEM) and the finite difference method (FDM) [35]. In
this thesis, the FEM was chosen to solve the diffusion equation for the forward
model. FEM is a numerical method well suited for approximating solutions
to elliptic partial differential equations by discretizing the domain into a finite
number of elements. On each element, the solution is approximated by a poly-
nomial function. A full description of the FEM formulation is beyond the scope
of this thesis, and the interested reader could, for example, consult [72, 73].

The goal in fluorescence tomography is to find the absorption or number
density of the fluorophore in every voxel. More precisely, this means to min-
imize the differences between the measured Θm

f and the calculated Θc
f at the

surfaces by adjusting the spatial distribution of the fluorophores inside the
object of interest. Note that the minimization procedure aims at finding an
approximate inverse to (3.48). Since the fluorophore concentration is linear
with the absorption, by knowing the source term Θc

e for the fluorophores, the
objective function which is to be minimized can be expressed as [74]

χ2 =

M∑

i=1

(
Θc

fi(n) − Θm
fi

)2
=

M∑

i=1

R2
i (n) = ‖R(n)‖2, (3.50)

where M is the total number of measurements, n = (n1, n2, . . . , nN ) is the
input vector containing information about the fluorophore distribution, and
the residuals Ri are introduced to make matter easier. The minimum of the
objective function can be found by solving7

∇χ2 = 0. (3.51)

Taylor expanding ∇χ2 and neglecting higher order terms around some initial
fluorophore distribution guess, n0, give

∇χ2 ≈ ∇χ2
(
n0

)
− h · ∇2χ2

(
n0

)
, (3.52)

where h = n0 −n. Writing ∇χ2 = 0 with the Taylor expanded expression and
rearranging lead to

h · ∇2χ2
(
n0

)
= ∇χ2

(
n0

)
. (3.53)

Introducing the Jacobian matrix,

J =




∂R1

∂n1

∂R1

∂n2
. . . ∂R1

∂nN

∂R2

∂n1

∂R2

∂n2
. . . ∂R2

∂nN

...
...

...
∂RM

∂n1

∂RM

∂n2
. . . ∂RM

∂nN




, (3.54)

7Solving ∇χ2 = 0 to minimize χ2 essentially means to use Newton’s optimization method
instead of gradient descent method. Provided that the initial guess is somewhat close to the
solution, this should give a faster convergence. It can be realized by, for example, considering
how the parameters are updated at each iteration. Using gradient descent, the parameter
will typically be updated as µk+1

x = µk
x − δ∇χ2, meaning smaller steps where the gradient

is small and larger steps where the gradient is large, which is exactly the opposite of what
is wanted for a ’healthy’ iteration method. Furthermore, gradient descent does not take the
curvature difference for different directions into account. For example, for a long narrow
valley, one should move with large steps along the base of the valley, and small steps in the
directions of the walls. However, gradient descent will result in more motion in the directions
of the walls than along the base.
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and the Hessian matrix which is approximated by H ≈ 2JTJ, (3.53) can be
rewritten in a more compact form

JTJh = JTR = JT (Θc
f − Θm

f ) , (3.55)

since
∇χ2 = 2JTR. (3.56)

Levenberg proposed to introduce a damping factor,8 λ, which originally was
meant to be tunable to bring the algorithm closer to gradient descent for big
λ, and Gauss-Newton for small λ. Equation (3.55) now becomes

(JTJ + λI)h = JT (Θc
f − Θm

f ) . (3.57)

h can now be updated for every iteration by repeatedly solving

h = (JTJ + λI)−1JT (Θc
f − Θm

f ) . (3.58)

Depending on the convergence rate, λ can be adjusted on each iteration until
a satisfactory result is obtained.

If λ is large, the Hessian matrix JTJ might have a very small contribution.
Marquardt provided the insight to replace I with the diagonal of the Hessian
matrix, i.e.

h = (JTJ + λ · diag(JTJ))−1JT (Θc
f − Θm

f ) , (3.59)

which can be seen as a scaling factor to ensure good step sizes. Note that the
Moore-Penrose inverse,

(JTJ + λI)−1h = JT(JJT + λI)−1, (3.60)

can be identified in (3.58), which has been shown to be highly suitable for
underdetermined systems [75].

8Which really is the regularization factor here [74, 35], since it is used in helping to solve
ill-posed problems.



CHAPTER 4
Experimental

To determine whether or not upconverting nanocrystals could be used as a
fluorophore for in vivo applications, two studies were performed in this thesis.
Section 4.1 demonstrates the differences in contrast using traditional downcon-
verting fluorophores and upconverting nanocrystals and is largely based on the
work presented in [76]. Section 4.2 demonstrates the simulations performed for
tomographic reconstruction using upconverting nanocrystals.

The systems used for data collection are shown schematically in Fig. 4.1.
The tissue phantom consisted of a solution of intralipid and ink with optical
properties determined by a time-of-flight spectroscopy system [77]. The flu-
orophores were contained in capillary tubes with inner diameters of 2.4 mm.
The concentrations of the fluorophores were 1 wt% for the nanoparticles and
1 µM for the DY-781. The concentration of the nanoparticles was chosen to
have a reasonable correspondence with studies using quantum dots [14, 13]. In
those studies, approximately 1 nmol of CdSe quantum dots were injected into
a mouse (∼ 18 g). If the quantum dots are distributed homogeneously in mice,
it would give a weight concentration of approximately 0.01 wt%. In a realis-
tic case, functionalized quantum dots would be used, giving a selective tumor
accumulation. Since the nanoparticles have molar mass of the same order of
magnitude as the quantum dots, the concentration of 1 wt% used in this thesis
seems acceptable.

Using two step motors from a CNC machine, the fiber coupled lasers could
be raster scanned. An image was acquired for each scanned position with an
air cooled CCD camera sitting behind two dielectric bandpass filters centered
at 800 nm.

4.1 Autofluorescence Insensitive Fluorescence Molecular

Imaging

Fig. 4.1: (a) The setup
used for fluorophore imaging
(epi-fluorescence). (b) The
thought setup used for fluo-
rophore reconstruction (transil-
lumination).

An epi-fluorescence setup was used for this study. The optical properties of the
phantom was chosen to be µ′

s = 6.5 cm−1 and µa = 0.44 cm−1 at 660 nm, which
fall into the range of those found in small animals [78, 5]. The capillary tubes
containing the fluorophores, DY-781 and NaYF4:Yb3+/Tm3+, were submerged

27
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to a depth of 5 mm, where the depth was taken as the distance from the front
surface of the tubes to the surface of the phantom. DY-781 was chosen in
order to get a fair comparison, since it emits at 800 nm too and has a quantum
efficiency on par with more commonly used dyes, for example the rhodamine
class. Two diode lasers were used to excite the fluorophores. DY-781 was
excited at 780 nm, and the nanoparticles were excited at 980 nm. The lasers
were raster scanned over an area of 4.4×4.4 cm2 consisting of 121 positions. The
images were then summed, giving a representation of the photon distribution on
the surface. This, however, does not accurately reflect the internal fluorophore
distribution, but it provides an idea of whether or not a fluorescent inclusion
can be detected. In order to suppress the effects of bad pixels on the camera, a
median filter with a kernel of 3×3 pixels was applied to the summed images. To
simulate autofluorescence, DY-781 was added into the phantom up to a point
where the contrast was so poor that the data could not be used in a sensible
way.

Since the main idea behind this study is to determine whether or not the
nanoparticles can be used for a realistic case, it was important to use intensities
that were deemed non-harmful to tissue. The final used excitation light had
a spot size of 1 cm2 from both lasers on the surface of the phantom, giving
intensities of 40 mW/cm2 for the 780 nm laser and 85 mW/cm2 for the 980 nm
laser. Figure 4.2 shows the images taken with and without autofluorescence
along with their cross section profiles. The figure clearly demonstrates the
contrast difference using downconverting and upconverting fluorophores. It is
worth to notice that even without any artificial autofluorophores added, the
intralipid itself autofluoresces and the effect is visible in the cross section profile
in Fig. 4.2 (a). For demonstration purposes, two raw images using the two
different fluorophores without any added autofluorophores acquired at the same
position are shown in Fig. 4.3, which further emphasizes the autofluorescence
issue.

As mentioned and seen in Fig. 4.2, the signal-to-background contrast is
superior for the upconverting nanoparticles. The end result using the nanopar-
ticles is mainly limited by the signal-to-noise ratio of the detector. This means
that by increasing the excitation power, it is possible to enhance the obtainable
image quality. The situation is different for the DY-781 dye. The dye is very
efficient, and is in general not limited by the signal-to-noise ratio. However, as
seen in Fig. 4.2, it is limited by the signal-to-background contrast. This means
that an increase in excitation power will not result in a better image quality.

4.2 Fluorescence Molecular Tomography

Simulations of FMT using upconverting nanoparticles and traditional fluo-
rophores were performed in transmission-fluorescence setups. The simulated
tissue phantom was modeled as a 80 × 80 × 20 mm3 slab with µ′

s = 6.5 cm−1

and µa = 0.25 cm−1 at λ = 660 nm, with 100 uniformely spaced sources and 100
uniformely spaced detectors. The fluorophores were placed in 2.4×80×2.4 mm3

rectangular stick extending throughout the phantom at a depth of 10 mm as
shown in Fig. 4.1 (b). The forward model used a uniform mesh consist-
ing of 29449 nodes, see Fig. 4.4. For the reconstructions, a pixel basis of
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Fig. 4.2: Images comparing the DY-781 dye and the nanoparticles with and without
autofluorescence, along with plots showing the sums in the vertical directions. The white
dots have been added artificially and represent the positions used for the excitation light.
The left column shows the results using DY-781, and the right column shows the results using
upconverting nanoparticles. (a) and (b) are taken without any added autofluorophores. (c)
and (d) are taken with a background autofluorophore concentration of 40 nM.
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Fig. 4.3: Raw images from the measurements performed in [76]. The scale differs in the two
images and is normalized to the peak intensities. (a) Raw image showing the autofluorescence
from a phantom without any added autofluorophores. (b) Raw image from the same setup
using upconverting nanocrystals where only the noise is visible.

Fig. 4.4: A 80 × 80 × 20 mm3 slab used for
simulating the forward data. The mesh con-
sisted of 29449 nodes. The source and the
detector positions have been marked as well,
showing 100 uniformely spaced sources and
detectors. −40
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20 × 20 × 10 pixels was used.1

The input data for the reconstruction were obtained from a forward sim-
ulation. The sources were modeled as isotropic point sources radiating with
1 W situated at a distance of one scattering event inside the phantom.2 The
collected fluorescence was taken as the calculated boundary data. Figure 4.5
shows the typical fluorescence detected at the boundary for a fluorophore.

Reconstructed Results

The reconstructions of the traditional linear fluorophore and the upconverting
quadratic fluorophore for two different source separations and detector separa-
tions are presented in Fig. 4.6. The source and detector grids were uniformly
spaced in a square. Due to computational limitations, the number of source-

1There are several strategies for choosing reconstruction bases. Two examples are the
second-mesh basis and the pixel basis [79, 80]. All strategies, however, aim to reduce the
number of unknowns in the problem. This is motivated since the solution is expected to be
smooth and using a coarser basis improves the ill-posedness. In this thesis the pixel basis
was chosen, which is a set of regularly spaced pixels. This basis is suitable for problems with
no spatial a priori information [81].

2The source power can of course be scaled based on a real experimental power. However,
in the case of a normalized-Born approach, it should not influence on the calculated sensitivity
profiles.
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Fig. 4.5: Figure of the boundary fluores-
cence data obtained from forward simulations.
The rod is clearly visible on the side of the slab.
The colorbar shows the fluence rate (W/mm2)
in log10 scale.

detector pairs was limited and kept to 104. As the sources and detectors were
placed more tightly, this resulted in a smaller reconstruction region as seen in
Fig. 4.6 (d–e).

As presented in Fig. 4.6, if one does not compensate for the quadratic
power dependence of the nanoparticles, the reconstruction does not work at
all.
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Fig. 4.6: Figures of the reconstructed results for two different spacings of the sources and detectors. The colored boxes
represent the positions of the cross sections shown below each 3-D reconstruction image. (a) The ground truth target. (b)
Reconstructed data using a linear fluorophore for detector spacing and source spacing of 8 mm. (c) Reconstructed data using
a quadratic fluorophore for detector spacing and source spacing of 8 mm. (d) Reconstructed data using a linear fluorophore
for detector spacing and source spacing of 3 mm. (e) Reconstructed data using a quadratic fluorophore for detector spacing
and source spacing of 3 mm.



CHAPTER 5
Concluding Remarks and

Outlook

This thesis presents a study of upconverting luminescence imaging and to-
mography. It was shown that imaging with the upconverting nanocrystals is
possible in scattering media resembling biological tissue. Furthermore, simula-
tions showed that it is possible to adapt the theory used in fluorescent optical
tomography, to work with the upconverting nanocrystals.

The particles used in this thesis, in comparison with organic fluorophores,
were not very bright. Despite this, it is to our belief that they have a good
chance to become an important biological marker in the future due to their
unique optical properties. Detecting the very weak signal from the particles
can be a challenge in an imaging setup. However, this is merely a technical issue
that can be overcome by increasing the signal-to-noise ratio by using a more
sensitive detector or a more powerful light source. When using Stokes-shifted
fluorophores, increasing the signal-to-noise ratio will in general not boost the
signal quality, since these fluorophores are ultimately limited by the signal-to-
background contrast due to the ubiquitous tissue autofluorescence.

In this thesis, the particles were excited with CW light. Using a pulsed light
source with high peak power should further increase the signal tremendously,
due to the quadratic pump-power dependence of the upconverting process.
Such a light source would still be harmless in terms of tissue heating and
damaging, since the mean power can be kept low. When using a pulsed light
source, good care should be taken to ensure that the pulse lengths are sufficient
for the rise and decay times of the upconverting processes.

In the field of two-photon microscopy, fluorophores are excited through two-
photon absorption which in turn emits light at double frequency. This process
is very inefficient. It is possible that upconverting nanocrystals would be a
more suitable fluorophore also in the field of microscopy.

The long-term effects of nanoparticles are often omitted in discussions. We
believe that it is of the utmost importance to note that the long-term effects of
water-soluble and/or functionalized nanoparticles are not yet fully understood.
Even though coatings can be very stable chemically, investigations of the long

33
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term effects are still needed.
Overall, at the current rate of which the upconverting nanoparticles are

developing, they may very well be envisaged as important biological markers
for tissue imaging purposes.
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[8] G. Mie. Beiträge zur Optik trüber Median, speziell kolloidaler Met-
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Autofluorescence is a nuisance in the field of fluorescence imaging and tomography of exogenous

molecular markers in tissue, degrading the quality of the collected data. In this letter, we report

autofluorescence insensitive imaging using highly efficient upconverting nanocrystals

�NaYF4 :Yb3+
/Tm3+� in a tissue phantom illuminated with near-infrared radiation of 85 mW /cm2.

It was found that imaging with such nanocrystals leads to an exceptionally high contrast compared

to traditional downconverting fluorophores due to the absence of autofluorescence. Upconverting

nanocrystals may be envisaged as important biological markers for tissue imaging purposes. © 2008

American Institute of Physics. �DOI: 10.1063/1.3005588�

In recent years, the interest for fluorescence diffuse op-

tical imaging and tomography has grown tremendously.
1–3

Much of the work has been focused on developing inexpen-

sive and compact systems for macroscopic imaging of fluo-

rophores embedded in small animals. The systems could, for

example, be used to monitor the effects from drugs on cancer

tumors over a period of time, without sacrificing the animals.

Extensive research has been performed both on the practical

and the theoretical side in this area. Currently, mainly tradi-

tional dyes are used as fluorophores. These dyes emit Stoke

shifted light upon excitation, and can be very effective with

quantum efficiencies close to unity. However, since tissue

itself autofluoresces due to several endogenous fluorophores

mainly in the skin, a background fluorescence from the bulk

tissue will always exist.
4,5

In the presence of tissue autofluo-

rescence, different spectral unmixing algorithms can also be

used to extract the signal. These algorithms utilize the spec-

tral characteristics of the fluorophores and the

autofluorescence.
6

However, the measurement procedure can

be quite complex since one needs to acquire the emission at

multiple wavelengths. To suppress the effects of autofluores-

cence, several approaches have been suggested. The two

most promising ones are based on quantum dots and upcon-

verting markers.

Quantum dots have been used as fluorophores in a great

number of studies.
7–9

Their large Stoke shift and narrow

emission spectra allow the emission to be detected in a spec-

tral band with low tissue autofluorescence. Quantum dots are

very bright fluorophores due to their high absorption, mainly

in the UV region. Their emission wavelength is dependent on

the core size and can be selected over a wide range while the

same excitation wavelength can be used.
7

The main draw-

back at this stage for these fluorophores is their toxicity,

together with the fact that penetration of the UV light is low

in tissue. Typical quantum dots are based on CdSe due to the

well established fabrication technology.
10

Recent studies

have shown that these quantum dots are potentially harmful

to organisms.
11,10

The quantum dots tend to destabilize when

exposed to biological environments. Adding the fact that

they can easily penetrate into cells, the damage can be quite

substantial. Research, however, is underway to produce less

harmful quantum dots, as well as enhancing their

biocompatibility.
12

Upconverting nanoparticles have been proposed as a

fluorophore in biomedical imaging applications due to their

unique property to efficiently emit anti-Stoke shifted light

upon near-infrared excitation.
13,14

The main challenge has

been to develop upconverting markers with high-quantum

yield in the wavelength region above 650 nm where tissue is

relatively transparent.

In this letter, we demonstrate autofluorescence insensi-

tive imaging with novel high-quantum yield upconverting

nanoparticles emitting at 800 nm. The study is performed in

a controlled environment within tissue phantoms in which

autofluorescence is simulated, and comparison with ordinary

Stoke shifted fluorophores emitting at the same wavelength

is made.

Efficient upconverting phosphors of nanometer size have

been fabricated.
14

The particles are doped with Yb3+, which

acts as sensitizer, and another rare earth ion, which acts as

activator.
15

By using different activators, various emission

wavelengths can be accomplished with the same excitation

wavelength. It has been shown that NaYF4 is the most effi-

cient host known for upconverting phosphorous crystals.
16

In

this study, highly efficient NaYF4 crystals doped with Yb3+

and Tm3+ were used, which were prepared according to the

procedure described in detail in Ref. 17. The particles absorb

light at 980 nm and emit upconverted light at 800 nm. The

process involves absorption of two or more photons with an

intermediate metastable state.
15

Figure 1 shows the emission

spectrum for the nanoparticles, the blue emission line at

477 nm is only visible for higher pump intensities. The

pump-power dependence of the 800 nm line was measured

to be quadratic �slope=2.0� using low intensities, as seen in

the inset of Fig. 1, suggesting a two-photon process.a�
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A tissue phantom consisting of water, intralipid, and ink

was prepared. The optical properties of the tissue phantom

were measured with a time-of-flight spectroscopy system,
18

and determined to have a reduced scattering coefficient �s�

=6.5 cm−1 and an absorption coefficient �a=0.44 cm−1 for

�=660 nm. The parameters were chosen to have a good cor-

respondence to real tissue in small animals.
19

Two capillary

tubes with inner diameters of 2.4 mm were used as contain-

ers for the fluorophores.

The imaging system is schematically shown in Fig. 2.

The tubes were submerged into the tissue phantom to a depth

of 5.0 mm, where the depth was taken as the distance from

the front surface of the tubes to the surface of the phantom.

Fiber-coupled lasers were used to illuminate the phantom

with a slightly divergent beam. The spot sizes of the lasers

on the phantom were approximately 1 cm2. An air cooled

charge coupled device �CCD� camera captured the images

through a set of dielectric bandpass filters centered at

800 nm.

The first tube was filled with a solution of the nanocrys-

tals dissolved in dimethyl sulfoxide �DMSO� with a concen-

tration of 1 wt %. To excite the nanoparticles, a 978 nm laser

diode was used, with a power of approximately 85 mW on

the surface of the tissue phantom. The second tube was filled

with a solution of ordinary fluorophores �DY-781, Dyomics

GmbH� dissolved in ethanol with a concentration of 1 �M.

The fluorophores were excited with a 780 nm laser diode

with a power of 40 mW on the surface of the phantom. The

concentration of the nanoparticles is reasonably consistent

with studies performed using quantum dots in vivo. In those

studies, approximately 1 nmol of CdSe quantum dots were

injected into a mouse ��18 g�, giving an approximate con-

centration of 0.01 wt % if distributed homogeneously.
8,9

With functionalized quantum dots, selective accumulation in

tumors can be achieved. Taking this into consideration and

the fact that the nanoparticles have molar mass of the same

order of magnitude as the quantum dots, the concentration of

1 wt % used in this study seems acceptable.

The lasers were raster scanned in a 4.4�4.4 cm2 array

consisting of 121 positions, and an image was acquired for

every laser position. In order to minimize the effects of ran-

dom bright pixels, a median filter with a mask of 3

�3 pixels was applied to all images. The individual images

were then summed, and a representation of the photon dis-

tribution on the surface was obtained. Even if this does not

accurately reflect the fluorophore distribution, it enables de-

tection of fluorescent inclusions. To mimic tissue autofluo-

rescence, a small amount of DY-781 was also added into the

phantom.

Figure 3 shows images taken with and without autofluo-

rescence. As expected, the autofluorescence effectively hides

the signal from the inclusion with the ordinary fluorophores

�Fig. 3�c��, while no background appears on the images using

the upconversion scheme �Fig. 3�d��. It is worth to notice

that using traditional fluorophores, even without any artificial
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FIG. 1. Emission spectrum recorded for the nanoparticles under 980 nm

excitation with an intensity of 6 W /cm2. The inset shows the pump-power

dependence of the interesting 800 nm line measured under low intensities.

FIG. 2. �Color online� Schematic of the imaging setup. Light from a fiber-

coupled laser is scanned in an array on the surface of the phantom. An air

cooled CCD camera is used to capture an image for every scanned position.

FIG. 3. Images comparing the DY-781 dye and the nanoparticles with and

without autofluorescence, along with plots showing the sums in the vertical

directions. The white dots have been added artificially and represent the

positions used for the excitation light. The left column shows the results

using DY-781, and the right column shows the results using upconverting

nanoparticles. �a� and �b� are taken without any added autofluorophores. �c�

and �d� are taken with a background autofluorophore concentration of

40 nM.
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autofluorophores added, the autofluorescence introduced by

the intralipid within the phantom is visible, see the cross

section profile in Fig. 3�a�.
As seen in Fig. 3, the signal-to-background contrast is

superior for upconverting nanoparticles emitting in a wave-

length region where no Stoke shifted tissue autofluorescence

is present. Higher excitation power can increase the signal-

to-noise ratio, without sacrificing the high contrast. Increas-

ing the signal-to-noise ratio, however, will not boost the im-

age quality using traditional fluorophores since they are

limited by a lower signal-to-background contrast due to

the ubiquitous autofluorescence. Even with the lower quan-

tum efficiency of the nanoparticles compared to traditional

fluorophores the image quality is therefore expected to be

better.

Background caused by autofluorescence is very promi-

nent when working with an epifluorescence imaging setup in

comparison to a fluorescence transmission imaging setup. In

the latter setup, it is possible to suppress the autofluorescence

signal fairly effectively.
20

However, such a system can be

very ineffective when used to detect and image a superficial

signal.

The particles used for this study were still in the devel-

opment stage. For example, they were in bulk state without

any kind of coating, and thus not soluble in water and there-

fore not biocompatible. However, improved fabrication

methods can make them water soluble.
21,22

In addition, there

are also reports suggesting that coating the particles with an

undoped layer reduces the nonradiative losses at the surface,

thus effectively enhancing their upconversion efficiency.
22,23

Using a pulsed light source with a higher peak power should

further increase the signal tremendously, due to the quadratic

pump-power dependence of the upconverting process. Such

a light source should still be harmless in terms of tissue

heating and damaging, since the mean power can still be kept

low.

Future work will involve the use of nanocrystals for dif-

fuse optical tomography. With their unique features in emit-

ting a signal that is insensitive to the downconverting autof-

luorescence, they have the potential to become an important

biological marker. In a longer perspective we hope to func-

tionalize the particles with tumor seeking properties. Early

studies by other groups have already been performed, and

the prospects are very promising.
24
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