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Uplink Blocking Probabilities in Priority-Based Cellular CDMA

Networks with Finite Source Population

Vassilios G. VASSILAKIS†a), Ioannis D. MOSCHOLIOS††b), Nonmembers,
and Michael D. LOGOTHETIS†††c), Member

SUMMARY Fast proliferation of mobile Internet and high-demand

mobile applications necessitates the introduction of different priority

classes in next-generation cellular networks. This is especially crucial for

efficient use of radio resources in the heterogeneous and virtualized net-

work environments. Despite the fact that many analytical tools have been

proposed for capacity and radio resource modelling in cellular networks,

only a few of them explicitly incorporate priorities among services. We

propose a novel analytical model to analyse the performance of a priority-

based cellular CDMA system with finite source population. When the cell

load is above a certain level, low-priority calls may be blocked to preserve

the quality of service of high-priority calls. The proposed model leads to

an efficient closed-form solution that enables fast and very accurate calcu-

lation of resource occupancy of the CDMA system and call blocking prob-

abilities, for different services and many priority classes. To achieve them,

the system is modelled as a continuous-time Markov chain. We evaluate

the accuracy of the proposed analytical model by means of computer sim-

ulations and find that the introduced approximation errors are negligible.
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1. Introduction

Due to the heterogeneous nature of next-generation cellular

systems and proliferation of high-demand mobile applica-

tions, the incorporation of enhanced radio resource manage-

ment techniques is an important and, at the same time, a

very challenging task [1]. Hence, the development of effi-

cient modelling tools to facilitate the design, analysis and

evaluation of such systems is essential. This is especially

true under the presence of user-generated multirate traffic.

Contrary to traditional cellular networks, where each

cell is controlled by a Base Station (BS), modern network

designs introduce a many-to-many relationship among BSs

and cells. This was fuelled by the advances in small-cell

design and appearance of schemes such as Coordinated

Multi-Point (CoMP) [2]. Furthermore, the incorporation of

Software-Defined Networking (SDN) and Network Func-

tion Virtualization (NFV) concepts in cellular networks, fa-

cilitates the cooperation of BSs without relying on the ex-
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pensive mobile core infrastructure [3]. However, in order

for these technological advances to be practical in the Radio

Access Network (RAN), fast and efficient algorithms should

be implemented at the BS-level [4].

Among other candidates, Code Division Multiple Ac-

cess (CDMA) techniques are expected to be part of the next-

generation cellular networks, due to their efficient spectrum

utilization, improved signal quality and good security fea-

tures [5], [6]. Due to non-orthogonality of CDMA codes,

when a new Mobile User (MU) is accepted in the cell, it

causes interference to other MUs in the same and in the

neighbouring cells. Therefore, to protect the quality of ser-

vice (QoS) of ongoing connections, a BS performs Call Ad-

mission Control (CAC) on the incoming calls. This means

that some calls may be blocked, or given a lower transmis-

sion rate compared to what they requested.

In this paper, we develop a mathematical model to fa-

cilitate appropriate allocation of radio resources in the up-

link of a CDMA cell. The model is based on a Continuous-

Time Markov Chain (CTMC), which is used to describe the

process of call arrivals and departures. We consider the

so-called quasi-random call arrival process, which is more

realistic for cellular networks (especially when considering

dense small cell deployments) than the widely used Pois-

son process [7]. We also consider different priority classes,

which receive different treatment during the CAC: In the

event of traffic congestion in a cell, low priority calls may

be blocked, depending on (predefined) thresholds. Since our

goal is to develop a fast and highly efficient resource alloca-

tion algorithm for next-generation SDN-based BSs, we base

our solution on the well-known Kaufman-Roberts (K-R) al-

gorithm [8], [9], which possesses the desired properties and

has been used in the past for wired (e.g., [10], [11]), wireless

(e.g., [12], [13]) and optical (e.g., [14], [15]) networks. We

extend the K-R algorithm to incorporate the peculiarities of

priority-based CDMA networks and quasi-random arrivals.

In our previous model, proposed in [16], we also con-

sidered the peculiarities of CDMA systems, when modelling

of the priority traffic classes was based on an extension of

K-R recursion. However, the calculation of call blocking

probabilities (CBP) was performed assuming Poisson call

arrival process and two priority classes, only. We now ex-

tend [16] by incorporating: (i) the quasi-random call arrival

process, which basically means that a finite (arbitrary) num-

ber of traffic sources can be supported and (ii) an arbitrary

finite number of priority classes.

Copyright© 200x The Institute of Electronics, Information and Communication Engineers



2
IEICE TRANS. COMMUN., VOL.Exx–??, NO.xx XXXX 200x

This paper is structured as follows: In Section 2, we

briefly discuss the related work. In Section 3, we describe

the considered model for cellular CDMA. In Section 4, we

model the system as a CTMC, and derive efficient formulae

for the calculation of system state probabilities and CBP. In

Section 5, we evaluate the accuracy of the proposed algo-

rithm by means of simulation. We conclude in Section 6.

2. Related Work

We briefly review the related work, other than the already

mentioned [16], by presenting the most important analytical

models for CDMA systems, focusing on those that result

in recurrent and efficient formulae. We also present a few

works dealing with priority-based CAC in cellular networks.

2.1 CDMA modelling

A number of important teletraffic models have been pro-

posed for the calculation of CBP in cellular CDMA net-

works. In [17], the K-R recursion is extended to incorpo-

rate the peculiarities of Wideband CDMA (W-CDMA) sys-

tems. The model results in an efficient formula for the cal-

culation of CBP assuming Poisson call arrival process in the

uplink direction and fixed cell resource requirements. This

work was extended in [18] and [19] by incorporating into

the model the quasi-random call arrival process. The model

of [19] has been further extended in [20] to incorporate the

batched Poisson input traffic, in CDMA networks. In [21],

an efficient model for traffic overflow in cellular networks is

proposed. The proposed approach simplifies the determina-

tion of the parameters of overflow traffic, such as its average

value and variance. The model proposed in [22] uses a two-

state Markov chain for the analysis of the radio interface in

a W-CDMA network carrying a mixture of multi-rate traf-

fic streams. The model enables quick determination of the

average time that the system spends in a particular state; its

accuracy is confirmed via simulations.

2.2 Priority-based CAC

There have been a few notable works that study the priority-

based CAC in cellular systems. A distributed priority-based

CAC for cellular networks is proposed in [23]. The derived

algorithm shows good adaptation properties in highly dy-

namic scenarios and under the presence of prioritized user

mobility. High and low priority users are distinguished

based on their target signal-to-noise ratio (SNR). In [24], a

methodology for modelling and optimizing the radio access

in W-CDMA is proposed. This approach takes into con-

sideration different traffic priorities and results in a simple

computational algorithm to determine CBP. The main differ-

ence between our present work and [24] is that in [24], the

authors consider a non-full-availability group to model the

W-CDMA interface. On the contrary, we consider the com-

plete sharing policy, which means that all MUs compete for

all available resources [25]. Another key difference is that in

[24], the authors assume as input traffic, Poisson traffic in-

stead of quasi-random traffic. In [24], the authors also con-

sider as input traffic, traffic at packet level, by exploiting the

notion of equivalent bandwidth (variable bit rates of packet

streams are replaced by constant bit rates, called equivalent

bandwidth). However, even in this case, the arrival process

is considered Poisson.

3. System Model for Cellular CDMA

In this section, we describe our considered model for a cellu-

lar CDMA system, and introduce the necessary assumptions

and notations. Let us consider a CDMA system that con-

sists of a reference cell surrounded by neighbouring cells.

The system supports K independent services and P priority

classes. Calls of a service may have different priorities.

Different services are distinguished according to their

required data transmission rate. The rate of a service k

(k = 1, ...,K) call is denoted by Rk. The number of traffic

sources of service k is denoted by S k. As we will see later,

the classification of a call into one of the priority classes

will influence the acceptance/blocking of the call during the

CAC. A call of service k and priority p (p = 1, ..., P) is

referred to as a type (k, p) call. The number of sources

of service k with priority p is denoted by S k,p. Hence,

S k =
∑P

p=1 S k,p.

We model the uplink of a CDMA system, i.e., calls

from MUs to BS. We adopt the following assumptions about

the traffic generated by MUs. The inter-arrival time of class

p calls from an idle source of service k is denoted by λk,p and

is assumed to be exponentially distributed. This forms the

so-called quasi-random call arrival process [25], [26]. The

requested service times are generally distributed. The mean

service rate for a (k, p) call is denoted by µk,p. Hence, the

offered traffic load per idle source in Erlangs (erl) for service

k and priority class p is calculated as follows:

ak,p =
λk,p

µk,p

(1)

We assume perfect power control at the BS of the

CDMA cell [27]. This essentially means that the received

signal power at the BS is the same from all MUs (of the

same service) and does not depend on MU’s location within

the cell, or on the wireless propagation model. At the BS,

the received power from a service k call is denoted by Pk.

Due to Multiple Access Interference (MAI), which is inher-

ent in CDMA systems [28], the signals that are received at

the BS from different MUs cause interference to each other.

This is the case for MUs that reside in the same or in neigh-

bouring cells. We also consider the thermal noise, which

corresponds to the interference of an empty system. There-

fore, to incorporate MAI in our model, we distinguish the

following types of interference:

• the intra-cell interference, Iintra

• the inter-cell interference, Iinter

• the thermal noise, whose power is denoted as Pnoise.
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Hence, the total interference, Itotal, at the BS is calcu-

lated as:

Itotal = Iintra + Iinter + Pnoise (2)

We also take into account the varying activity of MUs

in terms of radio resources consumption. We assume that

during the call duration there will be some active periods,

when an MU transmits (and consumes cell radio resources)

and passive periods, when an MU is either idle or receives

(and does not consume any radio resources). We use the

notion of activity factor vk (0 < vk ≤ 1) for each service k

and model MU’s behaviour as a Bernoulli random variable.

The activity factor is defined as the ratio of the total duration

of active periods over the whole call duration.

In CDMA systems, due to MAI, acceptance of a new

call may degrade the perceived quality of in-service calls.

Therefore, as mentioned in Section 1, CAC is usually per-

formed for new calls. In typical CDMA systems, the CAC

is performed by

• measuring the noise rise, NR, which is defined as the

ratio of Itotal over Pnoise

• evaluating NR against the predefined CAC threshold,

NRmax

To model different priority classes, we associate each class p

with a CAC threshold NRp,max. In general, NRp,max is a de-

creasing function with respect to p, i.e., calls of higher prior-

ity (smaller p) are expected to have a higher CAC threshold.

To represent the CDMA system resources, we adopt

the notion of cell load, CL, defined in (3). This quantity is

well suited for the modelling of cellular resources at the call

level and has also been used in other works (e.g., [17], [20]):

CL =
Itotal − Pnoise

Itotal

(3)

where 0 ≤ CL ≤ 1. The upper bound for the cell load is

achieved when Pnoise → 0. However, in practice a typical

upper bound is less than 1 and is, e.g., CLmax = 0.8 [19].

After the adoption of the cell load as the shared system

resource, we define a suitable quantity for resource require-

ments of a call. We adopt the call's load factor, defined in

(4) for service k, which depends on the transmission rate,

Rk, the SNR, S NRk, and the carrier's chip rate, W.

LFk =
RkS NRk

RkS NRk +W
(4)

The cell load can be further decomposed into the intra-

cell load, CLintra, caused by MUs of the same cell, and the

inter-cell load, CLinter, caused by MUs of the neighbouring

cells. These are defined in (5) and (7), respectively.

CLintra =

K
∑

k=1

Uk
∑

u=1

LFk1(u, k) (5)

where Uk is the number of service k MUs within the cell at

a given time and 1(u, k) is the activity indicator function for

user u (u = 1, ...,Uk) of service k, defined in (6), below.

1(u, k) =















1, if user u of service k is active

0, if user u of service k is passive
(6)

CLinter = (1 −CLmax)
Iinter

Pnoise

(7)

4. Uplink Blocking Probabilities

4.1 Local Blocking Probabilities

In this subsection, we determine the so-called Local Block-

ing Probabilities (LBPs), which refer to call blocking in a

particular system state. As already mentioned, the cell load,

CL, can be decomposed into CLintra and CLinter. Since the

BS is aware of the number of in-service calls in its cell,

CLintra can be determined from (5) taking into account the

number of MUs of each service and their corresponding

load factors. On the other hand, the accurate determina-

tion of CLinter may not always be possible. This is be-

cause generally a BS is not aware of the number of MUs

at the neighbouring cells and their services. Although, there

are proposed schemes that allow cooperation among BSs to

exchange such type of information (e.g., [29]), we do not

consider this assumption, since many operators avoid such

schemes. As it has been shown in [16], [17], CLinter can

be modelled as a log-normal random variable with mean

µ = E[CLinter] and variance σ2 = VAR[CLinter]. The Cu-

mulative Distribution Function (CDF) of CLinter is given by:

F(x) =
1

2
(1 + erf(

lnx − µ
σ
√

2
)) (8)

where erf() is the well-known error function.

Since the BS is explicitly aware of CLintra, but not of

CL or CLinter, we express the probability of a call being

blocked, as a function of CLintra. This is the LBP and is

defined for a service k and a priority class p as follows:

LBP
p

k
(CLintra) = Pr[CLintra +CLinter

+ LFk > CLp,max]
(9)

where CLp,max is the CAC threshold for class p calls.

By performing some manipulations with (8) and (9),

we derive an analytical expression for LBPs:

LBP
p

k
(CLintra) =















1 − F(x), for x ≥ 0

1, for x < 0,
(10)

where x = CLp,max −CLintra − LFk .

4.2 State Probabilities

Having defined in Section 3 the cell load as a shared system

resource and the call's load factor as the resource require-

ment of a call, we describe the process of call arrivals and

departures as a CTMC. To this end, we modify the K-R re-

cursion for the calculation of state probabilities, in order to
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Fig. 1 Recursive calculation of the Resource Occupancy (general case).

derive a time- and space-efficient algorithm.

The necessary steps for the modification of K-R recur-

sion are as follows. First of all, the CTMC modelling re-

quires the discretization of CLp,max and LFk. This is per-

formed with the use of the basic discretization unit, g:

C =
CLp,max

g
, rk =

LFk

g
(11)

where C is the system capacity and rk is the resource re-

quirement of a service k call, in the corresponding K-R re-

cursion [8].

Let us denote by c the total number of occupied re-

sources in the cell. This can be calculated by adding the

load factors of all active MUs in the cell:

c =

K
∑

k=1

Uk
∑

u=1

rk1(u, k) (12)

By comparing (12) with (5), we can notice that if CLintra

is known, then c can be determined with the aid of the dis-

cretization unit, g, as follows:

c =
CLintra

g
(13)

Let us denote by j the total number of resources that

would be occupied in the cell if all MUs were active. In

this case, we should take into account the “resource require-

ments” of passive MUs as well. The parameter j can be

calculated as follows:

j =

K
∑

k=1

Uk
∑

u=1

rk =

K
∑

k=1

Ukrk (14)

Note that the only difference between (12) and (14)

is that in the latter no activity indicator function is used.

This means that c captures the real resource consumption

at a given moment, whereas j reflects the “worst-case” sce-

nario, where all passive MUs suddenly switch to active

mode. From the above definitions of c and j it follows that

0 ≤ c ≤ j. For a given j, if all MUs are passive, then c = 0.

Consequently, if all MUs are active, then c = j.

In the following, j will be considered as the system

(macro-)state while its maximum value is denoted by jmax.

Also, the situation in which c resources are occupied in state

j will be referred to as system micro-state (c, j). Note that

Fig. 2 Calculation of the Resource Occupancy (simple example).

the micro-states have been introduced merely to facilitate

the explanation of (15), below, and should not be seen as

the states of the CTMC, for which j is used. Based on the

previous discussion it is clear that the number of occupied

resources in a state j is not fixed, but may significantly vary

depending on user activity. Hence, to capture this depen-

dency, we introduce the Resource Occupancy (RO), RO(c| j),
which is defined as the conditional probability that c re-

sources are occupied in state j:

RO(c| j) =
K
∑

k=1

RS k,p( j)[vkRO(c − rk | j − rk)

+ (1 − vk)RO(c| j − rk)]

(15)

for j = 1, ..., jmax and 0 ≤ c ≤ j, with the initial conditions

RO(0|0) = 1 and RO(c| j) = 0 for c > j, where vk is the

activity factor of service k calls and RS k,p( j) is the Resource

Share (RS) of service k in a state j (which is calculated in

(20), below).

The basic concepts behind the recursive calculation of

RO(c| j) (i.e., (15)) are explained below with the aid of Figs.

1 and 2. Figure 1 represents the general case, whereas Fig.

2 illustrates the specific case of the tutorial example given

below. Note, that these figures do not correspond to state

transition diagram of the CTMC, since, as mentioned above,

the micro-states (c, j) do not correspond to actual states of

the CTMC .

To understand the basic concept behind the recursive

derivation of (15) let us consider a tutorial example. As-

sume that K = 1 and r1 = 1 and at a given time the system

is in state j = 2. Since j = 2, two MUs are present in the

cell (because 2r1 = j). Due to the constraint 0 ≤ c ≤ j,

we can have c = 0, c = 1, or c = 2. Assume that c = 1,

which means that among the two MUs, one is passive and

one is active. Let us now derive the following ROs: RO(0|2),

RO(1|2), and RO(2|2). To simplify the calculations, let us

assume that only one priority class is supported (i.e., P = 1)

and the activity factor is v1 = 0.25. We start from the ini-

tial micro-state (0,0), where no MUs are present in the cell,

with the initial condition RO(0|0) = 1. This initial condi-

tion can be derived from the definition of the RO consid-
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ering the fact that when j = 0, we have c = 0 with prob-

ability 1. Next, either an active or a passive MU will ar-

rive in the cell. An active MU will arrive with a proba-

bility Prob[active arrival] = v1 = 0.25, whereas a passive

MU will arrive with a probability Prob[passive arrival] =

1 − v1 = 0.75. Therefore, RO(1|1) = v1RO(0|0) = 0.25

and RO(0|1) = (1 − v1)RO(0|0) = 0.75. Note that, since

K = 1 and P = 1, all MUs are of the same type (i.e., same

service and priority class). Therefore RS k,p( j) = 1,∀ j and

this parameter, although present in (15), is omitted from the

calculations of this example.

Having determined RO(0|1) and RO(1|1), the deriva-

tion of the RO of micro-state (1, 2), denoted by RO(1|2), can

be performed recursively and in accordance with (15) and

Fig. 2, as follows: We notice that there are two micro-states,

namely (0,1) and (1,1), from which the transition to (1,2)

can occur upon the arrival of an MU. Using the language of

probabilities, we get: RO(1|2) = v1RO(0|1)+(1−v1)RO(1|1),

which is a special case of (15). This concept has also been

depicted in Fig. 1 in a more general context. Continuing the

calculation, we get RO(1|2)=0.1875 + 0.1875 = 0.375.

Similarly, the derivation of RO(0|2) and RO(2|2) is as

follows:

• RO(0|2) = (1 − v1)RO(0|1), because the only way to

reach the micro-state (0, 2) via an arriving MU is when

the previous micro-state is (0,1) and the arriving MU is

passive. Hence, RO(0|2) = 0.75 ∗ 0.75 = 0.5625.

• RO(2|2) = v1RO(1|1), because the only way to reach

the micro-state (2, 2) via an arriving MU is when the

previous micro-state is (1,1) and the arriving MU is ac-

tive. Hence, RO(2|2) = 0.25 ∗ 0.25 = 0.0625.

Finally, we confirm that, as it was anticipated,
∑c= j

c=0
RO(c| j) =

0.5625 + 0.375 + 0.0625 = 1.

Due to MAI in CDMA systems, blocking of a call may

occur at any state j. This is because the admission of calls

in neighbouring cells may affect the capacity of the refer-

ence cell. Also, due to unpredicted activity, passive MUs

may suddenly become active and thus quickly consume the

available cell resources. Hence, we need to define the prob-

ability of call blocking at different system states. For this

purpose, we introduce the State Blocking Factor (SBF). The

SBF of service k and priority class p in state j, can be calcu-

lated by summing LBPs over c and by multiplying with the

corresponding ROs:

S BF
p

k
( j) =

j
∑

c=0

LBP
p

k
(c)RO(c| j) (16)

Below, we calculate the RS, that is used in (15).

RS k,p( j) of service k and priority class p in state j is defined

as the ratio of resources occupied by a particular service k

and class p over the total number of occupied resources in a

given state j.

RS k,p( j) =
E[Uk,p]rk

j
(17)

Fig. 3 State transition diagram among adjacent system states.

where E[x] is the expected value of a random variable x and

Uk,p is the number of service k and priority p users with the

condition Uk =
∑P

p=1 Uk,p. Note that, according to the above

definition, RS k,p( j) is dimentionless.

We start with the assumption of local balance between

adjacent system states, j − rk and j:

ak,p(1 − S BF
p

k
( j − rk))q( j − rk) = E[Uk,p]q( j) (18)

where q( j) is the probability of state j. The corresponding

state transition diagram is given in Fig. 3.

Next, we multiply both sides of (18) by rk and divide

by jq( j), so that the right-hand side resembles that of (17):

ak,p(1 − S BF
p

k
( j − rk))rkq( j − rk)

jq( j)
=

E[Uk,p]rk

j
(19)

Hence, from (17) and (19) we get

RS k,p( j) =
ak,p(1 − S BF

p

k
( j − rk))rkq( j − rk)

jq( j)
(20)

Having determined SBF and RS, we can derive the

state probabilities, q( j). We omit the detailed calculations

and present the recursive formula for state probabilities:

q( j) =
1

j

K
∑

k=1

P
∑

p=1

(S k,p − E[Uk,p] + 1)ak,p(1−

S BF
p

k
( j − rk))rkq( j − rk)

(21)

for j = 1, ..., jmax and q( j) = 0 for j < 0, with the condition
∑ jmax

j=0
q( j) = 1.

4.3 Call Blocking Probabilities

The CBP Bk,p of service k and priority p calls can be calcu-

lated by adding the probability of each state, j, multiplied

by the corresponding SBFs:

Bk,p =

jmax
∑

j=0

q( j)S BF
p

k
( j) (22)

5. Performance Evaluation

We present numerical examples to evaluate the accuracy of

the proposed analytical model. To this end, we compare the

analytical versus simulation results in respect of CBP for

different services and different priority classes.
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Fig. 4 Call blocking probabilities vs offered traffic for the 1st service.

Fig. 5 Call blocking probabilities vs offered traffic for the 2nd service.

Fig. 6 Blocking probability of high priority calls vs CAC threshold of

low priority calls (low traffic-load).

Fig. 7 Blocking probability of high priority calls vs CAC threshold of

low priority calls (high traffic-load).

Table 1 Service Parameters

1st Service 2nd Service

Data Rate R1 = 144 Kbps R2 = 384 Kbps

High Priority Sources S 1,1 = 20 S 2,1 = 10

Low Priority Sources S 1,2 = 100 S 2,2 = 50

Activity Factor v1 = 0.7 v2 = 1.0

Signal-to-Noise Ratio S NR1 = 3 dB S NR2 = 4 dB

In Table 1, we present the necessary service parame-

ters. Our analytical results are based on the formulae de-

rived in Section 4. The state probabilities and CBP are cal-

culated according to (21) and (22), respectively. Recall, that

the calculation of state probabilities is based on approxima-

tions, due to incorporation of SBFs. Therefore, the compar-

ison with simulation results intends to show that the impact

of the approximation errors is negligible. The simulation

of the cellular CDMA network is done using Simscript III

[30]. 10 million calls were generated. The presented sim-

ulation results are mean values of 10 repetitions with 95%

confidence interval. Since the resultant reliability ranges are

very small, in the figures, we present only the mean values.

The CAC has been implemented at the BS according to the

description in Section 3. For each service, we record the

number of blocked calls and calculate their ratio over the to-

tal number of arriving calls to determine the CBP. Note that

we do not simulate neither the wireless propagation model

nor the MU location in the cell. The reason is that, as was

mentioned in Section 3 (see also [17]), at the BS of CDMA

networks power control can be performed, in order for the

received signal to be the same for all MUs (of a particular

service) and independent on the MU location within the cell.

For the first service, we initially generate high-priority

traffic of 0.02 erl and low-priority traffic of 0.1 erl (see also

Table 2.). We then increase the high-priority traffic up to

0.12 erl in steps of 0.02 erl, and the low-priority traffic up

to 0.6 erl in steps of 0.1 erl. For the second service, we

initially generate high-priority traffic of 0.01 erl and low-
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Fig. 8 Blocking probability of high priority calls vs CAC threshold of

low priority calls (high traffic-load).

Table 2 Offered Traffic-Load (ak,p) in erl

Traffic-Load 1st Service 2nd Service

1 a1,1 = 0.02, a1,2 = 0.1 a2,1 = 0.01, a2,2 = 0.05

2 a1,1 = 0.04, a1,2 = 0.2 a2,1 = 0.02, a2,2 = 0.10

3 a1,1 = 0.06, a1,2 = 0.3 a2,1 = 0.03, a2,2 = 0.15

4 a1,1 = 0.08, a1,2 = 0.4 a2,1 = 0.04, a2,2 = 0.20

5 a1,1 = 0.10, a1,2 = 0.5 a2,1 = 0.05, a2,2 = 0.25

6 a1,1 = 0.12, a1,2 = 0.6 a2,1 = 0.06, a2,2 = 0.30

priority traffic of 0.05 erl. We then increase the high-priority

traffic up to 0.06 erl in steps of 0.01 erl, and the low-priority

traffic up to 0.3 erl in steps of 0.05 erl. The number of traffic

sources for the first service is 120. Out of them, 20 are the

sources for high-priority calls and 100 are the sources for

low-priority calls. The number of traffic sources for the sec-

ond service is 60, with 10 and 50 sources for high-priority

and low-priority calls, respectively.

In Figs. 4 and 5, we present the analytical and simu-

lation CBP for the first and the second service, respectively.

The analytical results are very close to simulation results

in all cases. This means that the accuracy of the proposed

model is very good. We also observe that, for both services,

the CBP of high priority calls are significantly lower than

those of low priority calls. This has been achieved by se-

lecting different CAC thresholds for high and low priority

calls. In this example we used the following thresholds:

CL1,max = 0.8 and CL2,max = 0.7.

As a second example, we study the impact of the CAC

threshold of low-priority calls on the CBP of high-priority

calls. We consider two different cases for the total offered

traffic-load (low and high traffic) and increase the threshold

of low-priority calls from 0.5 to 0.75 in steps of 0.05.

• Low Traffic Case. The offered traffic-load for the first

service is 0.48 erl. Out of this, 0.08 erl are for the high-

priority calls and 0.4 erl are for the low-priority calls.

Similarly, the corresponding numbers for the second

service are: 0.24 erl, 0.04 erl and 0.2 erl.

• High Traffic Case. The offered traffic-load for the first

service is 0.72 erl, with 0.12 erl and 0.6 erl for the

high-priority calls and for the low-priority calls, re-

spectively. The corresponding numbers for the second

service are 0.36 erl, 0.06 erl and 0.3 erl.

The resultant CBP for high-priority calls are shown in Figs.

6 and 7 for low and high traffic, respectively. We also

present in Fig. 8 the CBP of high-priority calls for 6 traffic-

load points of Table 2 and for 4 different CAC thresholds.

For simplicity, only the analytical results are shown. We ob-

serve, that the CBP of high-priority calls can be significantly

increased if the CAC threshold of low-priority calls is kept

at high levels. This is especially true when the load is high.

6. Conclusion

We propose a novel teletraffic model for the call-level analy-

sis of priority-based cellular CDMA networks. We consider

multiple services with finite source population and explicitly

incorporate into the model different call priority classes. The

CDMA system is described with a continuous-time Markov

chain, which leads to efficient recursive formula for the cal-

culation of system state probabilities. To achieve that, we

introduce a number of approximations whose impact is neg-

ligible as confirmed by simulation results. We also perform

a study of the impact of low-priority CAC thresholds on

the blocking probabilities of high-priority calls. Our results

show that careful design of CAC policies is required to guar-

antee an appropriate QoS of high-priority users.
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