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Abstract: Urban built-up area information is required by various applications. However, 

urban built-up area extraction using moderate resolution satellite data, such as Landsat 

series data, is still a challenging task due to significant intra-urban heterogeneity and 

spectral confusion with other land cover types. In this paper, a new method that combines 

spectral information and multivariate texture is proposed. The multivariate textures are 

separately extracted from multispectral data using a multivariate variogram with different 

distance measures, i.e., Euclidean, Mahalanobis and spectral angle distances. The multivariate 

textures and the spectral bands are then combined for urban built-up area extraction. 

Because the urban built-up area is the only target class, a one-class classifier, one-class 

support vector machine, is used. For comparison, the classical gray-level co-occurrence 

matrix (GLCM) is also used to extract image texture. The proposed method was evaluated 

using bi-temporal Landsat TM/ETM+ data of two megacity areas in China. Results 

demonstrated that the proposed method outperformed the use of spectral information alone 

and the joint use of the spectral information and the GLCM texture. In particular, the 

inclusion of multivariate variogram textures with spectral angle distance achieved the best 

results. The proposed method provides an effective way of extracting urban built-up areas 

from Landsat series images and could be applicable to other applications. 
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1. Introduction 

Over the past three decades, urban areas in China have been expanding at an unprecedented pace, 

due to significant economic development. As urban development initiatives encroach on previously 

un-developed land, the cumulative impact has resulted in the loss of valuable agricultural land, wetland 

and forest and also an increase in energy consumption and greenhouse gas emission [1]. In order to 

assess the spatial and temporal nature of urbanization and land-cover change occurring across urban 

landscapes, city planners, decision-makers and researchers require timely and accurate information.  

Remote sensing technologies provide a reliable source for urban land cover/land use data 

acquisition. In particular, the United States’ NASA Landsat satellite data series (e.g., MSS, TM and 

ETM+) have been widely used for mapping urban extent and monitoring urban growth [2–7], due to 

the sensors’ capacity for synoptic view, repeat coverage over large areas and the availability of 

historical archive imagery [8]. Landsat sensors provide some advantages for the purposes of urban 

land mapping and change detection in terms of efficiency, as a single image can provide a synoptic 

view of an area of interest. In comparison to expensive higher-resolution sensors, the comparatively 

low-resolution nature of the Landsat TM/ETM+ sensor (30 m × 30 m) avoids complications from 

sparse coverage, limited scene availability and lack of data prior to 2000 when monitoring change for 

multiple periods. However, mapping urban areas using Landsat TM/ETM+ data remains a complex 

challenge [9], as there are few thematically pure urban pixels due to the mixture of manmade and 

vegetative land cover components that comprise urban areas. Complicating matters further, urban areas 

often display heterogeneous spectral characteristics and significant spectral confusion with other land 

cover classes: for example, barren land and asphalt concrete share similar spectral characteristics and, 

as a result, can be readily confused.  

Over the past few decades, various methods for urban built-up area extraction have been developed 

using Landsat TM/ETM+ data. Generally, there are three main categories of urban built-up area 

extraction methods. First, spectral indexes (i.e., calculated from the spectral information of remotely 

sensed images) or spatial indexes (e.g., texture), such as the built-up area index or the impervious 

surface related index, have been proposed and used to extract urban areas [10–16]. However, most 

existing spectral/spatial indexes mainly focus on the urban class itself, without full consideration of 

other land cover types; as such, these methods do not successfully address the confusion between 

urban area and other land cover types. In the second category, combined spectral data and spatial 

information, such as the combination of road density and spectral information or the combination of 

spectral data and texture information, are used in the extraction of urban built-up area [2,12,17–19]. 

However, these existing studies employing single-band texture information did not consider spatial 

variations between bands [20,21]. In the third category, multi-sensor data, such as Landsat TM/ETM+ 

and SAR (synthetic aperture radar) data are combined in urban built-up area extraction [4,7,22–27]. 

Due to the difficulties encountered in synthesizing different data sources, as well as the  
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time-consuming co-registration requirements for multi-sensor images, the methods of multi-sensor 

data combination have not been used widely.  

Image texture is an important source of spatial information that can be derived from images [20]. 

Texture data, such as classical one-band texture (e.g., gray-level co-occurrence matrix (GLCM) 

texture), provide additional information for land cover mapping and have been widely used in diverse 

applications, including urban built-up area extraction [2,12,14,28–30]. However, since each band of a 

multispectral image generates band-specific texture data, the resultant texture bands have varying 

capabilities to discriminate between land cover types. The inclusion of one-band texture may not take 

full advantage of the available texture information contained in the multispectral image. In contrast, 

multivariate texture (or multi-band texture), e.g., measured by multivariate variogram, extracted 

simultaneously from all available spectral bands of a multispectral image [31], identifies the spatial 

variation of multiple bands, thus avoiding the need to select a single band as required in the traditional 

one-band texture method [21]. The multivariate texture data provide useful spatial information for 

discriminating between land cover types [31] and have been used in land cover classification, 

lithological mapping and urban damage assessment [31–34]. In previous studies, Euclidean distance 

and Mahalanobis distance were used in multivariate variogram texture computation and showed 

similar performances in land cover classification [31]. However, these two distance measures are 

sensitive to illumination variations [35], which could be produced by shadow and other factors in 

rugged terrain [36] and urban area. In contrast, the spectral angle distance [37–39] is insensitive to 

illumination and albedo effect. As such, the use of spectral angle distance in a multivariate variogram 

may provide an alternative method for multivariate texture extraction. Thus, the main objective of this 

study is to combine multivariate variogram texture and spectral data for urban built-up area extraction. 

The second objective is to investigate if the use of different distance measures in a multivariate 

variogram for multivariate texture extraction affects the performance of multivariate texture in 

combined classification for urban area mapping. The third objective is to evaluate the ability of this 

method in using historical archive Landsat imagery to the application of built-up area extraction 

The term “urban area” is widely used in the literature and refers to the spatial extent of urbanized 

areas on a regional scale, but this is a fuzzy and inconsistent definition [7]. Since urban areas are 

mainly dominated by built-up lands with impervious surfaces, in this study, urban built-up area is used 

to represent the area directly occupied by a particular physical structure, including buildings, streets 

and impervious surfaces, all man-made structures, i.e., a “settlement mask” [7,24]. 

2. Methods 

As mentioned previously, the main purpose of this study is to combine multi-band spectral data and 

multivariate texture information for the extraction of urban built-up areas using the Landsat series data. 

The main idea can be summarized as follows (Figure 1). First, multivariate variogram texture [31] is 

extracted from a Landsat TM/ETM+ multispectral image (Section 2.1), and then, the obtained 

multivariate texture is combined with the original multispectral image as an additional band. The 

combined spectral and texture images are classified to extract urban built-up area (Section 2.2). A  

one-class classifier, one-class support vector machine (OCSVM), is used in the classification  
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(Section 2.2). To demonstrate the effectiveness of the proposed method, the image texture measured by 

the classical GLCM is also used in the extraction of the built-up area for comparison.  

Figure 1. Flowchart of the proposed method. OCSVM, one-class support vector machine. 

 

2.1. Multivariate Texture Calculation  

In this study, multivariate texture was measured using the multivariate variogram [31,40]. The 

multivariate variogram summarizes the spatial variations of multiple variables (e.g., spectral bands of a 

multispectral image) [40].  

From a perspective of geostatistics, the digital number (DN) of a remote sensing image is considered 

as a regionalized variable, characterized by both random and spatial correlation aspects [41]. For a 

multispectral image that can be modeled as multivariate data, each pixel can be viewed as a vector of 

p spectral bands (variables):
  

 (1)

where DN(x) is a row vector of pixel x and dnk(x) is the pixel value of the k-th band. The multivariate 

variogram for a multispectral image is defined as [31,40]: 

 
(2)

where ߛ௠ሺࢎሻrepresents half of the mathematical expectation E[●] of the increments of pixel vector 

pair values at distance h, h is the distance vector, DN(x) and DN(x + h) are pixel vectors at positions x 

and x + h, respectively, the superscript T denotes the transpose of the matrix and M is a symmetric  

positive-definite matrix defining the relations between the bands, such as the identity matrix 

(Euclidean) and the variance-covariance matrix (Mahalanobis) [40]. 

The multivariate variogram with Euclidean distance is expressed as: 
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where N(h) is the number of distant pairs with lag h and p is the number of bands.  

The multivariate variogram with Mahalanobis distance is defined as:  
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where the matrix containing element ݒ௜௝ (i = 1, …, p; j = 1, …, p) is the covariance matrix of the 

multispectral image. In this study, the covariance matrix is calculated for the whole image (i.e.,  

global covariance). 

In addition to the Euclidean distance and the Mahalanobis distance, the spectral angle distance [37,42], 

which has not been used for the extraction of multivariate texture in existing studies, is also used in 

this paper. The multivariate variogram with the spectral angle distance is expressed as: 

 

(5)

where N(h) is the number of distant pairs with lag h and p is the number of bands.  

The multivariate texture was calculated in a local neighborhood (i.e., moving window) from all 

multispectral bands using Equations (3)–(5), respectively. There are two parameters to be considered 

when calculating multivariate texture: the window size and the lag distance (including distance and 

direction) [31]. The obtained multivariate variogram value (for a specified moving window and a lag 

distance) is assigned to the central pixel of the window. The selection of an appropriate window size is 

usually done by a trial and error procedure. Generally, multiple lag distances can be used in the 

calculation of a multivariate variogram. However, it was found from the existing studies that the lag 

distance of one pixel is widely used for geostatistical texture computation, because it best describes the 

radiometric differences in the immediate neighborhood of the central pixel [21]. However, other lag 

distances can also provide useful information [43]. Usually, the lag distance can be measured in 

individual directions or in multiple directions within a moving window. In most previous studies, the 

omnidirectional texture that is produced by averaging the texture values from several directions (e.g., 

NS, EW, NE-SW, NW-SE) was used [21,31]. However, omnidirectional texture usually shows severe 

edge effect, which is a well-known problem associated with the use of texture measures [12,34,44]. 

Thus, in this study, the minimum texture, i.e., the minimum of the texture values for different 

directions, is used, since it is less sensitive to the edge effect [12]. It should be mentioned that since 

only one lag distance value was used in the multivariate variogram in this study, the multivariate 

texture obtained is actually the multivariate semivariance texture.  
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2.2. Urban Built-Up Area Extraction Using Combined Spectral and Texture Information  

The obtained multivariate variogram texture and original multispectral image are combined for 

urban built-up area extraction. The combination is done by a vector stack method, i.e., the derived 

multivariate variogram texture image is combined with spectral data as an additional band. 

For example, if there are six spectral bands of the original image and an extracted multivariate 

variogram texture band, the combined data will have seven bands. In this paper, multivariate textures 

measured using the multivariate variogram with three different distances (i.e., Euclidean distance, 

Mahalanobis distance and spectral angle distance) are separately combined with spectral information. 

Thus, three data combinations are produced. In addition, to fully validate the performance of the 

proposed method, two other data combinations are used for comparison: (1) spectral information alone; 

and (2) spectral information and the one-band GLCM texture feature. There are five kinds of data 

combinations in total. 

Since the spectral and texture features generally have different data ranges, the classification 

process may be dominated by data sources that display a larger scale of variation [45]. With such 

different data ranges, the classification directly using the original spectral features and the textural 

features may not achieve a satisfactory classification result. Therefore, prior to classification, both 

spectral and texture features are first normalized into the same range [0, 1]. The normalization can be 

formulated as: 

 
(6)

where ݀௫೔  denotes the original value of the pixel xi, dmax and dmin represent the maximum and minimum 

values of that band and ݀௫೔ᇱ  is the normalized value of the pixel xi.  

The combined spectral and texture images are classified using a supervised classifier to extract 

urban built-up area. Since the urban built-up area is the only class of interest (or target class), instead 

of using traditional multi-class classification methods, a one-class classifier, OCSVM, is adopted in 

this study.  

The OCSVM is a recently developed one-class classifier, which is a special type of classical binary 

support vector machine (SVM). The OCSVM classifier only requires training data from one class (the 

target class) and can especially focus on the class. In the training process, only samples from the target 

class are used, and there is no information about outlier objects. The boundary between the target class 

and others has to be estimated from data in the only available target class. Thus, the task is to define a 

boundary around the target class; the boundary encircles as many target examples as possible and 

minimizes the chance of accepting outlier objects [33,46]. Furthermore, the OCSVM classifier is adopted 

in this study since it has also been successfully applied in specific land cover type mapping [47], 

change detection of one specific land cover class (e.g., urban expansion and urban building damage 

detection) [33] and ecological modeling [48]. 

2.3. Accuracy Assessment 

A common method for accuracy assessment is the use of a confusion matrix. For each classification 

result of different data combinations, the accuracy assessment includes the producer’s accuracy (PA), 

dxi

' =
dxi

− dmin

dmax − dmin
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user’s accuracy (UA), overall accuracy (OA) and kappa coefficient. The kappa coefficient is a measure 

of the overall statistical agreement of a matrix and takes non-diagonal elements into account. Kappa 

analysis has been recognized as a powerful technique for analyzing a single error matrix and 

comparing different confusion matrices [49,50]. In this study, McNemar’s test was used to evaluate the 

statistical significance of the difference between two classification results using the same set of 

reference data [51]. If the test value, |ܼ|, is greater than 1.96, the two classification results produce 

significantly different accuracies at a 95 percent confidence interval. 

3. Study Areas and Data  

Two megacity areas in China, Beijing and Tianjin, were selected as study areas for the evaluation of 

the proposed method. Beijing, the capital city of China, is located in northern China. Beijing has 

experienced a rapid urbanization in the past three decades, resulting in increased infrastructural and 

housing construction and urban expansion. The land cover types in the area include water, farmland, 

grassland, woodland, built-up area and bare land.  

Bi-temporal Landsat TM/ETM+ data that were acquired in September 1995, and in July 2005, were 

used. Only six reflective multispectral bands (Bands 1–5, 7) with 30-m spatial resolution were used for 

each image. The image is free of clouds and of a high quality. No radiometric correction was 

conducted, since land cover classification does not gain from radiometric correction [52]. Bi-temporal 

images were co-registered. The image size finally used in the study is 1600 × 1860 pixels, covering an 

area of approximately 48 km × 55.8 km (Figure 2). The training samples for the target class  

(built-up area) were visually selected from bi-temporal images. For accuracy assessment, 500 

randomly distributed pixels were first generated for both built-up area and non-built-up area classes. 

After removing the pixels that were located near class boundaries and difficult in the determination of 

their class attributes and that were near the training pixels, a small polygonal area (cluster) 

(approximately 80–110 pixels each) around each remaining pixel was then selected as a test area. The 

training and test samples for the bi-temporal images of Beijing are shown in Table 1. 

Figure 2. Landsat TM images of the Beijing study area (7, 4 and 2 bands as R, G and B) 

acquired in 1995 (a) and 2005 (b). 
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Table 1. Training and test samples used for the two study areas (pixels). 

 Training Samples Test Samples 

 Built-Up Built-Up Non-Built-Up 

Beijing    

1995 image 17,703 18,861 25,608 

2005 image 13,624 17,608 22,522 

Tianjin    

1992 image 7717 10,220 18,547 

2006 image 7154 13,332 17,280 

The other study area, Tianjin, is also located in northern China. Tianjin is the third largest city and 

the second port city of China, which has experienced rapid urban and industrial development over 

twenty years. The land cover types in the area are the same as those in Beijing area. Two-temporal 

Landsat TM/ETM+ data acquired in July 1992, and in July 2006, were selected. Only six reflective 

multispectral bands (Bands 1–5, 7) with 30-m spatial resolution were used. The image is free of clouds 

and of a good quality. After image registration, the image size used in the study is 2400 × 1600 pixels, 

covering an area of approximately 72 km × 48 km (Figure 3). The training and test samples were 

selected following the same procedure used for Beijing images. The training and test samples for  

bi-temporal images of Tianjin are shown in Table 1. 

Figure 3. Landsat TM image of the Tianjin urban area (7, 4 and 2 bands as R, G and B) 

acquired in 1992 (a) and 2006 (b). 
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4. Results and Discussion 

4.1. Built-Up Area Extraction Results in Beijing 

The multivariate variogram texture was first extracted. In order to choose an appropriate window 

size for the final texture computation and subsequent combined classification, several window sizes, 

i.e., 3 × 3, 5 × 5, 7 × 7, 9 × 9 pixels, with a lag distance of one pixel, were respectively used to 

calculate image textures, which were compared in terms of the accuracy of the combined 

classification. Considering that spatial variations for these two areas are similar, the Landsat TM image 

of 2005 was used to estimate the optimal window size. The classification accuracies produced using 

spectral data and multivariate variogram texture data with different window sizes are shown in  

Table 2. 

Table 2. Classification accuracies using spectral data and multivariate variogram texture data 

extracted with different window sizes for the 2005 image of the Beijing area (all in %). 

Data Combinations OA Kappa 
Built-Up Class Non-Built-Up Class 

PA UA PA UA 

Spectral + MV3_1 (Eu) 90.90 81.61 91.97 87.85 90.06 93.48 

Spectral + MV5_1 (Eu) 91.23 82.23 91.15 89.10 91.28 92.96 

Spectral + MV7_1 (Eu) 91.68 83.05 89.07 91.72 93.72 91.64 

Spectral + MV9_1 (Eu) 91.58 82.84 88.57 91.95 93.94 91.31 

Spectral + MV3_1 (Ma) 90.70 81.04 87.43 91.02 93.26 90.47 

Spectral + MV5_1 (Ma) 90.52 80.84 91.27 87.64 89.93 92.95 

Spectral + MV7_1 (Ma) 91.56 82.91 91.36 89.62 91.72 93.14 

Spectral + MV9_1 (Ma) 91.68 83.11 90.54 90.50 92.57 92.60 

Spectral + MV3_1 (Sa) 91.78 83.43 93.87 88.16 90.15 94.95 

Spectral + MV5_1 (Sa) 92.15 84.14 93.08 89.46 91.43 94.42 

Spectral + MV7_1 (Sa) 92.35 84.49 91.87 90.81 92.73 93.58 

Spectral + MV9_1 (Sa) 92.31 84.43 92.54 90.19 92.13 94.04 

OA: overall accuracy; PA: producer’s accuracy; UA: user’s accuracy; spectral: six TM bands;  

MVw_1: multivariate variogram texture with a window size of w × w pixels and a lag distance of one pixel; 

Eu: Euclidean distance; Ma: Mahalanobis distance; Sa: Spectral angle distance. 

From Table 2, it was found that the window size of 7 × 7 pixels used for texture calculation 

generally achieved the highest kappa coefficient among all window sizes. Hence, the window size  

of 7 × 7 pixels with a lag distance of one pixel was finally used in the multivariate variogram  

texture calculation. 

In addition, eight GLCM textures were also calculated, namely mean, variance, homogeneity, 

contrast, dissimilarity, entropy, second moment and correlation. As in many existing studies, the red 

band and near-infrared (NIR) band were used to compute eight GLCM textures [38,53]. In the process 

of GLCM texture calculation, a window size of 7 × 7 pixels and a one pixel offset for all directions 

were computed; the minimum of the texture values for different directions was finally used. After 

visual inspection and quantitative comparison, the dissimilarity texture computed from the NIR band 
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was used in subsequent analysis, since it achieved the highest accuracy among all combined spectral 

and GLCM texture classifications (Table 3). 

Table 3. Classification accuracies using multispectral data and selected gray-level  

co-occurrence matrix (GLCM) textures for a 2005 image of the Beijing area (all in %). 

Data Combinations OA Kappa 
Built-Up Class 

PA UA 

Spectral + Var 88.75 77.47 93.71 82.88 

Spectral + Con 89.74 79.37 92.95 85.05 

Spectral + SM 89.56 79.03 93.11 84.64 

Spectral + Hom 90.12 80.15 93.71 85.23 

Spectral + Dis 90.64 80.96 88.62 89.90 

Spectral + Dis (Red) 89.09 77.86 87.90 87.32 

OA: overall accuracy; PA: producer’s accuracy; UA: user’s accuracy; spectral: six TM bands; V: variance 

texture; C: contrast texture; SM: second moment texture; Hom: homogeneity texture; Dis: dissimilarity 

texture; Dis (Red): dissimilarity texture calculated from the red band. Textures that do not mention the band 

were calculated from the NIR band. 

Table 4. Classification accuracies using multispectral data and texture features from 

Beijing images (all in %). 

Data Combinations OA Kappa 
Built-Up Class Non-Built-Up Class 

PA UA PA UA 

1995  

Spectral 89.20 77.96 88.29 86.53 89.87 91.25 

Spectral + GLCM_Dis 89.73 78.98 87.92 87.88 91.07 91.10 

Spectral + MV_Eu 89.82 79.11 87.08 88.70 91.83 90.61 

Spectral + MV_Ma 89.90 79.29 87.48 88.56 91.68 90.86 

Spectral + MV_Sa 91.72 83.03 90.04 90.39 92.95 92.68 

2005  

Spectral 88.07 75.82 87.16 85.87 88.79 89.84 

Spectral + GLCM_Dis 90.64 80.96 88.62 89.90 92.21 91.20 

Spectral + MV_Eu 91.68 83.05 89.07 91.72 93.72 91.64 

Spectral + MV_Ma 91.56 82.91 91.36 89.62 91.72 93.14 

Spectral + MV_Sa 92.35 84.49 91.87 90.81 92.73 93.58 

OA: overall accuracy; PA: producer’s accuracy; UA: user’s accuracy; spectral: spectral data;  

GLCM_Dis: dissimilarity texture from GLCM; MV_Eu: multivariate variogram texture with Euclidean 

distance; MV_Ma: multivariate variogram texture with Mahalanobis distance; MV_Sa: multivariate 

variogram texture with spectral angle distance.  

Table 4 shows classification accuracies using different data combinations from the Beijing images. 

From the table, the classification using spectral information alone produced the lowest accuracies, with 

kappa coefficients of 75.82% and 77.96% for the 1995 and 2005 images, respectively. By adding 

textures, either one-band texture (GLCM dissimilarity) or multivariate textures, the classification 

accuracies were highly improved compared to the use of spectral information alone. For example, by 

adding one-band texture (GLCM dissimilarity), the increases in the kappa coefficient were 5.14% and 
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1.02% for the 1995 and 2005 images, respectively. Furthermore, by adding multivariate textures, the 

accuracies of combined classification were higher than that of classification including one-band texture. 

In particular, the inclusion of multivariate texture with spectral angle distance in combined 

classification achieved the highest accuracy among the results of adding one of three multivariate 

textures. For example, compared to the results using spectral information alone, the increases in the 

kappa coefficient were 5.07% and 8.67% for the 1995 and 2005 images, respectively; while compared 

to the results using spectral information and one-band texture, the increases in the kappa coefficient 

were 2.07% and 5.51% for the 1995 and 2005 images, respectively (Table 4).  

Table 5 shows |ܼ| values from McNemar’s test for Beijing images, which were used to quantify the 

statistical significance of the difference between the two classification results. From Table 5, it is clear 

for two images that, compared with the classification results using spectral information alone, all 

classification results using combined spectral information and texture (GLCM or multivariate 

variogram) achieved significantly higher accuracies (at the 95% confidence level). Furthermore, the 

classification result using spectral information and multivariate variogram texture with spectral angle 

distance generated significantly higher accuracy than all other combinations of spectral data and 

texture (both GLCM and multivariate variograms with Euclidean and Mahalanobis distances). 

Table 5. The |ܼ| values from McNemar’s test for the comparison of kappa coefficients 

from different classification results of Beijing images and corresponding statistical 

significances (at the 95% confidence level). 

 Spectral Spectral + GLCM_Dis Spectral + MV_Eu Spectral + MV_Ma Spectra + MV_Sa 

1995      

Spectral \ S S S S 

Spectral + GLCM_Dis 2.4386 \ NS NS S 

Spectral + MV_Eu 2.8265 0.3880 \ NS S 

Spectral + MV_Ma 3.2054 0.7671 0.3791 \ S 

Spectral + MV_Sa 12.1263 9.7105 9.3136 8.9359 \ 

2005      

Spectral \ S S S S 

Spectral + GLCM_Dis 11.1329 \ S S S 

Spectral + MV_Eu 16.0409 4.9499 \ NS S 

Spectral + MV_Ma 15.4989 4.4018 0.5487 \ S 

Spectral + MV_Sa 19.3730 8.3273 3.3851 3.9334 \ 

S: significant; NS: not significant. 

Figures 4 and 5 show the three selected classification results for the 1995 and 2005 images of the 

Beijing area, respectively. For the 1995 image, it is seen that the results using different data 

combinations have a similar distribution of the built-up area over the whole scene (Figure 4). For the 

2005 image, one obvious difference among these results is shown in the lower left region of three 

images: there is an area that was labeled as different classes by different methods (Figure 5). For two 

sets of results, differences among each set of results usually happened in detailed local regions, such as 

in rural settlement areas, harvested farmland area and built-up area that has unusual spectral 
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information corresponding to surrounding built-up areas. Thus, some local places in each image have 

been selected for comparison (Figure 6). 

Figure 4. Classification results of the 1995 Beijing image using spectral information  

alone (a); using spectral information and one-band texture (b); and using spectral 

information and multivariate texture with spectral angle distance (c). 

 

Figure 5. Classification results of the 2005 Beijing image using spectral information  

alone (a); using spectral information and one-band texture (b); and using spectral 

information and multivariate texture with spectral angle distance (c). 
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Figure 6. Portions of Landsat TM images (Bands 7, 4 and 2 as R, G and B) (A);  

I-A: built-up area (mostly in the middle, red color) and surrounding vegetated farmland;  

II-A: bare land (mostly in the middle, red color) and neighboring urban built-up area;  

III-A: harvested farmland (red color) and vegetation; corresponding classification results of 

different data combinations in Beijing area. (B) Spectral data alone; (C) spectral data and 

GLCM texture; (D) spectral data and variogram texture with spectral angle distance. 

 

From Figure 6, by using spectral data alone and using combined spectral data and GLCM texture, 

the urban built-up areas were partially recognized (e.g., I-B, I-C of Figure 6). However, when spectral 

data and multivariate variogram texture were jointly used, the built-up area was more accurately 

extracted. When spectral data were used alone, some areas of bare land and harvested land were 

misclassified as urban built-up area (e.g., II-B, III-B of Figure 6). When GLCM texture was included 

in classification, the misclassification error was slightly reduced (e.g., II-C, III-C of Figure 6). 

However, when multivariate variogram texture was included in classification, the misclassification 

error was significantly reduced (e.g., II-D, III-D of Figure 6). 

In summary, the proposed method outperformed the use of spectral information alone and the joint 

use of spectral information and GLCM texture in bi-temporal images of the Beijing area. Specifically, 

the proposed method significantly reduced the confusion between built-up area and bare land and the 

confusion between built-up area and harvested farmland. These results demonstrate the effectiveness 

of the proposed methods in urban built-up area extraction. 
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4.2. Built-Up Area Extraction Results in Tianjin Area 

Table 6 shows classification results using different data combinations in the Tianjin area. From the 

Table 6, urban built-up area extraction using spectral information alone produced the lowest 

accuracies. By adding one-band GLCM texture, the accuracy of the combined classification was 

slightly improved compared to the use of spectral information alone. However, by adding multivariate 

variogram textures, the classification accuracies were significantly higher than the use of spectral data 

alone and the inclusion of one-band GLCM texture. In particular, the inclusion of multivariate 

variogram texture with spectral angle distance in classification achieved the highest accuracy among 

the results of using one of three multivariate variogram textures. For example, compared to the results 

using spectral information and GLCM texture, the increases in the kappa coefficient for the 1992 and 

2006 images were 8.30% and 7.55%, respectively. 

Table 6. Classification accuracies using multispectral data and texture features of the 

Tianjin area (all in %). 

Data Combinations OA Kappa 
Built-Up Class Non-Built-Up Class 

PA UA PA UA 

1992  

Spectral 86.54 70.64 81.24 80.94 89.46 89.64 

Spectral + GLCM_Dis 86.86 71.37 81.92 81.25 89.58 89.99 

Spectral + MV_Eu 89.31 76.70 85.23 84.76 91.56 91.84 

Spectral + MV_Ma 88.20 74.15 82.58 83.95 91.30 90.49 

Spectral + MV_Sa 90.72 79.67 86.19 87.50 93.21 92.45 

2006  

Spectral 85.21 69.92 82.97 83.06 86.94 86.87 

Spectral + GLCM_Dis 86.07 71.60 83.00 84.70 88.44 87.08 

Spectral + MV_Eu 86.72 72.96 84.32 85.05 88.56 87.98 

Spectral + MV_Ma 86.64 72.83 84.66 84.67 88.17 88.17 

Spectral + MV_Sa 89.54 78.65 86.49 89.16 91.89 89.81 

OA: overall accuracy; PA: producer’s accuracy; UA: user’s accuracy; spectral: spectral data;  

GLCM_Dis: dissimilarity texture from GLCM; MV_Eu: multivariate variogram texture with Euclidean 

distance; MV_Ma: multivariate variogram texture with Mahalanobis distance; MV_Sa: multivariate 

variogram texture with spectral angle distance.  

Table 7 shows |ܼ| values from McNemar’s test for the Tianjin images, which were used to quantify 

the statistical significance of the difference between two classification results. From the table, it is 

similar to the Beijing area, i.e., compared with the classification results using spectral information 

alone, all classification results using combined spectral information and texture (GLCM or 

multivariate variogram) achieved significantly higher accuracies (at the 95% confidence level). 

Furthermore, the classification result using spectral information and multivariate variogram texture 

with spectral angle distance generated significantly higher accuracy than all other combinations of 

spectral data and texture (both GLCM and multivariate variograms with Euclidean and 

Mahalanobis distances). 
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Table 7. The |ܼ| values from McNemar’s test for the comparison of kappa coefficients 

from different classification results of the Tianjin images and corresponding statistical 

significances (at the 95% confidence level). 

 Spectral Spectral + GLCM_Dis Spectral + MV_Eu Spectral + MV_Ma Spectral + MV_Sa 

1992      

Spectral \ NS S S S 

Spectral + GLCM_Dis 1.0517 \ S S S 

Spectral + MV_Eu 9.5622 8.5150 \ S S 

Spectral + MV_Ma 5.6076 4.5573 3.9662 \ S 

Spectral + MV_Sa 14.8610 13.8211 5.3433 9.2973 \ 

2006      

Spectral \ S S S S 

Spectral + GLCM_Dis 2.7942 \ S NS S 

Spectral + MV_Eu 4.9731 2.1802 \ NS S 

Spectral + MV_Ma 4.7187 1.9256 0.2547 \ S 

Spectral + MV_Sa 15.0591 12.2892 10.1222 10.3755 \ 

S: significant; NS: not significant. 

Figures 7 and 8 show the four selected classification results for the 1992 and 2006 images, 

respectively. From these figures, it is clear that the salt-and-pepper appearance was reduced in the 

classification results produced by the proposed methods (Figures 7c,d and 8c), compared with the 

results using spectral data alone (Figures 7a and 8a) and the results including GLCM texture  

(Figures 7b and 8b), especially in the lower right region of these images.  

Figure 7. Classification results of the 1992 Tianjin image using spectral information  

alone (a); using spectral information and one-band texture (b); using spectral information 

and multivariate variogram texture with spectral angle distance (c).  
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Figure 8. Classification results of the 2006 Tianjin image using spectral information  

alone (a); using spectral information and one-band texture (b); using spectral information 

and multivariate variogram texture with spectral angle distance (c).  

 

Figure 9 shows some portions of the classification results using different data combinations. From 

the figure, using spectral data alone or combining spectral data and GLCM texture, urban built-up 

areas were partially recognized (e.g., I-B, I-C of Figure 9). However, when spectral data and 

multivariate variogram texture were combined in the classification, the built-up area was more 

accurately extracted (e.g., I-D of Figure 9). When spectral data were used alone, some areas of water 

and harvested farmland were misclassified as urban built-up area (e.g., II-B, III-B of Figure 9). When 

GLCM texture was included in combined classification, the misclassification errors were slightly 

reduced (e.g., II-C, III-C of Figure 9). However, when multivariate variogram texture was included in 

classification, these misclassification errors were significantly reduced (e.g., II-D, III-D of Figure 9).  

It is of note that there are some misclassification errors occurring at the boundaries between urban 

built-up area and other land cover classes in the classification result by the proposed method (e.g.,  

III-D of Figure 9). These misclassification errors are mainly produced by the edge effect of the texture 

property [54]. In general, as in the first example (the Beijing case), the proposed method outperformed 

the use of spectral information alone and the joint use of spectral information and GLCM texture in  

bi-temporal images of the Tianjin area. Specifically, the proposed method significantly reduced the 

confusion between built-up area and water area and the confusion between built-up area and harvested 

farmland. These results demonstrated the effectiveness of the proposed methods in urban built-up 

area extraction. 
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Figure 9. Portions of Landsat TM images (Bands 7, 4 and 2 as R, G and B) (A);  

I-A: built-up area (mostly in the middle) and surrounding farmland; II-A: farmland and 

water area (blue color areas); III-A: harvested farmland (red color, in the middle) and 

vegetated farmland. Corresponding classification results using different data combinations 

in Tianjin area. (B) Spectral data alone; (C) spectral data and GLCM texture; (D) spectral 

data and multivariate variogram texture with spectral angle distance 

 

5. Conclusions 

Timely and accurate information about urban areas is very important for diverse applications. Due 

to significant spectral heterogeneity and spectral confusion with other land cover classes at 30-m 

resolution (e.g., Landsat TM/ETM+ data), the urban area extraction using spectral data from Landsat 

series data alone is a challenging task. This paper proposed a method that combines multivariate 

variogram texture and spectral data in urban area classification. The OCSVM classifier used in this 

study only requires the training samples from the target class (i.e., urban built-up area), while the 

traditional multi-class classifiers require training samples from all land cover classes. The proposed 

method was evaluated using bi-temporal Landsat TM/ETM+ images from two megacity areas. The 

experimental results indicated that the inclusion of multivariate variogram texture outperformed the 

use of spectral data alone and the inclusion of classical GLCM texture in classification. In particular, 

the inclusion of multivariate variogram texture with spectral angle distance achieved increases in the 

kappa coefficient from 4% to 9% compared to all other data combinations. The increases in the kappa 

coefficient are statistically significant in terms of McNemar’s test (at the 95% confidence level). The 

proposed method that employs multivariate texture and a one-class classifier (e.g., OCSVM) provides 
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an effective and efficient way of extracting urban built-up area. The method can be also applicable to 

other relevant applications.  
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