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Active sound attenuation systems may be described using a system identification framework in 
which an adaptive filter is used to model the performance of an unknown acoustical plant. An 
error signal may be obtained from a location following an acoustical summing junction where 
the undesired noise is combined with the output of a secondary sound source. For the model 
output to properly converge to a value that will minimize the error signal, it is frequently 
necessary to determine the transfer function of the secondary sound source and the path to the 
error signal measurement. Since these transfer functions are unknown and continuously 
changing in a real system, it is desirable to perform continuous on-line modeling of the output 
transducer and error path. In this article, the use of an auxiliary random noise generator for 
this modeling is described. Based on a Galois sequence, this technique is easy to implement, 
provides continuous on-line modeling, and has minimal effect on the final value of the error 
signal. 

PACS numbers: 43.60.Gk, 43.50. Ki 

INTRODUCTION 

Active sound attenuation is a relatively old idea that has 
received considerable attention in recent years. This is pri- 
marily due to the development of improved signal-process- 
ing theory and hardware that enable more sophisticated ap- 
proaches to this problem. Many of the traditional problems 
with this technology can now bc treated more effectively 
with proper signal processing rather than with the direct 
acoustical approaches of the past. 

This article describes a complete active attenuation sys- 
tem that functions correctly in the presence of acoustic feed- 
back as well as nonideal input microphone, error micro- 
phone, loudspeaker, and error path transfer functions. It is 
completely adaptive and responds automatically to changes 
in input signal, acoustic plant, error plant, microphone, and 
loudspeaker characteristics. 

I. SYSTEM IDENTIFICATION 

Active sound attenuation systems may be described us- 
ing a system identification framework in which an adaptive 
filter is used to model the performance of an unknown acous- 
tical plant, as shown in Fig. 1 (a). 1-s An input microphone is 
used to measure the undesired noise upstream of the acousti- 
cal plant. This signal is used as the input to an adaptive filter 
that generates an output to a loudspeaker which is used to 
produce a secondary sound that is acoustically combined 
with the undesired noise. An error signal measured down- 
stream from the acoustical summing junction is used to 
adapt the coefficients of the adaptive filter to minimize the 
residual noise. When fully adapted, the adaptive filter re- 
sponse in series with the response of the input microphone 
and loudspeaker matches the response of the acoustical 
plant. 

'• An earlier version of this article was presented at the 112th Meeting of the 
Acoustical Society of America, 8-12 December 1986 in Anaheim, CA [J. 
Acoust. Soc. Am. Suppl. I 80, SII (1986)]. 

Although this system identification problem has been 
intensively studied in the control and signal-processing liter- 
ature, the active attenuation application is complicated by 
the presence of acoustic feedback from the loudspeaker to 
the input microphone. In the past, a variety of solutions to 
this problem have been proposed that utilize either direc- 
tional transducer arrays or incorporate a compensating fixed 
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FIG. 1. (a) Schematic diagram of active attenuation problem. (b) Block 
diagram of active attenuation problem showing general solution to compen- 
sation for transfer functions due to loudspeaker Sand error path E through 
the addition of duplicate transfer functions or inverse transfer functions. 
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feedback path that is determined on an off-line basis through 
calculations or use of a training signal. 

Eriksson has presented a new technique for active at- 
tenuation that effectively utilizes adaptive signal processing 
to solve the problem of acoustic feedback from the secondary 
sound source to the input microphone. 6 This technique uti- 
lizes a recursive-least-mean-squares (RLMS) algorithm de- 
veloped by Feintuch 7 to provide a complete pole-zero model 
of the acoustical plant. The acoustic feedback is considered 
part of the adaptive model used to model the plant. From 
this perspective, the acoustic feedback introduces fixed poles 
into the overall response of the model, which may be re- 
moved with the pole-zero response of the RLMS algorithm. 
Using the configuration shown in Fig. l(b), the direct 
acoustical path P and feedback acoustical path Fare simulta- 
neously modeled by the RLMS model using adaptive filters 
A and B, in series with the loudspeaker S. Perfect cancella- 
tion is obtained when the overall model response matches 
the response of the plant or using z transforms: 

M r = MS/( 1 + FMS) = AS/( 1 -- B + FAS) = P, 
(1) 

where 

M r = overall model response, 
M = response of pole-zero recursive filter structure 

used in RLMS algorithm, 
A = response of all-zero least-mean-squares (LMS) ele- 

ment used in direct path of pole-zero structure, 
B = response of all-zero LMS element used in recursive 

path of pole-zero structure, 
P = direct path acoustic plant, 
F--- feedback path acoustic plant, and 
S = response of loudspeaker. 

One solution to this equation is for •4 = P/S and 
B = PF. However, the actual model response is a complex 
function of the spectral content of the source and the acousti- 
cal plant of the system. The RLMS algorithm provides a 
fully adaptive means to simultaneously model the direct 
plant and feedback plant with a given source in such a way as 
to minimize the residual noise. 

II. TRANSDUCER MODELING 

One of the problems with this technique is that the 
RLMS algorithm requires knowledge of the speaker transfer 
function and error path transfer function for proper conver- 
gence. • Widrow s has shown that the LMS algorithm can be 
used with a delayed error signal if the input to the error 
correlators is also delayed by the same amount. Similarly, 
Morgan has stated that, with proper compensation, the LMS 
algorithm can also be used ifa transfer function, such as that 
due to the loudspeaker, is in the auxiliary path following the 
adaptive filter. Proper compensation requires the addition of 
a transfer function in the input to the error correlators or the 
addition of an inverse transfer function in series with the 

error path. 9 Burgess has discussed similar results for the 

LMS algorithm when both auxiliary path and error path 
transfer functions are present. •0 A transfer function is added 
to the input to the error correlators, which represents the 
product of the auxiliary path and error path transfer func- 
tions. Widrow and Stearns • •.•2 have similarly discussed the 
"filtered-X" LMS algorithm for use with a plant in the auxil- 
iary path. • •.•2 

These results have been extended to an infinite impulse 
response (IIR) adaptive filter using the RLMS algorithm by 
Eriksson.• The speaker transfer function S and error path 
transfer function E must be known to compensate for their 
effect on the convergence of both the direct and recursire 
elements of the IIR filter. This can be done through either 
the addition ors and Einto the input lines to the error corre- 
lators or the addition of the inverse transfer functions, S- • 
and E-•, into the error path, as shown in Fig. 1 (b). •As 
discussed above, the former technique has been described by 
Widrow a and Burgess •ø for the LMS algorithm and assures 
that the error signal and input signal will have the same 
relationship in time. The latter technique has been described 
by Morgan 9 for the LMS algorithm and eliminates the need 
for a modification to the input signal in principle, but, in 
practice, the lack of causality for the inverse transfer func- 
tions, S- • and E- •, requires compensation of the input sig- 
nal to the error correlators by delay, as will be discussed in 
the following. 

Unfortunately, both S and E are unknown and are time 
varying due to effects such as heat and aging on the loud- 
speaker and due to changes in temperature and flow in the 
error path. Thus it is necessary to obtain either direct or 
inverse models of S and E on an on-line basis. Although they 
are not shown explicitly in Fig. 1 (b), the error microphone 
may be considered as part of the error path transfer function 
E, and the input microphone simply adds an additional 
transfer function in series with the RLMS model and loud- 

speaker S. Since the input microphone occurs prior to the 
adaptive model, it does not need to be compensated for in the 
same manner as S and E. 

Poole et al. •3 have described a system using the LMS 
algorithm in which a fixed compensating inverse transfer 
function is added to the error path. However, since S- • and 
E- • are noncausal, an off-line model of a delayed inverse 
model of the loudspeaker and error path AS- ]E- I is deter- 
mined where A is the delay necessary to make the inverse 
model causal. •4 The use of this delayed inverse model re- 
duces the error path transfer function to a fixed pure delay A. 
As noted above, this approach then requires the addition of 
the same delay A to the input to the error correlators of the 
LMS algorithm as described by Widrow. 8 The primary dis- 
advantage of this technique is that it does not use an on-line, 
continuously adaptive model of the loudspeaker and error 
path. 

Eriksson • has described a three-microphone system us- 
ing the RLMS algorithm in which the error plant is modeled 
on line using either a direct or inverse model while the 
speaker is modeled off line. However, there have not been 
any previous approaches described that provide an on-line 
model of the speaker and the error path that responds to 
changes in their response over time. 
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III. MODELING APPROACHES 

There are two basic techniques available for use in sys- 
tem modeling using adaptive filters. The direct approach 
places the model in parallel with the unknown plant and is 
adapted such that the difference between the outputs of the 
plant and model is minimized for the same signal. The in- 
verse approach places the model in series with the unknown 
plant such that the difference between the output of this se- 
ries combination and a delayed version of the input signal is 
minimized. In this case, the response of the adaptive model 
becomes a delayed version of the inverse of the unknown 
plant response. 

As shown in Fig. 2(a), to determine the speaker and 
error path response, the direct model approach places the 
adaptive model in parallel with the speaker and error path. 
An error signal formed by subtracting the adaptive model 
output from the microphone output is multiplied by the in- 
put signal to form the update terms for the coefficients of the 
adaptive model. The inverse model approach places the 
adaptive model in series with the speaker and error path, as 
shown in Fig. 2(b). In this case, the error signal formed by 
subtracting the adaptive model output from a delayed ver- 
sion of the noise input is multiplied by the input to the adap- 
tive model to form the update terms for the coefficients of the 
adaptive model. Thus the adaptive model forms a delayed 
inverse model of the speaker and the error path while at- 
tempting to match the response of the delayed noise input. 

^ + 

The traditional solution is then to use either the direct or 

inverse modeling approach shown in Fig. 2(a) and (b), re- 
spectively, on an off-line basis with a broadband noise source 
N. Since it is an off-line process, the plant outputy and model 
output .• are not present. The noise source N thus allows a 
precise determination of either the speaker and error path 
response, ,fiE, or the delayed inverse model of the speaker 
and error path, AS- •E •. In the direct approach of Fig. 
2 (a), the response SE is fixed after convergence and then 
used in the inputs to the error correlators of the LMS or 
RLMS algorithms. In the inverse approach of Fig. 2(b), the 
response AS- •E- • is also fixed after convergence, and the 
modeling delay A is used in the inputs to the error correlators 
of the LMS or RLMS algorithms. Both techniques assume 
the use of a large-amplitude, broadband noise source on an 
off-line basis to avoid contamination of the modeling process 
byy or.• and to avoid the addition of undesired noise during 
on-line operation by the noise source N. 

IV. CONTINUOUS MODELING SYSTEM 

A new approach to the on-line modeling of S and E is 
shown in Fig. 3. An uncorrelated random noise source is 
used to excite the series combination of the speaker followed 
by the error plant as well as adaptive model C while the 
system is operating. '5 This random noise source will ulti- 
mately become the source of the residual noise of the system. 
The direct adaptive model C is used to obtain coefficients 
describing the response of $ and E that can be used in the 
input lines to the error correlators for the primary RLMS 
algorithm. The generalized model output and weight update 
equations for the recursive adaptive filter may be written 
following the notation of Widrow and Stearns j2 as 

•_ T Yk WkUk , (2) 

Wk+ • = W• + 2MU;•e k , (3) 

U•= [u•,u•_, .... ] , (4) 
=cuk , (5) 

where 

' )+ 
N 

FIG. 2. (a) Direct modeling approach for the determination of the transfer 
function of the speaker and error path with adaptive model SE. (b) Inverse 
modeling approach for the determination of the delayed inverse transfer 
function of the speaker and error path with adaptive model A(SE) 

RANDOM 

FIG. 3. New approach to on-line modeling of speaker S and error path E 
and using results in RLMS model with acoustic feedback to form a fully 
adaptive active attenuation system. 
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Yk = scalar model output at discrete time k, 
Wk = generalized weight vector (includes direct and 

recursire coefficients), 
W •r = transpose of 
Wk + • = updated generalized weight vector, 
M = convergence factor matrix, 
e• = scalar error signal, 
U• = generalized input vector (includes direct and re- 

cursive input vectors), 
U •, = compensated generalized input vector, 
u;, = first component of compensated input vector, and 
C •r = transpose of weight vector of model associated 

with transfer functions in auxiliary path. 

The weight vector of the adaptive model C is obtained 
on an on-line basis using an adaptive algorithm such as the 
LMS or RLMS algorithm with the independent random 
noise source as an input and the error signal as shown in Fig. 
3. The amplitude of the noise source is kept very low so that 
the final effect on the residual noise is small. The plant noise 
y and model output • are not present at the input to the 
adaptive model C and so will not affect the final values of the 
model weights. 

The use of an uncorrelated random noise source that is 

independent of the input signal ensures that the speaker and 
error path will be correctly modeled. The signals from the 
plant (y) and model (.•) represent noise on the "plant" side 
of the speaker/error path modeling process that will not af- 
fect the weights of the direct model C used to determine 
SE.•2 This model is then copied to the input lines of the error 
correlators of the RLMS algorithm. 

It should be noted that, although the delayed adaptive 
inverse model shown in Fig. 2(b) could be used in a similar 
fashion, this will result in decreased performance since the 
"noise" in the auxiliary path and error path due to y and 
also appears at the input of the adaptive filter due to the 
series arrangement. Thus the autocorrelation function of the 
filter input is adversely affected, and the filter weights are 
modified as described by Widrow and Stearns. •2 If this 
"noise" is large enough, the adaptive model may fail to con- 
verge. Thus the delayed adaptive inverse approach requires a 
much larger amplitude random noise source that increases 
the residual noise and decreases overall system quieting. 

In the direct model system, shown in Fig. 3, the "noise" 
due to y and.• does not affect the final weights in the adaptive 
model. In addition, the convergence of the SE model is as- 
sured as long as the initial amplitudes are within the dynamic 
range and signal-to-noise ratio constraints of the system. 
Thus, with $E accurately determined, the overall system 
model will converge, resulting in minimum residual noise. 

The random noise source used to model SE may be read- 
ily obtained through the use of a variety of methods. One 
simple approach is to generate a Galois sequence using 
methods described by Schroeder. •6 A Galois sequence is a 
pseudorandom sequence that repeats after 2'"- 1 points, 
where rn is the number of stages in a shift register. It is easy to 
calculate and can easily have a period much longer than the 
response time of the System. In this' study, 31 stages 
(m = 31 } were used. 

V. RESULTS 

The results of a computer simulation of the system 
shown in Fig. 3 confirmed that the algorithm properly con- 
verges for either narrow-band or broadband input signals. 
The coefficients of the SE model properly describe the SE 
plant, and the coefficients of the overall system model prop- 
erly describe P, F, and S. 

The approach shown in Fig. 3 has also been implemen- 
ted on complete acoustical systems using the TMS320 family 
of digital signal processing microprocessors, with input mi- 
crophones, canceling loudspeakers, and error micro- 
phones."•?'•a Initially, one of these systems was utilized to 
cancel electroacoustically generated noise in a 12-in.-diam 
circular duct. The duct was about 25 ft long and unlined 
except for a short 4-ft-long adsorptive silencer near the pri- 
mary noise source. Typical results after adaptation are 
shown in Fig. 4. The noise reduction obtained with the sys- 
tem operating for a broadband noise input is shown in Fig. 
4(a). This curve was obtained by subtracting the canceled 
spectrum from the uncanceled spectrum. The maxima and 
minima in the spectrum are due to acoustical resonances. 
The converged weight structure for the •4, B, and C elements 
of Fig. 3 is shown in Fig. 4 (b). The decay of the coefficients 
confirms that the filter length chosen was adequate. The sys- 
tem is effective on broadband as well as narrow-band noise 

and requires no calibration or training of any kind. 
Performance in an actual industrial fan or heating, ven- 

tilating, and air conditioning duct is made much more diffi- 
cult by the turbulent airflow and large duct dimensions that 
are usually required. Good system performance requires an- 
titurbulence microphones as well as large, powerful, low- 
frequency sources. •9 Typical results obtained are shown in 
Fig. 5. The uncanceled autospectrum in a lined supply duct 
(34 X 44 in. ) approximately 40 ft from a centrifugal fan is 
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FIG. 4. (a) Noise reduction with active attenuation system on for bandlim- 
ited (15-200 Hz) pink noise input signal (no flow--128 averages). (b) 
Filter coefficients used to obtain the results shown in (a) for adaptive filters 
.4 (32 taps), B (64 taps), and C (64 taps). 
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FIG. 5. (a) Relative sound-pressure spectrum in discharge duct of centrifugal fan with active attenuation system off [Mach number (M): 0.04-128 
averages]. (b) Relative sound-pressure spectrum in discharge duct of centrifugal fan with active attenuation system on (M = 0.04-128 averages ). (c) Noise 
reduction obtained from Fig. 5 (a) and (b). (d) Typical coherence between input microphone and error microphone before the cancellation used to obtain 
the results of Fig. 5(c) (M = 0.04-128 averages). 

shown in Fig. 5 (a). In addition to a very-low-frequency peak 
at about 8 Hz, there is a broad peak of noise from about 40 
Hz to about 140 Hz. With the active sound control system, 
this broad peak was reduced, as shown in Fig. 5(b). The 
noise reduction is plotted in Fig. 5 (c). There is a broad range 
of attenuation from about 40 to 140 Hz peaking at about 18 
dB. System performance is limited by the effectiveness of the 
antiturbulence microphones. There is minimal attenuation 
in the 8- to 40-Hz range due tO the lack of coherence between 
the input and error microphones at these frequencies, as 
shown in Fig. 5 (d). It should be noted that it has been found 
that the magnitude of the coherence must be on the order of 
0.95 or greater for cancellation to be effective. The excellent 
coherence from about 40-140 Hz is consistent with the at- 

tenuation shown in Fig. 5 (c). It would be difficult to obtain 
this performance using a conventional passive silencer. In 
addition, the active attenuation system results in essentially 
no restriction to the flow, thus avoiding the need to modify 
the fan drive. As before, the system is fully adaptive, and the 
results shown were obtained with no training or calibration 
before operating the system. 

To demonstrate the effectiveness of the system on nar- 
row-band as well as broadband noise, an electronic tone gen- 
erator was used with a loudspeaker to introduce a tone at 
about 70 Hz at the fan while the HVAC system was operat- 
ing. The noise reduction on this combined broadband fan 
noise and narrow-band electronic tone is shown in Fig. 6. 
The tone is reduced about 30 dB, while the broadband noise 
is reduced about 15 dB. It is important to note also that, in 
addition to the attenuation shown in Figs. 5 (c) and 6, there 

is essentially no noise added at any frequency. Additional 
performance results have been presented elsewhere. 3'2ø 

Although these results are substantially better than 
typical passive silencers, there do not appear to be any rea- 
sons why the performance of this system cannot be in- 
creased. The primary areas of potential improvement are to 
obtain better coherence between the input and error micro- 
phones through the use of improved antiturbulence micro- 
phones and to increase the speed of computation through the 
use of more powerful microprocessors. 

Vl. CONCLUSIONS 

A complete active attenuation system has been de- 
scribed in which acoustic feedback is modeled as part of an 

40 
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FIG. 6. Noise reduction for an input signal consisting of broadband noise 
from a centrifugal fan combined with a tone generated by a speaker 
(M = 0.04-128 averages). 
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adaptive filter based on the RLMS algorithm. The effects of 
sound source and error path transfer functions are adaptive- 
ly determined on line through the use of a second LMS algo- 
rithm that uses an independent low-level random noise 
source to model the sound source and error path while the 
system is operating. The combined system is fully adaptive, 
compensates for changes in all transducers, the source, and 
acoustical elements, is effective on broadband as well as nar- 
row-band noise, and requires no calibration or training pro- 
cedures prior to operation. 
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