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Background An increasing number of studies evaluate the ability of predictors to
change risk stratification and alter medical decisions, i.e. reclassifi-
cation performance. We examined the reported design and analysis
of recent studies of reclassification and the robustness of their
claims for improved reclassification.

Methods Two independent investigators searched PubMed and citations to the
article that introduced the currently most popular reclassification
metric (net reclassification index, NRI) to identify studies performing
reclassification analysis (January 2006–January 2010). We focused
on articles that included any analyses comparing the performance
of a baseline predictive model vs the baseline model plus some
additional predictor for a prospectively assessed outcome. We re-
corded information on the baseline model used, outcomes assessed,
choice of risk thresholds and features of reclassification analyses.

Results Of 58 baseline models used in 51 eligible papers, only 14 (24%)
were previously described, used as described and had same out-
comes as originally intended. Calibration was examined in 53% of
the studies. Sixteen studies (31%) provided a reference for the
choice of risk thresholds and only six used the previously proposed
categories or justified the use of alternative thresholds. Only
14 studies (27%) stated that the chosen risk thresholds had differ-
ent therapeutic intervention implications. NRI was calculated in
38 studies and was smaller in studies with adequately referenced
or justified risk thresholds vs others (P < 0.0001).

Conclusions Reclassification studies would benefit from more rigorous methodo-
logical standards; otherwise claims for improved reclassification
may remain spurious.
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Introduction
Assessment of risk for disease development or pro-
gression is fundamental to decision making in medi-
cine and public health.1 For example, preventive

therapy for coronary heart disease (CHD) develop-
ment can be guided by the Framingham risk score
(FRS), a multivariable risk prediction model incorpor-
ating information on individual’s age, gender, serum
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cholesterol levels, systolic blood pressure, diabetes
status and smoking.2 Patients beyond a certain level of
risk should be offered preventive treatment, whereas
patients below a certain level of risk should not.
Similar examples exist for a wide range of disease out-
comes, ranging from intensive care unit outcomes,
cancer, fracture risk and so forth.3–8 Moreover, with ad-
vances in research, novel markers of risk, which can
potentially improve prediction over and above estab-
lished risk prediction models, are constantly being
proposed. Many envisage that this information will
eventually lead to ‘personalized medicine’ of patient-
specific treatments.9 However, demonstrating that a
new candidate predictor can improve prediction
beyond traditional risk factors is a demanding task
and requires careful attention to study design and
analysis to avoid unjustified or premature claims.10

She literature of predictive modelling has recently
moved beyond the evaluation of discrimination, com-
monly assessed with the ROC curve, to the ability to
change risk stratification, the so-called reclassifica-
tion.11–13 In contrast to area under the curve (AUC)
analysis, reclassification does not examine just the
ability to improve the accuracy of prediction in gen-
eral; instead, it may provide clinically meaningful
improvements in risk prediction. Reclassification
measures focus specifically on the ability to classify
people more appropriately in risk categories that
have different implications for treatment. This could
lead to better treatment choices and thus better out-
comes. However, there are many prerequisites for this
goal to be achieved:14 effective treatments must be
available; indications for treatment must vary per
level of risk; the thresholds of risk that dictate differ-
ent treatment must be well defined; and baseline
models (to which addition of a new predictor is contem-
plated) must be well defined and standardized with
widely accepted included traditional predictors and
clinical outcomes. Otherwise, reclassification studies
may become susceptible to diverse biases with subject-
ive definitions, analyses and reporting thereof.

Here, we assessed empirically a systematic sample
of recent studies that evaluated the reclassification
ability of various candidate predictors. We aimed to
examine the reported design and analysis of these
studies and the robustness of their claims for im-
proved reclassification.

Methods
Eligibility criteria and selection of studies
We aimed to assemble a sample of recent studies that
examined one or more candidate risk factors’ ability
to reclassify individuals into different risk categories
compared with a predictive model that does not in-
clude these markers. For consistency, we aimed to
focus on studies that addressed the incremental pre-
dictive ability of one or more candidate predictors.

Thus, we did not consider studies that compared com-
pletely different models that did not differ simply on
the presence or not of specific additional markers.

We used two approaches to search for eligible art-
icles. We performed a PubMed search using the fol-
lowing algorithm ‘(reclassif* [tw] OR re-classif*
[tw]]) AND (predict* OR progn*)’ limited to human
studies for the period January 2006– January 2010,
because the concept of reclassification was uncom-
mon before then; and also searched until January
2010 for citations to the most highly cited methods
paper on re-classification that introduced and popu-
larized the net reclassification index (NRI).11 We first
perused the title and abstract of each of these cit-
ations. Potentially eligible articles were retrieved for
perusal in full text.

Studies were eligible if they had primary data (not
review, guideline, letter, editorial, etc.) on real pa-
tients (not decision analyses with simulated data)
and regardless of field, type of predictive model and
outcome. We included studies regardless of whether
they gave exact quantitative results of reclassification
metrics, provided that they stated that they did such
reclassification analysis. We considered studies with
longitudinal follow-up (prospective or retrospective),
and excluded cross-sectional studies (they pertain to
diagnosis rather than prognosis). When an article
considered separately two or more predictors for
their incremental predictive ability, information was
considered separately for each of the examined add-
itional predictors. When several additional predictors
were considered together in all analyses, we did not
separate them. When an article considered more than
one outcome, we evaluated these separately.

Data extraction
For each eligible article, we recorded the first author,
journal, year of publication, number of subjects in
the study, additional predictor(s), baseline predictive
model, outcome(s) assessed, population evaluated
and features of reclassification analyses.

For the baseline model, we extracted information on
how each model was modelled, i.e. whether a risk
score was calculated based on previously published
coefficients or whether a set of variables was used
to develop/reconstruct the model, and on whether it
was already described in the literature and referenced;
alluded to have been described already in the litera-
ture, but not referenced; unclear whether it had been
already described in the literature; or a model that the
authors claimed to build for the first time—and, if so,
how this was justified. Whenever a model was already
described in the literature, we examined whether the
authors used it as previously described or deviated
somehow with inclusion of other variables, exclusion
of standard variables, substitution of standard vari-
ables with other variables, different definitions or dif-
ferent modelling of standard variables.
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We also extracted the risk category thresholds and
whether their choice was referenced (and, if so, whether
the reference indeed proposed that specific categor-
ization or not) or otherwise justified and how; whether
more than one categorization was investigated (and,
if so, whether results were given for all categoriza-
tions vs selectively, and whether only the results
with best reclassification were shown); and whether
it was stated that the risk categories chosen carried
also different therapeutic/intervention implications
or not. We also examined whether the statement of
different therapeutic/intervention implications was
supported by a reference that indeed proved this
point or other arguments, and the specific interven-
tion(s) that would differ based on the risk categories.

For each additional candidate predictor, we recorded
how it was entered in the analyses, noting in particu-
lar whether different options were examined and
then a best-fitting option was used in the evaluation
of incremental predictive ability.

For reclassification features, we recorded whether
authors reported the predicted risk for patients cate-
gorized in each risk category for the baseline model
and for the model including also the additional pre-
dictor(s); the number or percentage of patients chan-
ging risk categories for each type of change; and
whether participants who developed the disease
moved into a higher risk category and those who
did not develop the disease to a lower risk category
(i.e. risk prediction moved in the correct direction).
We also noted whether authors used the net reclassi-
fication improvement (NRI) and the integrated dis-
crimination improvement (IDI).11 The NRI is
calculated by summing across risk categories the pro-
portion of participants whose estimated risk shifts in
the correct direction minus the proportion of those
who shift into the wrong direction among case pa-
tients vs control participants, that is, those who did
or did not develop the disease during follow-up.
Participants who had an event are thought to shift
in the correct direction if they move into a higher
estimated risk category and to shift in the wrong
direction if they move into a lower estimated risk
category. The opposite applies for participants who
did not have an event. The IDI does not use dis-
crete risk categories, but calculates the difference
in Yates, or discrimination, slopes between two
models. Because NRI and IDI depend on model cali-
bration (how closely predicted estimates of absolute
risk agree with actual outcomes) we also recorded
whether authors examined calibration of models
(and if so, how) and whether calibration results
were presented. We also noted whether NRI was cal-
culated based on time-to-event data (Cox regression)
and if authors accounted for incomplete follow-up on
NRI calculation. We extracted NRI and IDI values
and 95% confidence intervals (CIs) from studies that
performed such analyses. We calculated the CI when
this was not given by the authors but other data to

calculate it were available. Whenever a study exam-
ined subgroups, we focused on the whole popula-
tion unless only data per subgroup were provided;
in those cases, we extracted data for each subgroup
separately. We focused on main analyses rather than
any additional sensitivity analyses. Finally, we noted
whether authors claimed improved reclassification
when interpreting their results.

We aimed to examine whether studies with differ-
ent methodological characteristics have different NRI
values on average. We compared the NRI in studies
that examined baseline models that had been previ-
ously described, used as described, and had the same
outcomes as originally intended (adequate baseline
model) vs other studies; and in studies that used
the same risk thresholds as the originally described
in the references or justified the use of alternative
thresholds (adequate threshold) vs other studies. For
each subgroup, NRI values were combined with
random effects so as to obtain a summary NRI for
each subgroup. Random effects aim to estimate an
average of the population of NRI values, but it
allows that the actual true NRI values of single stu-
dies may differ, as is expected for studies of different
diseases, outcomes, predictors, and study-specific
biases. Random effects were preferred since we anti-
cipated that NRI estimates from such diverse fields
and predictors would have unavoidable heterogen-
eity.15,16 The two summary NRI values were compared
with a Q-test in order to examine whether studies
with different methodological characteristics have on
average different NRI values. We also performed these
analyses limited only to studies that had cardiovas-
cular outcomes, so as to have more homogeneous sets
of studies to compare. The other disease groups are too
sparse in numbers to perform any meaningful analyses.

Analyses were performed in Comprehensive Meta-
analysis version 2.2.050. P-values are two-tailed.

Results
Eligible studies
A total of 75 items retrieved from PubMed and
63 retrieved from the citations of Pencina et al.11

were considered potentially eligible and perused in
full text and of those 34 and 40 articles, respectively,
were eligible (Supplementary Figures 1 and 2).
Twenty-three articles were identified from both
search strategies, thus 51 articles were included.17–67

The k- coefficient for eligibility between the two in-
dependent investigators on initial screening was 0.80.
Main study characteristics appear in Supplementary
Table 1. As shown, most studies pertained to car-
diovascular outcomes or mortality and had been
published in major general medical journals or cardio-
vascular journals. The median sample size was 3441
[Interquartile range (IQR), 1406–10 724].
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Baseline model
Fifty-eight baseline models were examined in the 51
eligible papers; of those only 14 (24%) were previous-
ly described, used as described and had the same out-
comes as originally intended (Figure 1). These models
were FRS2,68 for CHD (n¼ 5), Framingham offspring
study69 and Cambridge scores70 for type 2 diabetes
(n¼ 2 and 1, respectively), MELD score8 for mortality
in patients with end-stage liver disease (n¼ 2), the
‘six simple variable’71 model for predicting outcome
after acute stroke (n¼ 1), blood pressure72 for devel-
opment of hypertension (n¼ 1), SCORE for CVD mor-
tality73 (n¼ 1), and a nomogram predicting fracture
risk74 (n¼ 1).

Additional predictors
Forty-five different predictors were assessed
(Supplementary Table 3). Most common predictors
included genetic variants and C-reactive protein (eight
studies each). In 17 analyses more than one options
of modelling the additional predictor were stated to
have been examined, and in 12 results were presented
for only one option [due to best fit (n¼ 2), similar
results (n¼ 1) or unjustified (n¼ 9)].

Risk categories
Table 1 lists the different thresholds used in each
analysis for outcomes examined in more than one

study (thresholds for remaining outcomes are pre-
sented in Supplementary Table 4). Different thresh-
olds, which were not referenced or otherwise
justified, were used even when studies examined
the same outcome for the same time period. For
example, among 10 studies that examined CHD in
general populations, five used <5/5–10/10–20/420%
risk thresholds, two used <10/10–20/420%, one used
<5/5–10/10–15/415%, one used <6/6–20/420% and
one used <10/10–25/25–30/430% for percentage of
patients with CHD event at 10 years. Seven of
these 10 studies used the FRS (or FRS covariates)
as the baseline model that is associated with use
of <10/10–20/420% risk categories. Inadequate use
of thresholds was also observed for other
endpoints including CVD, CVD mortality and type 2
diabetes.

Six studies stated that they evaluated two different
risk classification thresholds for the same outcome
and five presented results on both. One study did
not state the adopted risk thresholds, simply stating
that participants ‘were reclassified into adequate risk
categories’.63

Only 16 studies (31%) provided a reference for the
choice of risk thresholds and 14 studies (27%) stated
that the chosen risk thresholds had different interven-
tion implications (Figure 1). The most common inter-
vention associated with different risk thresholds was
lipid-lowering therapy (eight studies), whereas others

0% 20% 40% 60% 80% 100%
Percent of studies

Baseline models:

Baseline model has been already described

Baseline model has been previously described and was used as described

Baseline model has been previously described, was used as described and had same outcome as originally intend

Risk thresholds:

Provided reference for threshold choice

Provided reference for threshold choice and used thresholds proposed by reference

Stated that chosen risk threshold had different therapeutic impliications

Provided reference for clinical impications of used risk threshold

Calibration:

Examined calibration of the baseline and baseline plus additional predictor model

Examined calibration and presented results

Examined calibration and reported lack of fit in at least one model

Reclassification:

Reported predicated risks in each category for the baseline and baseline plus additional predictor model

Presented percentages of people changing risk categories in the correct direction

Presented percentages of people changing risk categories

Calculated NRI

Presented associated CI of the NRI

Did not present Cl but presented associated P-value of the NRI

Calculated the IDI

Presented associated CI of IDI

Did not present CI but presented associated P-value of the IDI

Yes No

Figure 1 Characteristics of the 51 eligible studies in relation to baseline model used, risk threshold use and definition for
reclassification analyses, examination of model calibration, and use of reclassification metrics

RECLASSIFICATION FOR ASSESSMENT OF IMPROVED PREDICTION 1097

D
ow

nloaded from
 https://academ

ic.oup.com
/ije/article/40/4/1094/679979 by guest on 21 August 2022



included liver transplantation, heart transplantation,
bariatric surgery and thrombolysis/palliative care;
two studies did not clarify what specific intervention
they implied.

Model calibration and reclassification analysis
Use of calibration and reclassification among the 51
studies is presented in Figure 1. Overall 27 studies
(53%) claimed that they had examined the calibration

Table 1 Risk thresholds for common outcomes (outcomes examined in more than one of the 51 eligible studies)

Outcome
Risk thresholds
(percent risk)

Risk
duration

Studies
(n)

Referenced
thresholds (n)

Appropriate
threshold
usea (n)

Coronary heart disease <5, 5–10, 10–20, 420 10 year 5 2 0

<10, 10–20, 420 10 year 2 1 1

<6, 6–20, 420 10 year 1 1 0

<10, 10–25, 25–30, 430 10 year 1 1 0

<5, 5–10, 10–15, 415 10 year 1 1 1

Composite CVD <5, 5–10, 10–20, 420 10 year 4 2 0

<10, 10–20, 420 10 year 3 2 0

<6, 6–20, 420 10 year 1 1 0

<20, 420 10 year 1 1 1

<4, 4–7.5, 47.5 5 year 1 0 0

<12, 12–40, 440 30 year 1 1 1

CVD mortality <10, 10–20, 420 10 year 1 1 0

<5, 45 10 year 1 0 0

<5, 5–10, 410 10 year 1 1 1

<6, 6–20, 420 10 year 1 0 0

41, 1–3, 3–6, 46 5 year 1 0 0

<10, 10–20, 420 5 year 1 1 0

Type 2 diabetes <2, 2–8, 48 10 year 1 0 0

<5, 5–10, 10–15, 415 10 year 1 0 0

<10, 10–20, 420 23.5* year 1 0 0

Below/above average
of baseline model

Not clear 1 0 0

All-cause mortality <10, 10–20, 420 10 year 1 1 0

<5, 5–10, 10–20, 420 10 year 1 0 0

<10, 10–25, 25–35, 435 5 year 1 0 0

<2.5, 2.5–5, 5–7, 47 (men);
<1.3, 1.3–2.5, 2.5–3.8,
43.8 (women)

10 year 1 0 0

Mortality or MI in
patients with
previous CVD

<4.4, 4.4–13.0, 413.0 25 month 1 0 0

<15, 15–72, 472 18 month 1 0 0

<10, 10–20, 420 5 year 1 0 0

Fracture 45, 5–15, 415 10 year 1 0 0

410, 10–20, 420 10 year 1 0 0

Mortality in end-stage
liver disease patients

<10, 10–19, 20–30, 30–40, 440 90 day 1 0 0

<5, 5–10, 410 1 year 1 0 0

Mortality in heart
failure patients

<10, 10–30, 430 1 year 1 0 0

<15, 415 5 year 1 1 0

aThresholds used are those proposed by reference or authors have provided justification for use of alternative thresholds.
MI: myocardial infarction. *median follow-up.
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-0.100.10.20.30.40.5

NMR lipoprotein (19)
Apolipoprotein B100 (19)

Genotype score (20)
Genotype score (20)

Gene function (20)
Gene function (20)

IL-6 (22)
CRP, BNP, troponin T (23)

Glucose levels in hospotal admission (24)
Prothrombin gene, factor V, MTHFR (25)

Brachial artery FMD (27)
NT-proBNP (28)

CRP (29)
Myeloperoxidase (29)

Paraoxonase (29)
sPLA2 (29)
PLA2 (29)

Fibrinogen (29)
MCP-1 (29)

Adiponectin (29)
CRP, BNP, cystatin C, LpPLA2, proADM, proANP (30)
CRP, BNP, cystatin C, LpPLA2, proADM, proANP (30)

Age, blood pressure, ethnicity, BMI (33)
APOB/ApoA-1 (34)

rs10757274 (36)
rs10757274 (36)

Genotype score (37)
CRP, history of MI (38)
CRP, history of MI (38)

CRP (39)
CRP (39)

PSAV, PSA-DT, interval to nadir,  HRPC age (40)
HbA1c (42)
HbA1c (42)

APOB/ApoA-1 (44)
APOB/ApoA-1 (44)

Total/HDL cholesterol(47)
APOB/ApoA-1 (47)

COL1A1 genotype (49)
COL1A1 genotype (49)

HDL cholesterol (50)
Radiographic ascites (51)

UACR, HbA1c, BNP, fibrinogen (52)
Fibrinogen (53)
Fibrinogen (53)
Fibrinogen (53)
Fibrinogen (53)

Treadmill exercise (54)
Peak VO2 (54)

Treadmill exercise (54)
Peak VO2 (54)

Homocysteine (55)
Postprandial glucose (56)
Postprandial glucose (56)

Echocardiography (59)
ApoB/apoA-1 (60)

Smoking (60)
Total/HDL cholesterol (60)

Fasting glucose, 2h glucose, HbA1c (61)
vWF (63)

Waist circumference (64)
Waist circumference (64)

WHR (64)
WHR (64)

IMT (65)
IMT (65)

Troponin I, NT-proBNP, cystatin C, CRP (67)

CVD
CVD

Type 2 diabetes
Type 2 diabetes
Type 2 diabetes
Type 2 diabetes

Mortality/dependent**
All cause mortality

CVD
CVD
CVD

All cause mortality/ MI
CHD
CHD
CHD
CHD
CHD
CHD
CHD
CHD
CHD
CVD

Hypertension
Heart failure

CVD
CVD

Type 2 diabetes
CVD
CHD
CHD
CHD

All cause mortality
CHD
CHD
AMI
AMI

CHD
CHD

Hip fracture
Vertebral fracture

CVD mortality
All cause mortality
All cause mortality

CVD
CVD
CVD
CVD

All cause mortality
All cause mortality

All cause mortality*
All cause mortality*

Stroke
CVD mortality

All cause mortality
Atrial Fibrillation

CHD
CHD
CHD

CVD mortality
ACS

All cause mortality
All cause mortality
All cause mortality
All cause mortality

CHD
Stroke

CVD mortality

Outcome Predictor(s) examined (reference) 

Net reclassification improvement

Figure 2 Extracted net reclassification index estimates from 67 analyses. Different markers indicate whether studies used
baseline models that had been previously described, used as described, and had the same outcomes as originally intended

RECLASSIFICATION FOR ASSESSMENT OF IMPROVED PREDICTION 1099

(continued)

D
ow

nloaded from
 https://academ

ic.oup.com
/ije/article/40/4/1094/679979 by guest on 21 August 2022



of the baseline and baseline plus additional predictor
models.

The NRI was calculated in 38 studies (70 analyses)
among 48 studies published after 2008 when the NRI
methodology was described (Figure 1). Three of these
studies (three analyses) did not mention the actual
NRI but only commented that the result was statis-
tically significant/ non-significant. In 27 studies, the
NRI was calculated based on time-to-event data (Cox
regression); three of them reported complete (no loss
of) follow-up.75 The NRI ranged from �3.2 to 39%
(Figure 2). With seven exceptions, all analyses sug-
gested positive NRI. Twenty-six of the 58 NRIs with
information on significance level were nominally stat-
istically significant (all 40).

From 48 studies published after 2008, 19 studies (34
analyses) calculated the IDI and two studies (10 ana-
lyses) the relative IDI (Figure 1). The IDI ranged from
0 to 7.8% (Figure 3). Twenty-nine values were nom-
inally statistically significant.

Reclassification estimates according to
design features
For 22 NRI estimates and for four IDI estimates, base-
line models had been previously described, used as
described and had the same outcomes as originally
intended (adequate baseline model). For 16 NRI esti-
mates and for 1 IDI estimate the risk thresholds used
were the same as the originally described references
or they had justified the use of alternative thresholds
(adequate threshold use) (Figures 2 and 3).

For 31 studies (58 analyses), the CIs of the NRI
estimates were either provided by the study or could
be calculated from the data provided in the paper.
From those, the summary NRI was 0.030 (95% CI
0.014–0.045) for 9 studies (19 analyses) with ad-
equate baseline models vs 0.016 (95% CI 0.011–
0.022) in other studies (P¼ 0.11) (Supplementary
Figure 2). The summary NRI was 0.009 (95% CI
0.003–0.014) in five studies (16 analyses) with ad-
equate thresholds vs 0.030 (95% CI 0.021–0.039) in
other studies (P < 0.0001) (Supplementary Figure 3).
Only six and four NRI estimates of studies with ad-
equate baseline models or adequate use of thresholds,
respectively, were statistically significant. Qualitatively
similar results were obtained when NRI was summar-
ized only among studies which examined CHD or
CVD as their outcome. From those, the summary
NRI was 0.02 (95% CI 0.005–0.035) for 5 studies

(16 analyses) with adequate baseline models vs
0.007 (95% CI 0.002–0.013) in other studies
(P¼ 0.11). The summary NRI was 0.007 (95% CI
0.001–0.012) in 4 studies (15 analyses) with adequate
thresholds vs 0.019 (95% CI 0.005–0.034) in other
studies (P¼ 0.10). Too few IDI estimates had ad-
equate use of baseline models or adequate use of
thresholds to allow similar meaningful comparisons.

Overall, most [n¼ 38 (75%)] studies claimed that
their results supported improved classification of the
additional predictor and this did not differ for studies
with or without adequate baseline models (10/14 vs
28/37) or studies with or without adequate risk
thresholds (5/7 vs 33/44).

Discussion
In this empirical evaluation, the majority of studies
claimed improved reclassification of a candidate pre-
dictor over and above established risk factors.
However, most studies used baseline models which
were not previously described, or were used differ-
ently or had different outcomes from those originally
intended. Most studies used risk thresholds for reclas-
sification that were not referenced or used as defined
in the reference; and most studies used thresholds
that were not linked to any management decisions.
Moreover, almost half of the studies did not report on
the calibration of the examined models and did not
provide information on correct/incorrect reclassifica-
tion percentages. Lack of adequate use of risk thresh-
olds was associated with larger estimates of improved
reclassification. Studies with adequate use of risk
thresholds documented very limited reclassification
ability.

Improved reclassification means making progress
beyond what can be achieved with information al-
ready available from well-established traditional risk
factors. However, most studies assessed here chose to
show improved reclassification over models that were
built for the first time or models for which it was
unclear if they had ever been described before.
Improved reclassification of a risk factor over and
above such models may be appropriate as an explora-
tory analytical exercise, but it has questionable clin-
ical value. Even among previously described models,
some were well validated and the most widely used in
the literature for the specific outcome (e.g. FRS for
CHD), whereas others were less well validated or have

Figure 2 Continued
(pink/square markers), whether risk thresholds used were the same as the originally described references or authors had
justified the use of alternative thresholds (green/circle markers) or both (orange/triangle markers). IMT: Intima media
thickness; WHR: waist-hip ratio; vWF: von Willebrand factor; HDL: high density lipoprotein; UACR: urine albumin-
creatinine ratio; BNP: B-type natriuretic peptide; APOB/APO-A1: apolipoprotein-B to apolipoprotein-AI ratio; PSAV:
prostate-specific antigen velocity; PSA-DT: prostate-specific antigen doubling time; HRPC: hormone-refractory prostate
cancer; CRP: C-reactive protein; MI: myocardial infarction; MCP-1: Monocyte chemotactic protein-1. *All cause mortality
or United Network for Organ Sharing status 1 hearttransplantation. **Dependent on others after stroke
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Homocysteine (55)

Homocysteine (55)

Homocysteine (55)

Postprandial glucose (56)

Postprandial glucose (56)

Echocardiography (59)

Waist circumference (64)

Waist circumference (64)

WHR (64)

WHR (64)

IMT (65)

IMT (65)

Serum sodium concentration (66)

Troponin I, NT-proBNP, cystatin C, CRP (67)

Integrated Discrimination Index 

Figure 3 Extracted integrated discrimination improvement estimates from 29 analyses. Different markers indicate whether
risk thresholds used were the same as the originally described references or authors have justified the use of alternative
thresholds (adequate threshold: square markers) or whether studies also used baseline models that had been previously
described, used as described, and had the same outcomes as originally intended (adequate baseline model: circle
markers). Abbreviations are similar to Figure 2. *All cause mortality or United Network for Organ Sharing status 1
hearttransplantation
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several contesters that may have better performance
for predicting the same outcome. For example, other
models for fracture risk5 have been better validated
than the nomogram used in Tran et al.49 For several
outcomes examined, e.g. type 2 diabetes, several pre-
dictive models have been described76 but have not
been externally validated or linked to treatment
decisions.

Reclassification is sensitive to the choice of risk
thresholds and reclassification capacity has been
shown to increase dramatically with higher numbers
of risk categories used.77 In a recent simulation study,
for the same discrimination accuracy (AUC), the total
reclassification ranged from 0 to 22.5% depending
on the selected cutoff thresholds.78 Here, most exam-
ined studies used reclassification as another test of
predictive ability without the thresholds having any
relevance for medical decisions. Thresholds were
chosen based on clinically irrelevant aspects, e.g.
risk distribution;32,40 sometimes the actual thresholds
were not even mentioned.63 Examined studies have
shown inappropriate use of risk thresholds even for
prediction of CHD, an outcome linked to well-
established clinically relevant risk thresholds.2 We
documented empirically that inappropriate use of
risk thresholds was associated with larger estimates
of reclassification. We suspect that some of the large
estimates of NRI may be spuriously inflated. There
are many possibilities as to how this could happen,
ranging from the expected inflation of classification
metrics when a not-previously-validated model is
fitted to the data, and spurious inflation when
many analyses are performed using different thresh-
olds, definitions or models, or combinations are used
and only the best results are reported. Studies which
used risk thresholds that were referenced and used as
referenced or justified the use of alternative thresh-
olds had an average NRI of 0.7%. Whereas there is no
consensus on what is a large enough NRI, a value of
0.7% suggests that the relative proportions of patients
whose prediction shifts in the right direction minus
the proportions of those who shift in the wrong dir-
ection is only 0.7%. This is probably a tiny improve-
ment, even if the available treatments are very
effective. Data were too limited to investigate the
relationship between methodological shortcomings
and IDI estimates, but the clinical interpretation of
IDI values is even more difficult and the values that
we recorded were also generally small, with few
exceptions.

Previous evaluations have shown that calibration
is rarely examined in studies examining risk pre-
diction.10 Reclassification estimates (NRI and IDI)
depend on model calibration.11 In our sample of stu-
dies, half of examined studies did not report on

calibration of the examined models. Lack of fit was
rare among those that examined calibration, but it is
not possible to exclude selective reporting bias leading
to lack of reporting of poor calibration results.

Our study has some limitations. In particular, we
used a sampling strategy that was systematic but
was also driven by convenience. We have captured
only a fraction of the studies that have done some
reclassification exercise to date. Some articles might
have preformed eligible analyses without mentioning
reclassification results in the abstract and without
citing the Pencina et al. paper.11 However, it is un-
likely that such studies would be methodologically
more rigorous. If anything, studies with in passim
mention of reclassification or lack of citation of stand-
ard methods might suffer even more from methodo-
logical drawbacks. In fact, the studies that we
analysed may be a more sophisticated and higher
quality sample of investigations in predictive medi-
cine. Studies of prognostic factors have repeatedly
been shown to have major deficiencies in methods
and reporting.10,14,79–83 A large component of our ana-
lysis was based on NRI and IDI measures as these are
the most frequently used reclassification metrics.
Other methods to assess reclassification such as the
reclassification calibration statistic or the risk distri-
bution curves had infrequent use in the studies that
we examined and we would not have been able to
describe their use based on limited numbers.12,77,84–86

Overall, we suggest that systematic efforts should
be undertaken to put the predictive literature into
some order81,82 and identify for each disease and
outcome what is the current best evidence for the
best predictive models, risk thresholds and differ-
ent treatment choices that are dictated by these
thresholds. Such an effort would be a major under-
taking, given the vastness of the data and the current
lack of standardization in much of the corpus of
predictive research. In scope, this effort may be com-
pared with the task of the Cochrane Collaboration
on systematic reviews for health care.87 In par-
ticular, risk reclassification is an important tool in
the assessment of the clinical relevance of a risk
factor. Appropriate methodology and analysis are
vital to avoid spurious claims of improved prediction
and results of limited interpretability and misleading
clinical inferences.
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KEY MESSAGES

� The majority of studies claimed improved reclassification of a candidate predictor over and above
established risk factors.

� Most studies used baseline models which were not previously described, or were used differently or
had different outcomes from those originally intended.

� Most studies used risk thresholds for reclassification that were not referenced or used as defined in
the reference; and most studies used thresholds that were not linked to any management decisions.

� Reclassification studies would benefit from more rigorous methodological standards; otherwise claims
for improved reclassification may remain spurious.
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