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Rn �n exists such thatN I
12N12 = I, thenN I

12P12 = D�122

impliesD22N
I
12P12 = I; hence,D22N

I
12 2 M(R) is a left-

inverse ofP12. It can be shown similarly thatP21 = ~D�122
~N21

has anR-stable right-inverse if and only if~N21 2 R
n �n

has a right-inverse~N I
21 2 R

n �n . ConstructQ11 2 R
r�r

with qjj chosen as above; sincerankP12(s) = ni2 and
rankP21(s) = no2 for all s 2 U , P12 and P21 have no
U-zeros. Therefore,Q11 is chosen so that the nondiagonal
entries qij 6= 0 are constants, andqjj 2 R are such that
(vj � qjj�j)(1) 6= 0. To guarantee that~NC2 has no real
blocking U-zeros, let

Q2 = �Â+M
�1 Q11 Q12

Q21 Q22

~M�1 2 Rn �n

Q12 2 Rr�(n �r), Q21 2 R(n �r)�r, Q22 2
R(n �r)�(n �r) can be arbitrary if bothno2 > 1 and
ni2 > 1; if ni2 = 1, let Q12 2 IR1�(n �1) be nonzero
real; if no2 = 1, let Q21 2 IR(n �1)�1 be nonzero
real. Let Q1 := ~N I

21Q̂1N
I
12 2 M(R). Since ~NC2 has

no real blockingU-zeros, Q̂1 2 M(R) exists such that
~D22 + ~N21

~N I
21Q̂1N

I
12N12

~NC2 = ~D22 + Q̂1
~NC2 is R-

unimodular, i.e., (14) holds. Since~DC2 is biproper,C2 is
proper. There isQ̂1 2 M(R) such that ~D22 + Q̂1

~NC2

is R-unimodular if and only if ~Q1 2 M(R) exists such
that ~D22 + (s + a)�1 ~Q1

~NC2 is R-unimodular; choosing
Q1 = (s+ a)�1 ~Q1 2 M(Rs) impliesC1 is proper.

4) Let CS be anyR-stableR-stabilizing controller forP22.
Without loss of generality, let the RCFP22 = N22D

�1
22 satisfy

D22 + CSN22 = I; hence,N22D22 = (I � N22CS)N22.
Then U2 = CS + T (I � N22CS), V2 = I � TN22, ~U2 =
CS + D22T , ~V2 = I � N22T , T 2 M(R) satisfy (10). By
assumption,P21 = ~D�122

~N21 implies ~N21 has a right-inverse
~N I
21 2 M(R). Also, ~LP12 = ~LN12D

�1
22 = P22 = N22D

�1
22

implies ~LN12 = N22. Let C1, C2 be given by (11) and
(12), Q1 = ~N I

21
~L 2 Rn �n , Q2 = �T . Then (13)

becomesD22 + CSN22 = I. Since P11, P12 2 M(Rs),
(N11 �N12Q2

~N21) 2 M(Rs) implies ~DC1 is biproper, i.e.,
C1 2 M(Rp). SinceC2 = CS 2 M(R), (C1; C2) is a
reliable decentralized controller pair.

5) Let CS be as in 4); letD22 + CSN22 = I. By assumption,
P12 = N12D

�1
22 impliesN12 has a left-inverseN I

12 2 M(R).
Also, P21 ~R = ~D�122

~N21
~R = P22 = ~D�1 ~N22 implies

~N21
~R = ~N22 = N22. Let C1, C2 be given by (11) and (12),

Q1 = ~RNI
12 2 R

n �n , Q2 = �T . The conclusion follows
as in 4).

6) ChooseCS as in 4). By assumption,~LP12 = P22 implies
~LN12 = N22, and P21 ~R = P22 implies ~N21

~R =
~N22 = N22. Let Q2 = �T , Q1 = ~RQ̂1

~L, Q̂1 =
k

m=2 rmk
�m(CSN22)

m�2CS; k is any integer such
that k > kCSN22k and rm are the binomial coeffi-
cients. By (13)D22 + CSN22Q̂1N22 = I � CSN22 +

k

m=2 rmk
�m(CSN22)

m = (I � k�1CSN22)
k is R-

unimodular. ThenC1 2 M(Rs) since Q̂1; Q1 2 M(Rs).
SinceC2 = CS is proper,(C1; C2) is a reliable decentralized
controller pair.
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Useful Nonlinearities and Global Stabilization of
Bifurcations in a Model of Jet Engine Surge and Stall

Miroslav Krstíc, Dan Fontaine, Petar V. Kokotović,
and James D. Paduano

Abstract—Compressor stall and surge are complex nonlinear insta-
bilities that reduce the performance and can cause failure of aircraft
engines. We design a feedback controller that globally stabilizes a broad
range of possible equilibria in a nonlinear compressor model. With a
novel backstepping design we retain the system’s useful nonlinearities
which would be cancelled in a feedback linearizing design. The design
control law is simple and, moreover, it is optimal with respect to a
meaningful nonquadratic cost functional. As in a previous bifurcation-
theoretic design, we change the character of the bifurcation at the stall
inception point from subcritical to supercritical. However, since we do not
approach bifurcation control using a normal form but using Lyapunov
tools, our controller achieves not only local but also global stability. The
controller requires minimal modeling information (bounds on the slope
of the stall characteristic and the B-parameter) and simpler sensing
(rotating stall is stabilized without measuring its amplitude).

Index Terms—Axial flow compressors, backstepping, bifurcation con-
trol, jet engines, rotating stall, surge.

I. INTRODUCTION

In control engineering the importance of qualitative low-order
nonlinear models is twofold. First, they can capture the dominant
dynamic phenomena; second, they are testbeds which help refine
new nonlinear design methods. One such model, the Moore–Greitzer
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(MG3) [16] compressor model, is used in this paper to present further
improvements of a newly proposed backstepping design [12].

MG3 describes the compression systemrotating stall and surge
instabilities which are among the main challenges in the design and
operation of jet engines (for a general introduction to the problem, see
[10]). Rotating stall manifests itself as a region of severely reduced
flow that rotates at a fraction of the rotor speed and causes a drop in
performance; surge is a pumping oscillation that can cause flameout
and engine damage. MG3 is a Galerkin approximation of a higher
order partial differential equation (PDE) model and is given by

_� = �	+
1

2�

2�

0

	C(� +A sin �) d� (1)

_	 =
1

�2
(�� �T ) (2)

_A =
�

3�

2�

0

	C(� + A sin �) sin � d� (3)

where	c(�) is the compressor characteristic, to be defined later,
(�;	; A) are the scaled annulus-averaged flow, plenum pressure rise,
and rotating stall amplitude, respectively,�T is the flow through the
throttle,� = 2BH=W whereB is Greitzer’s stability parameter and
H andW are defined in [16],� is a parameter proportional to the
length of inlet duct,t is time scaled by rotor frequency, and�T (	)
is the throttle characteristic

	 =
1

2
(1 + �T )

2 (4)

where is the throttle opening which is used as a control variable.
Further details about this model and a thorough analysis of its
complex nonlinear dynamics are given by McCaughan [15].

The emergence of MG3 triggered interest in model-based nonlinear
feedback control of jet engines. Liaw and Abed [14] developed a
nonlinear controller that changes the character of the bifurcation at
the stall inception point, from hard subcritical to soft supercritical,
thus avoiding an abrupt transition into rotating stall. This design was
experimentally validated by Badmuset al. [3]. Evekeret al. [7] ob-
served that, although it reduces rotating stall, this design is ineffective
against surge. They combined the rotating stall controller of [14] with
a surge controller of Badmuset al. [4], and considerably extended the
operating regime. Alternative approaches to control of rotating stall
and surge have been developed by Paduanoet al. [17], Behnkenet al.
[6], Baillieul et al. [5], and in papers referenced therein. Table I gives
a catalog of MG3 controllers including the backstepping controller
designed in this paper. In addition to extending the operating region
and employing for feedback variables that are easier to measure, our
backstepping controller retains the simplicity of the controllers [14],
[7].

Useful Nonlinearities and Global Stabilization of Bifurcated Equi-
libria: Dynamics of systems designed to operate in large-signal
regimes are almost always dominated by nonlinearities which may
act as harmful or useful. Feedback linearization designs cancel
nonlinearities (and their derivatives), and, as a result, not only may
waste control effort but may also introduce feedback of destabilizing
character with consequences on robustness in the case of inexact
cancellations. A drastic example is the scalar system_x = x�x3+u
discussed by Freeman and Kokotovi´c [8] where a feedback linearizing
design would introduce a destabilizing termx3. Every meaningful
optimal design would safeguard against such destabilizing terms but
would, unfortunately, require a solution of a Hamilton–Jacobi PDE.

In the design for the Moore–Greitzer model, we retain the non-
linearities that are useful for stability. The avoidance of cancellation
results in a simpler, less nonlinear controller, that uses lower control
effort for large signals. It also allows us to design apartial-state

Fig. 1. Linear feedback des(�) = 9

8
� eliminates the destabilizing

third-quadrant part of the function c(�).

feedback controller with a simpler sensing, which requires minimal
modeling knowledge—only a bound on Greitzer’s�-parameter [9]
and the maximal slope of the stall characteristic are needed.

Simplicity and the absence of modeling requirements are among
the advantages of bifurcation-theoretic designs [14], [7], [1], [2].
However, these designs guarantee onlylocal stability because they
are based on local normal forms. By exploiting the structure of the
system, the insight into the role of nonlinearities, and by using back-
stepping to build a Lyapunov function, we design aglobal bifurcation
controller for the Moore–Greitzer model. A single parameter� is
employed which, when varied, takes the system through all of its
possible open-loop equilibria, and each of these equilibria is globally
asymptotically stabilized.

II. SURGE CONTROL: USEFUL NONLINEARITIES

Restricting (1)–(3) to the invariant manifoldA = 0 (the integral
in (3) is zero whenA = 0), we obtain the “surge model”

_� = �	+	C(�) (5)

_	 =
1

�2
(� + 1� 

p
	) (6)

which was originally introduced by Greitzer and shown to be a good
qualitative description of surge dynamics [9]. Using as the control
variable, our task is to regulate the state of the system (5) and (6)
to the equilibrium(�;	) = (�0;	C(�0)). In error coordinates
� = ���0;  = 	�	C(�0), and with c(�) = 	C(�)�	C(�0)
system (5) and (6) is rewritten as

_� = � +  c(�) (7)

_ =
1

�2
(�+�0 + 1� 

p
	): (8)

Our backstepping design which avoids cancellation of useful
nonlinearities is in two steps.

Step 1: We seek thevirtual control law =  des(�) to globally
asymptotically stabilize the system

_� = � des(�) +  c(�): (9)

We avoid the choice of des(�) =  c(�) + � because it requires
the knowledge of the compressor characteristic c(�) = 	C(�)�
	C(�0). Instead, we examine in Fig. 1 a typical characteristic

	C(�) = 	C0 + 1 +
3

2
��

1

2
�3 (10)
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introduced by Moore and Greitzer [16] where	C0 is the “shut-off
pressure rise.” We translate	c(�) to �0

 c(�) = 	c(�)�	c(�0) =
9

8
�� 1

2
�+

3

2

2

� (11)

and consider its maximum at�0 = 1, that is � = 0 as the
desired equilibrium. To stabilize this equilibrium for (9), we need
 des(�) such that[� des(�) +  c(�)]� � 0, that is, the function
� des(�) +  c(�) should lie only in the second and the fourth
quadrants. The feedback des(�) = 9

8
� guarantees global stability

of _� = � 1
2 (� + 3

2 )
2�. For global asymptoticstability, we pick

 des(�) = (c1 +
9
8
)�; c1 > 0. To stabilize another equilibrium, we

need a different amount of linear gain to move� des(�)+ c(�) out
of the first and the third quadrants. However, it is clear by inspection
of Fig. 1 that the gain equal to the maximum positive slope of	c(�)
[which is the same as c(�)] is sufficient for any equilibrium on the
characteristic. This maximumpositive slope of (10) isa = 3=2.
Hence, if we select

 des(�) = (c1 + a)� = c0�; c1 > 0 (12)

the resulting system (9) becomes

_� = �c1�� �(�)�; �(�) � c(�)� a�

�
� 0; 8�:

(13)
The nonlinearity��(�)� is useful because it provides damping to
the�-equation. Denoting~ =  �  des(�) we rewrite (13) as

_� = �c1�� �(�)�� ~ : (14)

Step 2: At this step we benefit from preserving a useful nonlin-
earity at the first step. Differentiating~ =  � c0�, we get

_~ =
1

�2
(�+ �0 + 1� 

p
	) + c0( ~ + c1�+ �(�)�): (15)

Denoting u = 1
�
(�0 + 1 � 

p
	), the system (14) and (15) is

rewritten as

_� = �c1�� �(�)�� ~ (16)

_~ = u+ c0 ~ + c0c1 +
1

�2
�+ c0 �(�)� : (17)

Whether�(�)� is useful or not is what we now determine with the
help of a Lyapunov function. ForV = 1

2
(c0c1 +

1
�
)�2 + 1

2
~ 2, the

nonlinearity�(�)� in (17) does not appear to be useful and would
have to be cancelled. As a refinement of backstepping we consider
a more flexible Lyapunov function

V =
1

2
c0c1 +

1

�2
�2 + U(�) +

1

2
~ 2 (18)

in which U(�) is a positive definite function to be chosen. The
derivative ofV for (16) and (17) is

_V = � c0c1 +
1

�2
[c1 + �(�)]�2 +

dU(�)

d�
[�c1�� �(�)�]

+ ~ (u+ c0 ~ ) + ~ �dU(�)
d�

+ c0 �(�)� : (19)

We now pickU(�) to eliminate the indefinite term in the last brackets

U(�) = c0 �(�)�d�: (20)

This function is positive definite, and moreover,� dU(�)
d�

=

c0�(�)�
2 � 0, for all �. Thus, (19) becomes

_V = �c0 1

c0�2
+ c1 + �(�) [c1 + �(�)]�2 + ~ (u+ c0 ~ ): (21)

The controlu is now selected to achieve

_V = �c0 1

c0�2
+ c1 + �(�) [c1 + �(�)]�2 � c2 ~ 

2 (22)

which yields

u = �(c0 + c2) ~ ; c2 > 0 (23)

and establishes global asymptotic stability of the equilibrium
(�;	) = (�0;	C(�0)).

For the throttle opening, the control law (22) is

 =
�+ ��2k(	� c0�)p

	
; k > c0 > a (24)

where �� is an upper bound on� (which we consider unknown), and

� = 1 + �0 + �2(c2 + c0)[c0�0 �	C(�0)]: (25)

By design we have achieved that the control law (24) depends
on the compressor characteristic	C(�) and the Greitzer parameter
� only through the “set-point” parameter� = �(�0) which is an
invertible function of�0.

Theorem 2.1: For each value of�, the system (5) and (6) with
the control law (24) has a unique equilibrium, and this equilibrium
is globally asymptotically stable.

For comparison, we also derive a feedback linearizing controller
for (5) and (6)

 =
1p
	

�+ 1 + �2 k1(�0 � �) +
3

2
� 3

2
�2 + k2

� 	�	C0 � 1� 3

2
� +

1

2
�3 : (26)

The simplification achieved with backstepping is striking. While the
backstepping controller (24) is linear, the linearizing control (26)
grows as�5 and requires much higher control effort for large signals.
Furthermore, while the linearizing controller is based on the exact
knowledge of	C(�) and�, backstepping needs onlya and ��.

The avoidance of cancellation endows the backstepping controller
with another significant property not possessed by the feedback
linearizing controller—inverse optimality [8]. Using the results in
[18], we can prove that the control law (24) withk > lc0; l � 2,
minimizes the cost functional

J =
1

0

2lc0
1

c0�2
+ c1 + �(�) [c1 + �(�)]�2

+ l(lc2 + (l� 2)c0)( � c0�)2

+
1

(c2 + c0)�4
[
p
	 � (�0 + 1)]2 dt: (27)

Instead of a quadratic form1
0
xTQx+ru2, this cost functional has

a higher order nonlinear form in�. For the problem at hand, this is
a more meaningful cost because the rapidly growing nonlinearities
in � are beneficial. One of the main benefits of inverse optimality is
an infinite gain margin reflected in the property thatl � 2 can be
arbitrarily large [18].

III. STALL /SURGE STABILIZATION WITHOUT STALL MEASUREMENT

With 	C(�) in (10) andR = A2=4, the model (1)–(3) becomes

_� = �	+	C(�)� 3�R (28)

_	 =
1

�2
(�� �T ) (29)

_R = �R(1� �2 �R); R(0) � 0: (30)
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Fig. 2. Feedback connection created by a partial-state feedback controller.

Denoting	S(�) = 	C0 + 1� 3

2
� + 5

2
�3, the equilibria are

(�; R;	)e =
(�0; 0;	C(�0)); 8�0

�0; 1� �2

0;	S(�0) ; j�0j � 1:
(31)

The no-stall equilibria forj�0j � 1 cannot be stabilized by throttle
feedback. We will stabilize the no-stall equilibria forj�0j > 1 and
the stall equilibria forj�0j � 1. In the error coordinates� = ���0;

 = 	 �	S(�0); r = R � 1 + �2

0, the model (28)–(30) is

_� = � +
3

2
1� 1

4
�2

0 �� 1

2
�+

3

2
�0

2

�� 3R�� 3�0r

(32)

_ =
1

�2
(�+ �0 + 1� 

p
	) (33)

_r = � r + 1� �2

0 (�r � 2�0�� �
2); r(0) + 1� �2

0 � 0:

(34)

Our goal is to design a feedback law(�;  ) that does not depend
on r. To this end, we observe that the model (32)–(34) is a feedback
system as in Fig. 2. The coupling between the�- and r-equations
can be destabilizing. Our two-step Lyapunov design of(�;  )
employs lengthy calculations, but it reduces the conservativeness of
input–output design that would be applicable to this problem using
the “nonlinear small gain” theorem of Jianget al. [11].

Step 1: To find a partial-state feedback =  des(�) to stabilize
the equilibrium(�; r) = 0 of the system (32) and (34) rewritten as

_� = � des(�) +
3

2
1� 1

4
�2

0 �

� 1

2
�+

3

2
�0

2

�� 3R�� 3�0r (35)

_r = � r + 1� �2

0 (�r � 2�0�� �
2) (36)

we use the Lyapunov function

V1 =
1

2
�
2 +

5

�
Vr(r) (37)

whereVr(r) is a positive definite radially unbounded function on the
interval [�1 + �2

0;+1) and given by

Vr(r) = r � 1� �2

0 log
r + 1� �2

0

1� �2

0

: (38)

Vr(r) is quadratic aroundr = 0 and linear for larger. It “blows up”
at r = �2

0 � 1, that is, at the invariant manifoldR = 0, except for
�0 = 1 whereVr(R) = R. An important property ofV (r) is

dVr(r)

dr
=

r

r + 1� �2

0

(39)

so that

_Vr = �(�r2 � 2�0�r � �
2
r) (40)

and in view of�r = �R + 1 � �2

0 � 1 � �2

0, we get

_Vr � � � r
2 � 2�0�r + 1� �2

0 �
2
: (41)

The derivative ofV1 along the trajectories of (35) and (36) is

_V1 � � des(�)�+
3

2
1� 1

4
�2

0 �
2 � 1

2
�+

3

2
�0

2

�
2

� 3R�2 � 3�0r�� 5

2
r
2 � 5�0r�+

5

2
1� �2

0 �
2
: (42)

By completing squares,�2r2 � 8�0r� � 8�2

0�
2, we get

_V1 � � des(�)�+
3

2
1� 1

4
�2

0 + 8�2

0 +
5

2
1� �2

0 �
2

� 1

2
�+

3

2
�0

2

�
2 � 3R�2 � 1

2
r
2
: (43)

For �0 2 [�1; 1], the bracketed term achieves the maximum at the
ends of the interval, so that

_V1 � � des(�)�+
3

2
+ 7

5

8
�
2

� 1

2
�+

3

2
�0

2

�
2 � 3R�2 � 1

2
r
2
: (44)

Hence, we can select

 des(�) = c1 +
3

2
� = c0�; c1 > 7

5

8
: (45)

Denoting ~ =  �  des(�), the derivative ofV1 for (32) and (34)
becomes

_V1 � � c1 � 7
5

8
�
2 � 1

2
�+

3

2
�0

2

�
2 � 3R�2 � 1

2
r
2 � � ~ :

(46)

The resulting form of the�-equation is

_� = � c1 +
3

8
�2

0 �� 1

2
�+

3

2
�0

2

�� 3R�� 3�0r � ~ :

(47)

Step 2: Differentiating ~ , we get

_~ =
1

�2
(�+�0 + 1� 

p
	)

+c0 ~ + c1+
3

8
�2

0 �+
1

2
�+

3

2
�0

2

�+ 3R�+ 3�0r :

(48)

Now consider the Lyapunov function

V2(�;  ; r) =
c0

2
2 c1 +

3

8
�2

0 +
1

c0�2
V1(�; r)

+ �+
3

2
�0

2

�d�+ 3R�2 +
1

2
~ 2
: (49)

In addition to the(�; )-part and ther-part, the Lyapunov function
V2(�;  ; r) also has the cross-termR�2 which accounts for the
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beneficial coupling between the two subsystems. The derivative of
V2 for (32)–(34) is

_V2 � �c0 c1 +
3

8
�2

0 +
1

c0�2

c1 � 7
5

8
�
2 +

1

2
�+

3

2
�0

2

�
2 + 3R�2 +

1

2
r
2 + � ~ 

+ c0 3R+
1

2
�+

3

2
�0

2

� c1 +
3

8
�2

0 �
2 � 1

2
�+

3

2
�0

2

�
2 � 3R�2

� 3�0r�� � ~ 

+
3

2
c0��

2
R(�R+ 1� �2) + ~ 

1

�2
(�0 + 1� 

p
	) + c0 ~ + c0 c1 +

3

8
�2

0 +
1

c0�2
�

+
c0

2
�+

3

2
�0

2

�+ 3c0R�+ 3c0�0r (50)

where we have substituted_V1 from (46). After some manipulations
which eliminatec0(c1+ 3
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It is not hard to show with three completions of squares that
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We also note that
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Substituting (52) and (53) into (51), we finally get
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The bracketed term in front of�2 is positive providedc1 > 7:817.
The term in front ofr2 is positive provided thatc1 > 9:273. The
term in front ofR�2 is positive if c1 > �

4
+ 1

32
. The control law

is selected as
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; c2 > 0: (55)

This control law guarantees global asymptotic stability provided
c1 > maxf9:273; �
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The control law (55) can be expressed also as

 =
�+ ��2k(	� c0�)p

	
(57)

wherek > 2c0; c0 > maxf10:773; �
4
+ 1:53g (to our knowledge,�

on real compressors is seldom larger than four) and

� = 1 + �0 + ��2k[c0�0 �	S(�0)]: (58)

Theorem 3.1: Consider the system (28)–(30) evolving in the set
G = f(�;	; R) 2 IR3 j R � 0g with the control law (57). For each
value of �, the system has

• either a unique asymptotically stable equilibrium on the ax-
isymmetric compressor characteristic, with a region of attraction
equal to the entire setG;

• or two equilibria:

—one equilibrium on the axisymmetric characteristic which
is unstable but attracts all solutions starting in@G =
f(�;	; R) 2 IR3 j R = 0g;

—one equilibrium on the stall characteristic which is asymptot-
ically stable with a region of attraction equal toG n @G =
f(�;	; R) 2 IR3 j R > 0g.

IV. BIFURCATION DIAGRAMS

Open-loop bifurcation diagrams generated by varying the throttle
opening are given in Fig. 3 for a low-speed few-stage compressor
studied in [7], for which	C0 = 0:72; � = 4; and � = 0:71.
The equilibria with low-stall amplitude are unstable and we observe
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Fig. 3. Bifurcations in the uncontrolled MG3 with as the bifurcation parameter.

Fig. 4. Bifurcations in MG3 model controlled by thebacksteppingcontroller (57). The “set-point” parameter� is the bifurcation parameter.

TABLE I
CATALOG OF CONTROLLERS FOR THEMOORE–GREITZER MODEL. SYMBOLS: k; k1; k2; c1; c2 ARE CONSTANT

GAINS AND 0 AND � ARE BIFURCATION PARAMETERS
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“hysteresis,” caused by the subcritical bifurcation. The bifurcation
diagrams for the backstepping controller (57) are shown in Fig. 4 for
c0 = 6 and ��2k = 0:5. This controller “softens” the bifurcation from
subcritical to supercritical and eliminates the hysteresis. In addition,
it stabilizes all stall equilibria and prevents surge for all values of�.

While all three designs in Table I soften the bifurcation, the
global design achieved with backstepping is due to a methodological
difference. The bifurcation designs in [14] and [7] are based on
local stability properties established by the center manifold theorem
because the maximum of the compressor characteristic is a bifurcation
point that is not linearly controllable. Hence stabilization is inherently
nonlinear and results in asymptotic but not exponential stability.
Our Lyapunov-based design incorporates the good features of a
bifurcation-based design. For�0 = 1, the termVr(r) in the Lyapunov
function (49), becomesVr(R) = R, so that the Lyapunov function

V2 =
c0

2
c1 +

3

8
+

1

c0�2
�
2 +

5

�
R +

9

8
�
2

+ �
2 +

1

4
�
4 + 3R�2 +

1

2
( � c0�)

2 (59)

is (locally) quadratic in� and  but only linear inR. Since the
derivative ofV2 is quadratic in all three variables,_V2 � �a1�2 �
a2R

2
�a3( �c0�)

2 [see (56)], this clearly indicates that the achieved
type of stability is asymptotic but not exponential. However, to satisfy
the requirements not only for local but also for global stability, our
analysis is considerably more complicated.

V. CONCLUSION

Experimental validation of the controller presented here is planned
but is beyond the scope of this paper. Measurement of� represents a
challenge but it is not expected to be insurmountable considering that
a controller that employs thederivativeof � has been successfully
implemented [7].

ACKNOWLEDGMENT

The authors would like to thank C. Nett for introducing them to
the problem of control of compressor stall and surge. They would
also like thank M. Myers and K. Eveker (Pratt & Whittney) and
D. Gysling (United Technologies Research Center) for continuous
valuable interaction on this problem.

REFERENCES

[1] E. H. Abed and J.-H. Fu, “Local feedback stabilization and bifurcation
control, I. Hopf bifurcation,”Syst. Contr. Lett., vol. 7, pp. 11–17, 1986.

[2] , “Local feedback stabilization and bifurcation control—II: Station-
ary bifurcation,”Syst. Contr. Lett., vol. 8, pp. 467–473, 1987.

[3] O. O. Badmus, S. Chowdhury, K. M. Eveker, C. N. Nett, and C. J.
Rivera, “A simplified approach for control of rotating stall—Parts I and
II,” in Proc. 29th Joint Propulsion Conf., Monterey CA, AIAA papers
93-2229 and 93-2234, June 1993.

[4] O. O. Badmus, C. N. Nett, and F. J. Schork, “An integrated, full-range
surge control/rotating stall avoidance compressor control system,” in
Proc. 1991 ACC, pp. 3173–3180.

[5] J. Baillieul, S. Dahlgren, and B. Lehman “Nonlinear control designs for
systems with bifurcations with applications to stabilization and control
of compressors,” inProc. 14th IEEE Conf. Control Applications, 1995,
pp. 3062–3067.

[6] R. L. Behnken, R. D’Andrea, and R. M. Murray, “Control of rotating
stall in a low-speed axial flow compressor using pulsed air injection:
Modeling, simulations, and experimental validation,” inProc. 34th IEEE
Conf. Decision and Control, 1995, pp. 3056–3061.

[7] K. M. Eveker, D. L. Gysling, C. N. Nett, and O. P. Sharma, “Integrated
control of rotating stall and surge in aeroengines,”SPIE Conf. Sensing,
Actuation, and Control in Aeropropulsion, Orlando, FL, Apr. 1995.

[8] R. A. Freeman and P. V. Kokotović, Robust Nonlinear Control Design.
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[12] M. Krstić, I. Kanellakopoulos, and P. V. Kokotović, Nonlinear and
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A Deterministic Analysis of Stochastic
Approximation with Randomized Directions

I-Jeng Wang and Edwin K. P. Chong

Abstract—We study the convergence of two stochastic approxima-
tion algorithms with randomized directions: the simultaneous pertur-
bation stochastic approximation algorithm and the random direction
Kiefer–Wolfowitz algorithm. We establish deterministic necessary and
sufficient conditions on the random directions and noise sequences for
both algorithms, and these conditions demonstrate the effect of the “ran-
dom” directions on the “sample-path” behavior of the studied algorithms.
We discuss ideas for further research in analysis and design of these
algorithms.

Index Terms—Deterministic analysis, random directions, simultaneous
perturbation, stochastic approximation.

I. INTRODUCTION

One of the most important applications of stochastic approxi-
mation algorithms is in solving local optimization problems. If an
estimator of the gradient of the criterion function is available, the
Robbins–Monro algorithm [9] can be directly applied. In [7], Kiefer
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