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User Association in Energy-Aware

Dense Heterogeneous Cellular Networks

Edwin Mugume,Member, IEEEand Daniel K. C. SoSenior Member, IEEE

Abstract

Mobile traffic demand has been increasing exponentially twe last few years and forecasts show
that this trend will continue in the foreseeable future. Asesult, operators are forced to densify and
upgrade their networks to meet this demand. This has createzerns such as increasing greenhouse gas
emissions, high capital expenditures and associated ywesis. This paper uses tools from stochastic
geometry to analyze and formulate energy-efficient depkynstrategies for multi-tier heterogeneous
networks (HetNets) using various user association schevilesise simple approximations to combine
the required base station (BS) density and associatedmiapswer per tier subject to both coverage
probability and average user rate constraints. In this pdpes combination is called the deployment
factor and it can be expressed in closed form for unbiaseétst We then formulate an area power
consumption (APC) minimization framework which optimizée deployment factor to derive specific
optimal BS density and transmit power values. Furthermaeeperform a comprehensive study of the
effect of biasing on the APC performance of biased HetNets. ®sults show that for HetNets using
the maximum average-biased-received-power (ABRP) associscheme, significant energy savings are

possible with appropriate biasing.

Index Terms

Heterogeneous networks, user association, coverage lplighaaverage user rate, deployment

configuration, biasing, area power consumption.

I. INTRODUCTION

Mobile network operators are currently faced with exporadigtincreasing data demand as a

result of significant improvement in cellular access tedbgies and the development of smart
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devices and their data-hungry applications [1], [2]. A Cidocecast has predicted that this
trend will continue in the future with a tenfold increasefr@2014 to 2019 [1]. This is a big
challenge for operators to meet this demand because thkesgaTtrum is already congested and
expensive yet radio links are close to their theoreticaacép limit. Researchers in both academia
and industry are actively designing next-generation teldgies that will enable operators to
continue providing reliable quality of service to their salibers. One solution that has shown
great promise is the densification of existing networks wikbre base stations (BSs) to enhance
frequency reuse and therefore increase the average bahdwad user [3]. However, network
densification also increases both capital and operatioqareses, particularly the cost of energy,
and the associated greenhouse gas emissions that enhahaéwhrming. Other techniques to
increase network capacity include MIMO and massive MIMOtayss [4], [5], cognitive radio
systems [6], etc. In addition, future 5G systems are expetttgrovide up to 1000 times more

area spectral efficiency compared to current 4G technol@gy§].

A. Related Work

Motivated by these challenges, researchers have proposew aellular architecture called
a heterogeneous cellular network (HetNet) in which diffierg/pes of BSs are deployed in a
multi-tier hierarchical structure to improve the specetiiciency (SE) of the network [9], [10]. A
HetNet essentially combines macro BSs that cover relatiaete areas with tiers of low-power
and small coverage BSs such as micro BSs, pico BSs and femto B&d. BB8s are mainly
used to densify an existing macrocell network by providiaggéted coverage and capacity
enhancement in dense urban and suburb areas [11]. Small BSsed to offload traffic from
congesting macro BSs so as to achieve load balancing and@nbaality of service. However,
they are generally dominated by macro BSs which transmitgatifssantly higher power levels.
Therefore, to enhance load balancing, a simple techniglieddaiasing is used to artificially
bias user association to the small cell tiers. Also calletjeaextension, each tier is assigned
with a bias value (depending on its transmit power and/or B&ith® which makes small cell
tiers relatively more attractive to users than the mactdeel [10], [13], [14].

Cellular networks are traditionally planned to support pgakic demand. However, studies
have shown that traffic demand varies significantly in batietand space domains [12]. During
low traffic periods, many small BSs in a dense HetNet may remmadterutilized or idle which can

have a negative impact on the energy performance of the HeB¢geral works have discussed



and tried to address this issue by proposing sleep mode misali& whose main purpose is
to adapt the energy consumption of the HetNet with changdgffic demand [15]-[17]. For
example, the density of active BSs may be reduced or idle BSspugayo sleep mode when
traffic is low. Furthermore, jointly optimizing the SE andeegy efficiency (EE) of the HetNet
can exploit their inherent tradeoffs to improve overall thardth and energy utilization [18].

From an energy consumption perspective, the combinati@Sadensities and their associated
transmit powers per tier in a multi-tier HetNet is an impattaptimization problem [19], [20].
The authors in [19] design an energy cost minimization fr&ork to determine the optimal BS
densities per tier in a two-tier unbiased HetNet subject service outage constraint. Service
outage occurs when the instantaneous downlink rate of fhiealyuser falls below a threshold.
Although transmit power significantly influences the enecgpsumption of each BS, this work
ignores its optimization. In addition, it is assumed that thetNet is unbiased and a coverage
probability constraint is not considered in the optimiaati

An improvement of this work is shown in [20] where the authdetermine thedeployment
factor of the HetNet, which is basically an expression that condbititee BS densities and
transmit powers of all tiers in some mathematical form. 18][2he optimal deployment factor
of a two-tier unbiased HetNet is expressedis— Ay, Pr/® + A\, P2/, where),; and \,, are
the macro BS and micro BS densities whitgy and P,,, are their respective transmit powers. The
authors then develop an area power consumption (APC) miatiarz framework that optimizes
the deployment factor to obtain the optimal BS density andsimrat power per tier subject to a
coverage probability constraint. However, this work igggan average rate constraint and also
assumes that the HetNet is unbiased. Moreadeiis not expressed in closed form and can only

be determined using numerical methods.

B. Contributions and Organization

In this paper, we use the stochastic geometry approach &stigate energy consumption
aspects of general multi-tier HetNets. In particular, walgre user association schemes to
minimize the APC of the network under rate and coverage caings. APC is chosen as the
objective function because in HetNets, there can be many B3s given area consuming a
large aggregate amount of power. While conventional EE aop#tion can minimize the overall
EE of the network, it cannot guarantee the minimization off@oconsumption which is a key

parameter for network operators. Our constrained optimozaframework using APC as the



objective function ensures that the overall power consiongs minimized while maintaining
acceptable network performance in terms of coverage aed rat

Stochastic geometry has emerged as a popular approach farnpesimple and tractable

analysis that describes various performance aspects obdmeous networks [15], [17], [21]-
[23] and HetNets [19], [20], [24]-[27]. Since HetNets com&iBSs of different types, they are
characterized by highly varying cell sizes and shapes.dgJ#ia Poisson Point Process (PPP) to
model the locations of BSs in each tier uniquely simulates\thriability of cell sizes and shapes.
Moreover, this methodology avoids relying on Monte Carlowdations to evaluate performance
because they are very intensive and results are difficuletdyw

The work in this paper relies on some of the analysis of the@me probability and average

rate performance of a HetNet derived in [14], [15] and [24thAugh the impact of scheduling
on resource allocation is beyond the scope of our analyais; Works such as [13], [27] have
discussed its negative effect on the resulting network @gparhis paper also builds on our
previous work in [28] which considers a HetNet using only arser association scheme. In
general, our paper makes the following major contributions

« Using tools from stochastic geometry, we manipulate theesgions of coverage probability
and average rate to formulate a constrained deploymenégyrghat minimizes the energy
consumption of a HetNet based on three different user essmtischemes. This deployment
strategy is expressed in terms of the deployment factor efHatNet, similar to [20].

« Using appropriate and verifiable approximations, we exgthe deployment factor of the
unbiased HetNet in closed form for two of the user associasichemes. This analysis is
extended to a biased two-tier HetNet whose deployment fastdetermined numerically
subject to reasonable network deployment assumptions.

« Given the deployment factor for both biased and unbiasedétdbased on the three user
association schemes, we formulate a theoretical optimizdtamework to determine the
optimal combination of BS densities and associated trangaviters per tier that minimize
the APC of the HetNet subject to coverage and rate consiraint

« We justify that both coverage and average rate constraiatessential to achieving perfor-
mance targets of both measures in all cellular environmémtsddition, we comprehensively
investigate the effect of biasing on the APC of the HetNetaumdalistic network conditions.

Therefore, our joint optimization of the BS densities andoasged transmit powers subject

to coverage and average rate constraints exceeds existatggses which consider either: (i)



optimization of the BS density only [19]; (ii) only an unbiaséletNet subject to only the
coverage constraint [20]; or (iii) only one user associagcheme [19], [20], [28].

The rest of this paper is organized as follows. Section lispnés the network topology,
user association schemes and BS power consumption modetsrSBI presents performance
analysis of the HetNet using any of three user associatiberses. Section IV presents the
optimal HetNet deployment strategy that minimizes the AP€:ti®n V presents and discusses

the numerical results. The paper is concluded in Section VI.

I[l. SYSTEM MODEL
A. Network Topology

Consider a generak’-tier HetNet consisting of a tier of macro BSs afd — 1) tiers of
small BSs, all independently located on the 2-D Euclideanl®8S locations in thé-th tier
are modeled according to a homogeneous BRBf density \;. In addition, eachk-th tier BS
transmits the same powé}, and is assigned an association bias valug,ofThe association bias
B, describes the degree to which a typical user is artificialgnipulated to favour connecting
to the k-th tier BSs relative to the BSs in other tiers. Hence each siemiquely described by
the tuple(\x, P, Bx). Shadowing is ignored such that the HetNet layout resentbkesveighted
Poisson-Voronoi tessellation [19].

Without loss of generality, consider a typical user locas¢dhe origin and at a distance
from its servingk-th tier BS. The typical user is defined as a randomly selecssat in the
PPP-based HetNet based on Slivnhyak’s theorem, which gsteethe distribution of the original
PPP is equivalent to its reduced Palm distribution. In oterds, the properties of the PPP
are invariant to translation [21]. The considered pathiosslel isi(r,) = L||r||~“ where L
is a pathloss constant and > 2 is the pathloss exponent. The fading loss is assumed to be
i.i.d exponential i.eh,, ~ exp(l). Therefore, the power received by the typical user from its
serving BS isP, , = Py Lh,, ||ri||~“. Universal frequency reuse is considered such that a typica
user receives interference from every active BS other thgpatent BS. The resulting SINR is
therefore expressed as

SINR(r),) = % (1)

where interference; = Zle > scw\r, il llrill~* ando? is the additive noise power.



B. User Association Schemes

We consider the coverage probability and average rate npesface of the HetNet under
three user association schemes namely; (i) Maximum avebaged received power (ABRP)
scheme [14]; (ii) Minimum biased transmission distance (B$Eheme [15]; and (iii) Maximum
instantaneous SINR (i-SINR) scheme [24].

In maximum ABRP connectivity, a user connects to the BS thatigesvthe strongest average
biased received power i.e. the user connects to the neltbstier BS if P, > P, ; for all
Jj € K. j # k, where the long-term average biased received pawer= P, 5:l(r;). Therefore,

a user is more likely to associate to a tier with a larger BS ithientsansmit power and bias
factor [14]. In maximum i-SINR connectivity, a user conreettd the BS that provides the highest
instantaneous SINR [24]. In minimum BTD connectivity, it issamed that a user knows its
relative distances to each of its neighboring BSs in all tidrihe nearesk-th tier BS is located
at a distance, from the user, them, is multiplied by its respective bias factay, [15]. The

user then associates to theh tier if v,r, < v;r; forall j € K, j # k.

C. BS Power Model

The total amount of power consumed by a BS depends on its type@erating mode. Macro
BSs generally consume more power than small BSs such as midrpiem BSs. In addition,
a BS consumes the most power in active mode which includes @oemps such as the power
amplifier, signal processing, power supply losses, coplimjenna and feeder losses, etc. When
a BS is in idle mode, it still consumes a significant but fixed am@f power. In sleep mode, the
BS switches off most components and the power consumptiarifisantly reduces. In general,

the power consumption of &th tier BS in active mode is expressed as [29]
Pcons,k = NkPO,k + Akpk7 (2)

where N}, is the number of transceiver chaing;; is the fixed power consumption at zero
load, A, is the slope of the load-dependent power consumption Bnd [0, P,] where P,
is the maximum transmit power level. In this paper, the APQsed to quantify the energy

performance of the HetNet. In a generfattier HetNet, the APC (in Watts/f) is expressed as

K
APC = " N\e(NiPox + ArPy). (3)

k=1
We refer to [29] to quantify the power consumption of vari®&fS types.



1. HETNET PERFORMANCEANALYSIS

To optimize the deployment configuration of a HetNet, we agrsboth coverage probability
and average user rate constraints to guarantee that parioartargets in both measures are
achieved in all network environments. As the BS density in HetNet increases, aggregate
interference also increases and the overall effect of nomseoverage probability and average
rate performance reduces. In other words, the interferbmieed HetNet (a scenario where
0% = 0) defines the upper bound of both performance measures [24].

Biasing in HetNets has important performance benefits sucloaas balancing which may
enhance the overall HetNet performance. However, artifgésing is known to reduce coverage
probability and spectral efficiency (in b/s/Hz) of the HetN#nce some users are forced to
connect to less favorable BSs [14]. To facilitate its appicrain the HetNet, each performance
target is set as a fraction of its respective upper bound.levether words, coverage probability

and average user rate constraints are expressed in terrhsiotipper bound values as
P.=¢eP. and R, = kR, 4)

respectively, wher&®,. and’R, are the coverage probability and average user rate of thddtet
P. and R, represent their upper bound values, and (0,1] andx € (0, 1] are the ratios of
coverage probability and average user rate to their respeagpper bound values.

It is assumed that all tiers have the same pathloss expanemhis assumption facilitates
important approximations of coverage probability and ageruser rate which are applied in
HetNet optimization to devise its optimal deployment facf@0]. In addition, the analysis
of minimum BTD scheme relies on this assumption to simplifg ttaplace transform of its
aggregate interference and express its analytical pediocein a form that is easily and directly
comparable to both maximum ABRP and maximum i-SINR associaahemes.

The coverage probability and average rate experienced bywemn giser depends on the
deployment configuratiori\,, Py, 5) of the tier it is associated to and the SINR threshold,
denoted ag’. For a user connected to theth tier, denote thé:-th tier coverage probability and
average user rate &, andR,  respectively. These values are then used to obtain thelbvera

average HetNet performance using the law of total prolgals [14]

K K
Pe=> PerAr and R, =Y RupAs, (5)
k=1 k=1

where A;, is the k-th tier association probability.



Consider a typical user located at the origin and assume thatassociated to &-th tier
BS located at a distance, from the origin. The coverage probability of theth tier is then
expressed as [14], [24]

P.r = B, [P(SINRy(z) > T)]

o0 T02 e s
_ / e (F22) T] £4, (50) f, () e, (6)
0 j=1

where £, (s.) is the Laplace transform of interference evaluated.at Tz P, I and Ix,(2)
is the PDF of the distance between the user and serving BS grehdle on the association

scheme. Similarly, the average rate of a user associatdet toth tier is expressed as [14], [24]

Ruk = /z>0 /t>0 P(log,(1 + SINRg(z)) > t) fx, (x) dtdx

K

:E[ PkL(Qt Dz~ H (s,) fx.(2)] . 7)

where = [f(z,t)] = [, [.o, f(x,t)dzdt, ¢ is a random variable and;,(s,) is evaluated at
s, = 2P (2 - 1),

The fundamental coverage probability and average user aa#dysis of a HetNet using
maximum ABRP and maximum i-SINR association schemes is discusn [14] and [24]
respectively. For completeness, these results are suzedanext. The work in this paper builds
on this analysis to perform a constrained optimization &f tleployment configuration of the
HetNet using these association schemes.

The coverage probability of a typical user in a HetNet usiraximum ABRP connectivity is

expressed as [14]
K
I B N ®
k=1 z>0

where Py = £, C; = B/ + Z(T, o, ), B; = 2, 2(T, 0, 3)) = [} (o, andu; =

(ﬁj/T)Q/a. Under interference-limited conditions, it simplifies tb4]

K

o )\kP2/a
PCP = Z P (9)
k=1 Zj:l >\ij'2/ Cj

If the HetNet is unbiased |$A] =1forall j € K, thenC; =1+ Z(T,a,1) is a constant and
P., becomes
Pep = [1+ Z(T,0,1)] . (10)



The average user rate in a HetNet using maximum ABRP conngcisvexpressed as [14]
K

RUP _ ZE |:7T/\k€ PkL(2t 1)z a/267ﬂzK Aj P2/aD](t)z:| ’ (11)
k=1

N\ 2/a
whereD;(t) = 37" + Z(t,a, 3;) and Z(-) = (2' — 1)?/° Ju; Tramdt wherew; = ( : ) '

2t—1
Under interference-limited conditions, it becomes [14]
K

Rup =) / Vi dt (12)
} k=1 71>0 Zg:l )\JPJQ/O[DJ (t)

If the HetNet is unbiased’,_?,up further simplifies to

uP / _dt (13)
t>0

whereD(t) = 1+ Z(t,«, 1) is a constant.

According to (10) and (13), when the HetNet is unbiased, BothandR, , are independent of
the tuple(K, {),},{P;}) which means that operators can densify the HetNet with amybeu
and kinds of BSs without affecting coverage probability andrage user rate. The intuitive
explanation is that although densification improves awenageived signal strength, aggregate
interference also increases in equal measure [14], [28)elHetNet is biased however, all these
parameters will influence botR., andR,,

For maximum i-SINR scheme, the coverage probability canXpeessed as [24], [25]

ka / T T ) T N s g, (14)
whereg(a) = 272~ csc(27r/a). When the HetNet is interference-limited, it simplifies te]2
— a2 ) 2
P.. = = , 15
S Q(O[) Wﬁ ( )

where (a) refers to the special case af= 4

Furthermore, the average user rate with maximum i-SINRmeehis expressed as [24], [25]

K
Rug = ZE |:7T)\k6};;2L(2t1)za/2 X e*(Qtfl)Q/aQ(a) SN Pz/"“ . (16)
k=1
When the HetNet is interference-limited, it simplifies to 24
— e
Rus = —/ ot — 1) d. (17)
S o) S ” Y

Therefore, bothP., and R, are also independent of the tuplé, {\;},{P;}), similar to
maximum ABRP connectivity. This independence is becausesus&sociate with their most

favorable BSs in terms of instantaneous SINR.



We now analyze and express the performance of a HetNet usimghom BTD connectivity
in a form that is directly comparable to both maximum ABRP andimam i-SINR connectivity
schemes. The analysis of this scheme in [15] uses anotheoagipand no numerical results
are presented to describe its performance. Moreover, we alalyze its optimal deployment

configuration in this paper.

Lemma 1. In a K-tier HetNet using minimum BTD connectivity, tketh tier association

probability is expressed as
Ak

Aj = .
k ZjK:1 )‘j (%’;)2

(18)

Proof. See Appendix VII-A. n

According to Lemma 1, more users connect to a tier with a hig% density and a smaller
bias value. This is intuitive because a smaller bias valukes\@Ss of that tier appear to be

closer than those of a tier with a larger bias value.

Lemma 2. The distance between a typical user and its serving BS is aorandhriable whose

PDF is expressed as

o 27T)\k

0.\ 2
fx,(z) = " *ﬂZf:IAj(TI;) xz'

xre (29)
Proof. See Appendix VII-B. n

Theorem 1. The coverage probability of a typical user in a HetNet with mam BTD con-

nectivity is expressed as

K
_To? a2 K p2lag.
Pep = Zﬂ)\k/ e BT e NPT EE (20)
k=1 2>0
here, =8+ 4, 0, = %, 8 =T [® —1_duandu; = -2
wnerec; = o; + ﬁf/a’ Uj = 50 95 = fuj- TraazdU andu; = GECE
Proof. See Appendix VII-C. n

Corollary 1. If the HetNet is interference-limited, coverage probapikimplifies to
K

o )\kP2/a
Pep = B (21)
=R P

10



@ /e
When{U]} - 1 S — 2/ +fP T) 2/a 1:1;721,“/2(1

Proof. Let 0% = 0 in (20) and solve the resulting integral. n

In the unbiased interference-limited HetN&t,is not a constant since it also dependsft;n
(in a typical HetNet,ﬁj = 1 since BSs in different tiers transmit different power). Tdfere,
coverage probability depends on the tuflé {);}, { P;}) which contrasts with maximum ABRP
scheme in (10). This dependence is a consequence of forsarg to associate with their closest
BSs rather than BSs that provide the best signal strength tamitasieous SINR.

Theorem 2. Average user rate in a HetNet using minimum BTD connectisigxpressed as
K

Rup =3 = [mke Rr @D i PG | (22)
k=1
. 00 ot 1 2/a 6,_2
Whel’egj(t) = Z/{J(t) + ﬁj;/a, Z/{](t> = fuj(t) (1+—a/2du and Uj( ) = W
Proof. See Appendix VII-D. n

Corollary 2. If the HetNet is interference-limited, average user ratepdifies to
K

Rip =Y / AP dt (23)
up a .
(=1 im0 0 PG (1)
Proof. Let o2 = 0 in (22) and solve the resulting integral. n

Similarly when {v;} = 1, G;(¢) is still not a constant since it also depends on the set
{@}.ThereforeﬁuD always depends on the tupl&, {);}, {P;}) which contrasts with maxi-
mum ABRP connectivity (se®,, in (13)).

Lemma 3. In a mobile environment where > 2 and o > 0, both coverage probability and

average user rate increase monotonically with the BS densitgnd transmit powerp.

Proof. We consider the expressions for maximum ABRP connectivity rivgo Lemma 3 but
the proof can easily be extended to the other associatioenseh First, consider the variation
of coverage probability with the BS density. Assume that acslpuser is associated to tlieth
tier and consider twa-th tier BS densities\,, and \,, where);, > \;,. According to (8), the

coverage probability corresponding to the BS denajtyis expressed as

Per(Miy) Zm,@ / e 01°/% =N Chaz)z g, (24)

11



wherea; = 22, ay = YK, A P7/°C;, whereC; = C = 1+ 2(T.a,1) is a constant.

Substitutingz = x;ﬂ into (24),

A

—ay (ﬁ)amx"‘/z 77r<)\k C+a2)\ﬂ>x
»(Aky) Zﬂ)"“/ e M2 X e ' M2 /)" dg
(b) ® gzl
> Zﬂ)\kl/ e gk CFaz)z .
k=1 0

= Pep(Ary)
where ¢) follows sincea; > 0, as > 0, C > 0, a > 2, and (A, /\g,) < 1. Therefore, the
coverage probability always increases if the BS density esemsed from\;, to \;,. Since
as > 0 in biased HetNets, the proof still holds. The dependencevefage user rate in (11) on
the BS density can easily be proved following the same praeedu
To show dependence on transmit power, we use the averageraiseexpression in (11).
Consider two transmit power level3,, and P,, where P, > P,. For P,, (11) becomes

K
«@ J— /Q
Run(Py,) = Z [mke (b1 Pry)zo/? =62/ PEL)z ] ’ (25)

k=1
whereb; = %(2 —1) andb, = WZJ LA Pz/"‘D ,(t). Similarly for P, (11) is rewritten as

K
sz (b, P2/
Rup(Po) =Y E |:7T)\k o~ (b1 Puy )22 = (o2 P22 ] . (26)

k=1
Sinceb; > 0, by > 0, « > 2 and P, > P, both exponential terms in (25) are larger than

their corresponding terms in (26) which confirms t#&f, (Py,) > R.,. (P, ). The dependence

of coverage (8) on transmit power can easily be proved fatigwthe same procedure. n

IV. HETNET DEPLOYMENT OPTIMIZATION

The previous section presented the performance analysiggeherali-tier HetNet in terms
of its coverage probability and average user rate for diffeicell association schemes. In this
section, these results will be used in the optimization & HhetNet to devise its optimal
deployment strategy in terms of tleployment factof20]. The deployment factor, expressed
asH = Y1 AP/, essentially combines in some mathematical form the BS tiessind
transmit powers per tier that jointly achieve a given perfance objective. In this paper, the
objective is to minimize the APC of the HetNet subject to cage and rate constraints.
Therefore, the deployment factor can be optimized to detexithe specific optimal BS densities

and transmit powers per tier that minimize the APC.

12



A. Coverage Probability Constraint

Theorem 3. The coverage probability of a typical user in a HetNet with maxin ABRP

connectivity is approximated as
K 2/a
— A\ P
P., ~P., — To*y(a) Z - ’;/ )
k=1 [Zj:l A PG

, (27)

wherey(a) = % andI'(-) is the gamma function.

Proof. Over a realistic SNR rangé,0* < P, L. Hence the first exponential term in (8) can be

approximated as
_To? a To?
e 1 KULza/z. (28)

Therefore, substituting (28) into (8) gives

K D2/ 2 D2/
PCP s Zﬂ_)\k |:/ e—ﬂ'Z‘]K:l )\ijQ/ Cj 2dy — T_G Za/2€_7r2§(:1 )\jP]?/ C; 2dz1 . (29)
k=1 z>0 PyL z>0
Solving both integrals gives the result. n

The approximated coverage probability in (27) will be usedefine one of the constraints in
the optimization of the HetNet to devise its optimal depleymfactor. To ensure high accuracy
of (28), the value ofl" should be reasonably small, which is normally the case foraatjzal
SINR coverage constraint. The accuracy of the approximededrage probability and average
user rate is verified in Fig. 1. The accuracy of this approtiomaon other schemes is equally
high; for instance see Fig. 4 for the minimum BTD scheme. Meeeoall these illustrations
prove that the accuracy improves with the BS density whiclmigartant since future networks
will be very dense [8].

1) Unbiased HetNetWhen{g3;} = 1, then{C;} = C, whereC = 1+ Z(T, a, 1) is a constant.
Therefore, (27) can further be simplified to
To*)(a)

Per % Per = ot [~k 2/a]%/2
cat [Zj:l )\ij ]

(30)

Using P., = ¢ P., and Lemma 3, the coverage probability constraint can beittewrin terms

of the optimal deployment factot’ as follows

K 2 2/a
*_Z 2 1 (To ()
i=1

13



Therefore, for an unbiased HetNet using maximum ABRP conviggti{} is expressed in closed
form and it is an increasing function af, o ande.

To illustrate, consider a typicak’-tier unbiased HetNet defined by the parametgrs= 2,
Aj € {\, \s} andP; € {B,, P;}. The optimal deployment factor is expressed-s= /\beQ/a—i-
/\SPf/O‘. This special case of a two-tier HetNet using maximum ABRP ectivity is investigated
in [20] although is not expressed in closed form. A network APC minimizaticemiework
is formulated to determine the optimal macro BS and micro BSsities and their respective
transmit powers subject to a coverage constraint only.

2) Biased Network:n this case{C;} # C and further simplification of (27) is not possible.

Instead, usingP., = ¢P.,, (27) can be rewritten as

K 2/
— e P
(1= )Pep, = To*(a) Y~ 5ty =0, (32)
k=1 c

where Q, = Z;il )\ijQ/“Cj. Due to the variation o€; with the {k,j} pair, it is not possible
to isolate and express the deployment fadior= 5", \; P/ in closed form.

In order to investigate the impact of biasing on the deplayifi&ctor, consider a conventional
two-tier biased HetNet and assume that the deploymentrfaétthe macrocell tier, denoted as
Hy = )\be/“, is known. Note that this is often the case for an operator llag an existing
network of macro BSs and seeks to densify it with small BSs fiyetid coverage and capacity
enhancements. Hena@. = H;C, + H} C, whereH; = Ast/‘” is the required optimal small
cell tier deployment factor that jointly satisfies the cage constraint. Sinc#, is known, the
value of #; . that satisfies (32) can be determined easily using numemegiods such as the
bisection method [30]. However, the required valuéf, is affected by the bias ratig, defined
as 3 = fs/B. The bias ratio can therefore be varied to investigate tfexiedf biasing on the
energy performance of the two-tier HetNet.

To determine the specific optimal values of the BS density amastnit power of the small
cell tier that minimize the HetNet APGY} . is optimized as a bivariate optimization problem

according to the following framework:

minimize APC = A, (NP s + AsPs)

)\s,c,Ps

subject to A\, PY/" =}, (33)

0< P, <P,
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where P, is the maximum small BS transmit power. This problem can wdml converted to a

single-variable problem, and its solutions are determiaed

_f 2N,Ry, s/
P* - _— Ps ) )\* == S CP* a‘ 34
° mln { As(Q - 2) ’ } e % , ° ( )

B. Average User Rate Constraint

Theorem 4. The average user rate in a HetNet with maximum ABRP conngcthah be

approximated as

K

_ AP (2t = 1)
~ 2 2: kL g
Rup - Rup 7 d](a) /t>0 K 2/ gl
pat [ijl A\ PPeD (1)

dt. (35)

Proof. Over a realistic SNR range, the first exponential term in &) be approximated as

2

e TP L(Qt l)za/Z ~1— POI;L(Qt - 1)204/2‘ (36)

Substituting (36) into (11) gives

K
/o
R PzZﬂ-Ak{ [ —WZJ 1/\p2 D(t)z} _
k=1

Solving both integrals gives the result. n

(1]

0'2 52/
|:_(2t_1> a/2 —TI'Z] 125 P D()z:|}
P.L

Similar to the coverage probability case, the approximaiextage user rate is highly accurate
and its accuracy increases with the BS density as verifiedgnZiNote that the other schemes
are also highly accurate; for instance see Fig. 3 for the mami i-SINR association scheme.

1) Unbiased Networkin this caseD;(t) = D(t), Vj € K, whereD(t) =1+ Z(t,«, 1) is a
constant. Therefore, (35) can be further simplified to

= () 2t —1

=Ru, —dt (37)
« /2 D(t)z+!
[Zf:l )\ijQ/ :| t>0 ( )2
Using R., = kR, and Lemma 3, (37) can be rewritten as
K ) 2/«
* (03 o 17/} « g t? «

j=1

whereg(t, a) = 21 x (ft>0 Dl dt) andH? is the optimal deployment factor. Hence

ft>0 'D(t)7+1
H* is also expressed in closed form and it is an increasing imaf ~ and 2.
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2) Biased Networkiln this case, it is not possible to isolate the tefaf, A; P/ in (35).

Therefore, the average user rate constraint can be rewate

K 2/ oyt

— A\ P 2'—1

(1= k) Rup — 0”0 / e} Q(H )t 0, (39)
k=17 t>0 o

where Q, = Zle )\ij/"‘Dj (t). Consider a conventional two-tier HetNet and assume the same
macrocell tier deployment factdt,. Then Q, = H,Dy(t) + H,D,(t) where Hz, = A P:/°

is the optimal small cell tier deployment factor that joynHatisfies the rate constraint. In this
case,H;, is also influenced by the biasing in the HetNet and this isstigated by varying the
bias ratios. The optimization oft;, to minimize APC is similar to the procedure in (33)-(34).

The solutions are expressed as

2N P
Ag(a—2)’
Therefore, according to (34) and (40), the optimal trangmier P* subject to both coverage

P* = min { FS} N, =M P (40)
probability and average user rate constraints is similathermore, if the type of deployed small

BSs is known, the optimal transmit power can be predetermined

C. Maximum ABRP Connectivity: Overall Solution

Since the coverage probability and average rate constranet complementary to each other
(i.e. optimization based on one measure also improves tier ateasure), the optimal solution is
one that satisfies both constraints. Therefore, we sepd@tgptimization problem based on both
constraints into two separate optimization problems, arestained by coverage probability and
the other by the average user rate. The overall optimal isalwill be the maximum of the
two individual solutions i.e. the optimal small BS density\is= max{A% _, Az} and P} is the

s,c) “\s,r

optimal transmit power. The resulting APC at optimal confadion is evaluated as
APC = N\(NyPop + ApBy) + Ni(NsFPo s + APY). (41)

Furthermore, according to (32) and (39), bath . and H,, are influenced by the value
of 5 in the two-tier HetNet. Denote the overall optimal smalll der deployment factor as

H; = max{H} , H;, }. Then the optimal at which} is minimized is determined using
(
miniﬁmize max{H} ., H;, }

s,¢)

subjectto A:. >0, A%, >0, (42)

g >0,Pr>0.
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Operating the HetNet at its optimal minimizes the APC.

D. HetNets with Minimum BTD Connectivity

Theorem 5. The coverage probability of a typical user in a HetNet with miam BTD con-

nectivity is approximated as

. K )\kPQ/a
PCD R PCD - TU?w(@) Z K ];/ 241 (43)
k=1 |:Zj:1 )‘ij gj
Proof. Substitute (28) into (20) and solve the integrals. n

Since the tern€; depends or13j, further simplification is not possible even in the case ef th

unbiased HetNet. Usin®,, > ¢P,,, (43) is instead rewritten as

K 2/a
_ A\ P
(1= )P, = To*(a) Y 5y 20, (44)
k=1 c

where Q, = Zle )\ij/o‘Sj. Similar to maximum ABRP connectivity, consider the same two-
tier HetNet whose macrocell tier deployment factdy is known. Then,Q. = H,&, + H; Es.
The value ofH} is determined using numerical methods and its optimizatiodetermine the

optimal \} . and P} follows the same procedure shown in (33)-(34).

Theorem 6. The average rate of a typical user in a HetNet with minimum BTBneativity is

approximated as

K 2/a ot
_ M P20 —1
Rup = Rup — 07(a) > / p Mk 2( ) eyt (45)
k=1 7120 |:Zj:1 )\ij/agj(t)
Proof. Substitute (36) into (22) and solve the integrals. n

UsingR., > kR.,, the average rate can be rewritten as
K 2/a ot
— AP (28— 1)
(1 o "{)Rup - U2¢(a) Z : 241 > O, (46)

k=1

where Q, = Zle /\ijQ/O‘gj(t). Since G;(t) also depends orﬁj, it is not constant even in
the unbiased HetNet and a closed form expression of the yleplat factor is not possible.
Assuming a two-tier HetNet in whict{, is known, thenQ, = H,G,(t) + H;,G,(t). The value
of H;, can be determined by numerical methods and its optimizdtdaws (33)-(34). The

optimal BS density\; is obtained as\} = max{\;., As,-} and the transmit power i&;.
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E. HetNets with Maximum i-SINR Connectivity

Theorem 7. The coverage probability of a typical user in a HetNet with maxin i-SINR
connectivity is approximated as
no?é(a) T2/

Pes & Peg — a7 (47)
o@) |55, AP
where{(a) = % is a constant.
Proof. Substitute (28) into (14) and solve the integrals. n
Therefore, usingP., > ¢P.,, (47) is rewritten as
K 2/a
;Ajpj?/a > (qa__)f) / . (48)

According to (48), the deployment fact®t,. is independent of " but increases with both and

o%. Using Lemma 3, the optimal deployment factor of the HetMegxpressed in closed form
2\ 2/a
asH: — (€22)

l1—e

Theorem 8. The average rate of a typical user in a HetNet with maximum i-Sthihectivity

is approximated as

2
Rug & Rug — mo-¢(a) — / (28 — 1)/ dt. (49)
2/
o) [ I 3P| e
Proof. Substitute (36) into (16) and solve the integrals. n
Using R, > kR, (49) is rewritten as
K 2\ 2/«
£\ PYe > €la)o” . 50
Z B> ( T (50)

: . . 2/a
Hence, the optimal deployment factor is expressed in clésed as# = (%) . Accord-

ing to (48) and (50), the separate (optimal) deploymenbfaodf the HetNet based on coverage

probability and average user rate constraints are simitenw = «.

V. NUMERICAL RESULTS

Consider a PPP-based conventional two-tier HetNet with #fault parameters shown in

Table I, unless otherwise stated.
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TABLE |

SIMULATION PARAMETERS

Parameters Value

Network size A =10km x 10km

System bandwidth B = 20MHz

Pathloss parameters L=-55dB,a=4

Additive noise power 0? = —110dBm

SINR threshold T=0dB

Macrocell tier parameters Hy = 4 x 107° Watts/nt, 3, = 0dB
Optimization constraints e=09 =0.9

Macro BS power parameters | Ny =6, Pop = 130, A, = 4.7
Small BS power parameters | N, =2, Py, = 6.8, A, =4.0
Transmit power limiting values P, = 43dBm, P = 21 dBm

Figs. 1-2 illustrate the exact and approximated coveragbgtility and average user rate
performances against small cell density in a HetNet usingimnam ABRP connectivity. By
varying the small cell density, the inter-site distanced emerference level are changed accord-
ingly and therefore, the following analysis can also be wévas the effective impact of these
parameters on the resulting network performance. Thesdtsegerify the increasing accuracy
of the approximated coverage probability in (27) and averager rate in (35) as the HetNet
tends to its interference-limited scenario.

For maximum i-SINR and minimum BTD association schemes, .Fggand 4 verify the
accuracy of their approximated average user rate showrdjrafdd coverage probability shown in
(43) respectively. All these results show that the appraxioms utilized in this work are accurate
at high BS density where the effect of noise becomes negigiltherefore, this approximation
approach can be used to determine very accurate deployaantd of dense HetNets.

The effect of additive noise is to reduce the coverage anel patformance of the Het-
Net compared to its interference-limited scenario. As FIg8 illustrate, when the small BS
density increases, both coverage probability and average rate approach their respective
interference-limited performances (upper boun@s) and R, because the HetNet gradually
becomes interference-limited. Further deployment ofaexsimall BSs beyond this point gives
no gain in terms of coverage probability or average useraltough they consume energy.

Figs. 1-2 also illustrate that the effect of biasing is tousal the coverage probability and

average user rate of a HetNet using maximum ABRP scheme. Thisamsequence of forcing

19



Probability of coverage

Biased

= € = No noise
=—6— With noise
=—— Approximation

Small cell density [m’z]

Fig. 1. Coverage probability versus small cell density for a HetNet usiagimum ABRP connectivity 3 = 10 dB).
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Fig. 2. Average user rate versus small cell density for a HetNet usagnmmum ABRP connectivity(3 = 10 dB).

some users to connect to small BSs even though they receitex bggnal strength from macro
BSs. When the small BS density\,) is sufficiently low, the macrocell tier overwhelms the
small cell tier and the HetNet essentially behaves like a dgeneous network of macro BSs.
In this scenario, the effect of biasing on coverage and ratiopnance gradually fades and the
corresponding performance characteristics of the biasgtlét eventually merge with those of
the unbiased HetNet. In the low, regime, increasing,, offloads more users to small BSs but
since )\, is still low, the received signal strength is also low dueamé distances between small
BSs and their users but the interference increases. As &,rdepkending on the bias ratio, the
performance may initially drop even as increases. Eventually however, the distances between
small BSs and their users continue to reduce with increasingntil such a point that there
is a performance gain. In the high, regime where\, > )\,, the performance of the biased

HetNet approaches that of the unbiased HetNet since thd seibtier becomes too dominant
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Fig. 3. Verification of the average user rate approximation in a HetNegusaximum i-SINR connectivitf7" = 0dB).
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Fig. 4. Verifying coverage probability approximation of the HetNet usirigimum BTD connectivity, where) = v, /vs.

that it effectively connects most of the users (or coverstnobghe area). Hence, the HetNet
also essentially behaves like a homogenous network of d8&sdland biasing has no impact.
For minimum BTD connectivity, when the bias ratio> 1 in Fig. 4, it means that the HetNet
is actually biased to favour macro BSs instead of small BSs tlwhiplains the performance
gain over the unbiased HetNet. However, biasing should yswavour small BSs over macro
BSs to improve load balancing and enhance the average sunieatee, biasing in the practical
range ofv < 1 also reduces coverage probability and average rate peafarenas expected.
Fig. 5 illustrates the variation of average sum rate withlsB@ density for different values of
user density\, in a maximum ABRP-based HetNet. Generally average sum rateases with
As because as more small BSs are deployed, the average numbsgrsfper BS in both tiers
reduces which enhances the average bandwidth per userwAx dwhere )\, > \,), all BSs

in all tiers are highly likely to contain users and the averagm rate increases almost linearly
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Fig. 5. Average sum rate of the unbiased HetNet using maximum ABRRectigity (A, = 10~* m~2).
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Fig. 6. Deployment factors of the unbiased HetNet using maximum i-SAN&® maximum ABRP connectivity schemes.

with the BS density. Increasing the user density does notaugpaverage sum rate since these
additional users simply share the same bandwidthAAscreases further, average bandwidth
per user continues to increase which enhances average semmraddition, idle BSs begin
to emerge as more small BSs are deployed. Increasing the essitydreduces the density of
these idle BSs which further enhances the average sum ratgeudq the increasing interference
begins to limit the average sum rate which eventually stgara the), > )\, regime.

Fig. 6 illustrates the variation of the HetNet deploymewtdas? . and#, with their respective
constraint ratios and x for both maximum ABRP and maximum i-SINR schemes. Generally
both H,. and #, increase withe and x respectively because asand x increase, the HetNet is
required to approach its interference-limited state wheduires a higher deployment factor. For
maximum i-SINR connectivity, the deployment fact@{s and*, are equal whem = x and are

both independent df’ (see (48) and (50)). For maximum ABRP scheme howekierdepends
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Fig. 7. Deployment factor for the unbiaséd-tier HetNet using maximum ABRP connectivif{” = 0dB).

on T but H, is independent ofl'. Specifically,H. reduces withl" since a lower SINR target
can be achieved with a lower deployment factor. Whies 0dB, #H. and?,. are approximately
equal. However, whefi’ > 0dB, H. > H, and whenT’ < 0dB, H. < H,. Furthermore, Fig. 7
shows that whea = 4, H, =~ H., whena > 4, H, > H,.; and wheny < 4, H. > H,. Note that
when H,. dominatesH,., it becomes the decisive parameter in the optimization acel versa.
Therefore, the dependence nifax{*.,#,} on the combination of values in the s&T’, o}
justifies the necessity of using both coverage probability average user rate constraints.

In addition, the deployment factor&,. of both maximum ABRP and maximum i-SINR
schemes are approximately equal wheér= 10 dB as shown in Fig. 6. However, typical values
of T" are normally set much lower thar0dB since reliable QoS can be provided at lower
SINR levels. Therefore, at practical valuesof maximum ABRP connectivity is a better user
association scheme since it minimizes the required deptoyriactor. In other words, a HetNet
with maximum ABRP connectivity requires a lower combinatidnoptimal BS density and
transmit power which minimizes the APC.

Fig. 8 shows the variation of the requiréf, . and?,, with their respective constraint ratios
e andx in an unbiased HetNet using maximum i-SINR and minimum BTDesubs. In general,
both H, . and#,, increase with their respective constraint ratios. For minh BTD scheme,
whenT = 0dB ande = «, H,. andH,, are equal. However, whefi < 0dB, H,, > H, . and
whenT > 0dB, H,. > H,,. This response is similar to the maximum ABRP case in Fig. 6
and also justifies why both constraints are required. Figs8 shows that using minimum BTD

scheme generally requires a lower deployment factor thaximuan i-SINR scheme.
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Fig. 9. Variation of#{, in a maximum ABRP-based biased HetNet (fé5 = 2 x 10~ ° Watts/n? ande = x = 0.9).

Given H,, the effect of biasing on the required small cell tier depteyt factor#, can
be investigated. Fig. 9 shows the variation #f . and #,, with the bias ratio in a HetNet
using maximum ABRP connectivity, where= « and 7" = {-3,0,5} dB. WhereasH, is
independent ofl', #,. is an increasing function of'. Hence if 7" is sufficiently large, the
overall deployment facto#, = #,. over the 5-range shown in Fig. 9. Conversely, 1f is
sufficiently small,#, = #H,, over the samei-range. In general{, . and H,, vary differently
with the bias ratio but both show a minimum point over fheange. Their exact minima are
influenced by the value ¢, and the ratios andx. As the bias ratio increases, bdth andR,,
reduce accordingly as shown in Fig. 10. This initially make=asier to achieve the performance
constraints and bot#, . and’H,, reduce as shown in Fig. 9. However, the small cell tier begins

to dominate the macrocell tier at high bias ratios. Evehualpoint is reached beyond which
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Fig. 10. P. and R. versus bias factor for a HetNet using maximum ABRP connectivify & 2 x 10~° Watts/n? and
As = 107" m™3).
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Fig. 11. Variation of#{, with bias ratiov in a minimum BTD-based HetNe#{, = 10~ ° Watts/n?, ¢ = x = 0.9 anda = 4).

both P. and R, become approximately invariant with. Since the HetNet now behaves like a
homogeneous network of small BSs, it requires further desasifin to achieve both performance
targets. This explains why both deployment factifs. and?#, . increase in this highs-regime.
For minimum BTD scheme, Fig. 11 shows the variation70f. and #,, with bias ratio
v = vs/v,. Similar to maximum ABRP schemé{, . is an increasing function df but ;. is
independent of". Hence there is a range ®fvalues over whicl¥, . and#,, are comparable,
for instance atl’ = 0dB. Thus, whenT is sufficiently large over the consideredrange,
Hs = Hs. and when it is sufficiently smallH; = #,,. In general, both*, . and #H,, are
minimized at some optimal bias ratio$ andv;: respectively. However both: andv; correspond

to the rangev > 0 dB which means that user association is biased towards tlceon@ tier.
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Fig. 12. Variation of APC with bias factor for maximum ABRP-based Hetff@t £, = 2 x 10~° Watts/nt, e = x = 0.9 and
T = 0dB).

APC [mW/m?]

= = = APC with only coverage constraint A ’
159 APC with only average rate constraint| CNRRAN ’
=&— Overall APC with both ~

T T T T T I i

-4 -3 - 0 1
Bias ratiov = uslub [dB]

Fig. 13. Variation of APC with bias factor for minimum BTD-based HetN&t, (= 10~ ° Watts/n?, e = x = 0.9 anda = 4).

In the practical biasing range of < 0dB, both’H,. and?,, generally increase as reduces.
If 5* as the optimal bias ratio at which the overall deploymentdiag{, = max{H, ., Hs,}
is minimized. It follows that the APC of the HetNet is also mized at5*. Fig. 12 shows the
variation of APC with bias rati@ in a HetNet using maximum ABRP scheme. The figure shows
an optimal bias ratigg* = 20 dB. Compared to the unbiased HetNet, operating the HetNatsat t
optimal point gives a power saving of approximately kW over the simulation area. This clearly
demonstrates that significant energy savings are pos$ithe iHetNet is biased appropriately.
Therefore, in addition to its load balancing potential sing can potentially enhance the energy
performance of the HetNet by minimizing its required BS dignand transmit power per tier.
For minimum BTD connectivity, the range of bias ratio is diéfiet and for this reason, its
APC performance is illustrated separately in Fig. 13. Theatian of APC withv also gives

a minimum point at which the HetNet is optimal. Fig. 13 showattthe optimal bias ratio*
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at which APC is minimized is* = 1.5dB. However, thisv* is impractical sincev* > 0dB
essentially means that user association is biased towhedsnacrocell tier. In the practical
range of bias ratios (i.ec < 0dB), APC generally increases asdecreases which means that
the unbiased HetNet always consumes less energy than gedditetNet. Therefore, any biasing
for load balancing and other purposes has to be traded o#frfergy consumption. This makes

maximum ABRP connectivity more desirable for biased HetNets.

VI. CONCLUSIONS

In this paper, we developed analytical models using ap@tgpeand simple approximations
to determine energy efficient deployment configurations mifiased HetNets in closed form.
The deployment configurations vary based on user assatistitemes and HetNet performance
constraints. Results showed that maximum ABRP connectiviberse generally has a better
energy performance than maximum instantaneous SINR ctivitgscheme because it requires
a lower combination of BS density and transmit power. Altholgasing reduces the coverage
probability and spectral efficiency of the HetNet, it is n&sagy in HetNets for load balancing
objectives. Our results showed that for a HetNet using marinABRP connectivity scheme,
appropriate biasing can enable the operator to make signifenergy savings by reducing the
BS density and transmit power required to achieve performaagets in all cellular environ-
ments. For a HetNet using minimum BTD connectivity howevégisimg in the practical range
deteriorates its energy performance compared to its uadbiesunterpart. In addition, maximum
ABRP connectivity ensures a lower HetNet deployment factongared with maximum i-SINR
connectivity. Therefore, maximum ABRP connectivity is thestbassociation scheme from an
energy consumption perspective. It can further be condulat minimum BTD scheme is also

better than maximum i-SINR scheme since it requires a lovegtayment factor.

VIl. APPENDIX
A. Proof of Lemma 1

Consider that the typical user is associated tota tier BS at a distance, away. Then,

A, =Plm = k] =&, [P[uopry <vjry, Vj € K,j # k]|

_ / BIE [ - g} £ () dr (51)
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Using the null probability of a 2-D Poisson process [14],

fm (T’) — m — 27T)\kr e*ﬂ')\k’r‘Q’ and (52)
T

IIr {rj > %r] = ][ PINo j-th tier BS closer than
Jitk Vi d i
2
S ()
%7} = H e AJ(“j ) . (53)
J.#k
Substituting (52)-(53) into (51) and evaluating the intgggives the result in Lemma 1.

B. Proof of Lemma 2

The probability thatX, > x is expressed as

Plry > x,m = k]

P X =P =k| = 4
[Xk > 2] = Pry > x|m = k] Bk (54)
whereP[m = k] = Ag. P[ry > x,m = k| is expressed as
Plry > x,m = k] = Plry, > x,vpr, < v;rj, Vj € K, j # k]
00 K U
= / H P [rj > —kr} fr,(r)dr
z Uj
Jj=1,j#k
o0 —T I‘il j i 2’!’2
@ 27r)\k/ re "o (“]) dr, (55)
where (a) follows from (52) and (53). Therefore, substituting (18dg®5) into (54) gives
oAy [ () e
P[Xg > z] = :l k/ re "o (“ﬂ) dr. (56)
k x

4P, (@)

However, the CDH'y, (x) = 1 — P[X}, > xz]. Hence the PDHx, (z) = —¢

C. Proof of Theorem 1
In this scheme/;, (s.) in (6) is expressed as

ap. K o
£1y(5e) = Ble™*] = B, [e772" % Then, 7"

J

a *° 1
@ exp —27r)\j/ l—— | qdg
4 1+ Ta*Pjqg©

* q
= exp —27r)\-/ = dg o,
{ "oy 1+ (TzeP)"1ge

J
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where(a) follows from the probability generating functional (PGFaf) the PPP [22], [23] and

the channel gain being i.i.d exponential. The limjif which refers to the distance to the nearest
interferer, isg; = (ux/v;) z (see (53)). Let. = (Tz* P;)~**¢* such thaydg = (Tz* P;)?/“du,/2.
The lower limitu; becomesy; = (T'P;)~**(u;,/v;)2. Hence,

°° (xaTﬁ-)Wa
E[j (SC) = exXp —7T>\J /;j Tuj‘)‘/z du
= exp{—ﬂ)\jﬁf/aSj z?}. (57)
Combining (6), (18), (19) and (57) gives
00 ,%Ia,ﬂ iAj [ﬁjg‘SjJr ka 2} }12
P,y = 2T / e " {j-l (%) 2dz. (58)
A Jo

Combining (5) and (58) and substituting= 22 into the resulting integral gives the result.

D.

Proof of Theorem 2

Similar to £y, (s.) in (57), L;,(s,) is also proved as’; (s,) = exp{—w)\jﬁf/auj(t) xQ}.

Combining £, (s,) with (5), (7), (18) and (19) and substituting= =* gives the result.
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