IEEE ICC 2014 - Wireless Communications Symposium

User Grouping and Scheduling for Large Scale
MIMO Systems with Two-Stage Precoding

Yi Xu't, Guosen Yuef, Narayan Prasad!, Sampath Rangarajant and Shiwen Mao'
tDepartment of Electrical and Computer Engineering, Auburn University, Auburn, AL
INEC Laboratories America Inc., Princeton, NJ

Email: yzx0010@auburn.edu, yueguosen@gmail.com, {prasad, sampath} @nec-labs.com, smao@ieee.org

Abstract—In this paper, we consider the design of user group-
ing and scheduling for large-scale multiple-input multiple-output
(MIMO) frequency-division-duplexing (FDD) systems. Based on
a recently proposed two-stage precoding framework, we first
propose an improved K -means user grouping scheme which
allocates the users to different pre-beamforming groups using
the second-order channel statistics, and then a user grouping
scheme that considers both load balancing and precoding design.
After user groups are so determined, we present a dynamic
user scheduling scheme where second-stage precoding is designed
based on instantaneous channel conditions. We demonstrate the
efficacy of the proposed schemes through simulations.

I. INTRODUCTION

Last decades have witnessed the ever-increasing demand
for higher data rates. To cater for this demand, many advanced
physical layer techniques have been developed, e.g., multiple
input multiple output with orthogonal frequency division mul-
tiplexing (MIMO-OFDM). However, with linear throughput
improvement but exponential growth in the data traffic, the gap
between the demand and supply has never become smaller.
To solve the issue, the next technology we can resort to is
large-scale MIMO, or the so called massive MIMO (we will
use these terms interchangeably hereafter) which significantly
increases the system throughput by employing large number of
transmit antennas. As an emerging but promising technology,
besides the throughput enhancement, large-scale MIMO also
enjoys advantages of low-power, robust transmissions, sim-
plified transceiver, and simple multiple-access layer [1], [2].
Recently, a lab demo system has demonstrated the benefits of
the large-scale MIMO systems [3], [4].

In general, being equipped with more transmit antennas,
the large-scale MIMO system can provide more degrees of
freedom resulting in better reliability or higher throughput.
However, due to the difficulties of acquiring channel state
information at the transmitter side, it is still a challenge to
simultaneously support a large number of users [2]. Therefore,
most existing works on large scale MIMO systems consider
time-division-duplexing (TDD). By exploiting the channel
reciprocity in the TDD systems, the downlink channel can
be estimated from uplink training. However, the frequency-
division-duplexing (FDD) system does not have such privilege.
Pilot based channel estimation and uplink channel feedback
are required, which consume lots of spectrum resources. With
many FDD deployments worldwide, it is important to investi-
gate the large-scale MIMO design for FDD systems. Recently,
a two-stage precoding scheme has been proposed in [5] to
reduce pilot resources and the channel state information (CSI)
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feedback in FDD systems. Firstly, the users in service are put
into groups with each group of users having similar second-
order channel statistics, i.e., transmit correlation. The same
pre-beamforming, or the first-stage precoding is then used
for each group of users semi-statically. Then, with reduced
dimensions on the effective channel, simple channel feedback
can be realized, thus the second-stage dyanmic precoding can
be applied. Therefore, one important issue for such system
design is user grouping. Some user grouping methods are
recently presented in [6] including a K -means clustering based
approach. In this paper, based on the same two-stage precoding
framework, we consider the design of user grouping and
scheduling for the large-scale MIMO systems. We propose
an improved K-means user grouping scheme which results in
an improved user sum-throughput. When the number of users
is not too large, to achieve user fairness, we propose a joint
design of user grouping with load balancing and precoding.
After user groups are determined, we then present a dynamic
user scheduling scheme with second-stage precoding designed
based on the dynamic channel condition. We demonstrate the
efficacy of the proposed schemes via numerical simulations

II. SYSTEM MODEL AND PRELIMINARIES

We consider a downlink system with M antennas at base
station (BS) and each user terminal (UT) equipped with single
antenna. The transmit antennas can have different geometries,
e.g., placed along one axis to form uniform linear array (ULA),
along a circle to form circular array, or in two or even more
dimensions. The signals received by all users y are given as

y =H?Vd+z, (D

where (-)H denots the Hermitian of a matrix; H, of dimension
M x K, is the actual channel between the BS and the
users; V is the precoding matrix of dimension M x S; d
is the data vector of dimension S; and z is the zero mean
circulant symmetric complex Gaussian noise vector. Note that
throughout this paper, we use bold upper (low) case letter to
denote a matrix (vector), and normal letter to denote a scalar.

Based on the two-stage precoding approach in [5], the
precoding is formed as multiplication of two precoding ma-
trices, i.e., V.= BP. The first part B of dimension M X b
is pre-beamforming matrix, which is designed based on the
second order channel statistics, particularly, the transmit spa-
tial correlation. The same pre-beamforming matrix is semi-
statically applied to the users with the same or similar trans-
mit correlation, which forms a user group. Therefore, pre-
beamforming matrix is designed to suppress the interferences
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among the groups. We can see that the effective transmit
size after the pre-beamforming is b, which is determined by
dominant eigenmodes of the average transmit correlation of
user groups. The second part P of dimension bx .S, is designed
to suppress the interferences within each group with dynamical
channel condition. Note that we have S < b as the second-
stage precoding is supposed to suppress the interference within
the group.

Let H = BYH, (H is called the effective channel after
pre-beamforming). The signal model can be rewritten as

y = HYBPd +z = H'Pd + z. )

We adopt the one-ring channel model in [5] as shown in
Fig. 1, in which 6 is the azimuth angle of the user location, s
is the distance between the BS and the user, r is the radius of
the scattering ring, and A is the angle spread, which can be
approximated as

A = arctan(r/s). 3)

Denote R as the channel covariance matrix of the transmitter
of which the (m, p)-th entry is given by

1A
H%w=§x/ e (o0 =) da, @)
_A

where k(o) = — 2 (cos(),sin(a))” is the vector for a planar
wave impinging with Angle of Arrival (AoA) «, A is the carrier
wavelength, u,, and u, are the position vectors of antenna m,
p, and ()T denotes the transpose operation. It can be verified
that R is a normal matrix. With eigen-decomposition, we have

R = UAUY, ®)

where U is a unitary matrix comprising eigenvectors of R and
A is a diagonal matrix with eigenvalues of R as the diagonal
entries. Furthermore, the actual channel is generated using the
following model

h=UA>w, (6)

where w is a vector of random numbers.
Let G denotes the number of groups, H, =
[hgl,...7thg}, H = Hy,...,H¢], B = [By,...,Bg],

P = diag{P1,...,Pg}, and H, = BIH,. The signal vector
received by the g-th group of users is represented as
vy =HIP,d,+ Y HIB, Py dy+z,9=1.....G. (T)
g'#g
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From (7) we can see that the design of By is to achieve
H/B, ~0,Y¢ #g. ®)
Three different approaches are introduced in [5], which are

briefly recapped as follows.

1) Eigen-beamforming: If the locations of all group mem-
bers in a group are close, we assume they have similar transmit
correlations. We can design B, as

Bg = ng )

where V is the unitary matrix after eigen-decomposing R,
which is the average of the transmit correlation matrices of
users within the group g and can be viewed as the group center.

2) Approximate Block Diagonalization (BD): Firstly, find
the group center for all groups {R,}. Then we form

Zy=1[V1,..., Vg1, Vgi1,..., Vgl (10)
Perform Singular Value Decompostion (SVD) of E, to obtain

[Egl), Eg,o)], such that Span(EE,O)) = Span-({Vy : ¢ # g}).
Find

R, = (E")"U,A,UME. (11)
And perform SVD to Rg, such that
R, = G,®,G/. (12)
Let G, = [Gg}),GéO)], where Ggl) contains b, dominant
eigenmodes of R,. Finally, B, can be obtained as
B, =E”G". (13)

3) DFT Matrix Approximation: For large scale MIMO
systems with ULA antennas, we have

]_ 2
lim — HUUH - FSFQIH —0, (14)

M —o00
where F5 is a submatrix of unitary DFT matrix whose (a, b)-
th entry is given by [Fl.» % Thus, we can
select certain columns of a DFT matrix to approximate the
prebeamforming matrix.

For the second stage precoding, we apply conventional
zero-forcing beamforming (ZFBF) or regularized zero-forcing
beamforming (RZFBF). The precoding matrix is given by

P, = ﬁg(ﬂ{;’ﬂg + Sgalg,) (15)

where o can be set as a = 0 for ZFBF or o« = pzi Sbg for

RZFBF, S, is number of data streams in the g-th grouf) gnd p
is the total transmit power of the BS.

III. USER GROUPING IN MASSIVE MIMO SYSTEM

As aforementioned, the same prebeamforming matrix is
formed for a user group, which is designed based on the group
centers Ry, g = 1,...,G. Therefore it is important to design
an effective user grouping method. User grouping also has
effect on the user scheduling, since for each pre-beamforming
group, only the users within its group can be scheduled.

In [6], a K-means clustering algorithm for user grouping is
proposed. The metric of the K-means clustering algorithm to
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group users is the chordal distance between the eigenvectors
Uy of user’s channel correlation Ry and that of the group
center, given as
H H|2

de(Ug, Vy) = [|[URUY =V, VI, (16)
where Uy, is obtained by decomposing user k’s covariance
matrix Ry using Ry = UkAkUkH. User grouping is then
formed via an iterative process. In each iteration, each user
is assigned to the group with minimum distance. Then group
center is updated with user associated to the group as

{|S| ZUkUk} 17)

kES,

Note that Y'(-) denotes the unitary matrix after eigendecom-
postion, S, denotes the user set of group g, |Sy| denotes the
size of group g.

We now propose an improved K-means clustering al-
gorithm, which is described in Algorithm 1. Note that in
Algorithm 1, U, is the unitary matrix of the user with index
m(g). The key idea is as follows. Instead of chordal distance,
we propose to use the weighted likelihood as the grouping
metric defined as

(le

- H ULA2 ) (18)

The proposed likelihood metric uses the projection of the
eigenspaces of the users to that of the group centers, so
that users can be readily separated into different groups. It
also takes into account the weight of different eigenmodes so
that the user’s group is mainly determined by the dominant
eigenmodes. After obtaining L(Ry, V) for each user and each
group, assign each user to the group with maximum likelihood
and update group center through

{|S 3 Ruf (19

kES,

Notice that the updates of the group center and the total
likelihood L, also consider the weights of eigenmodes in
the proposed algorithm.

IV. USER SCHEDULING IN MASSIVE MIMO SYSTEM

Given the user grouping, we can find the prebeamform-
ing matrix By, Vg. At a particular time slot, based on the
instantaneous channel conditions of the users, we dynamically
schedule a subset of users in each group for the transmissions
in this time slot.

In [6], a MAX user scheduling algorithm is proposed. The
key idea is to appoximate the user’s signal to interference plus
noise ratio (SINR) without knowing the exact second stage
precoding matrix, and schedule the user with maximal SINR.

Different from this approach, we propose a dynamic user
scheduling algorithm which schedules users in a greedy man-
ner. In particular, at each step, the proposed algorithm only
schedules the user with potentially maximum enhancement to
the system throughput among all the unscheduled users. The
proposed method is summarized in Algorithm 2.
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Algorithm 1: Improved K-means Clustering Algorithm

1 Setn=0,L% =1, L") =0,¥n >0 and S{” = 0 for

g=1,...,G,
2 Randomly choose G different indices (denoted as 7(g), Vg)

from the set {1,..., K} and set VE,O) =U,),Yg;
while |L{") — LiZt v > €LY do

3
4 n=n+1;
5 LetSé"):(Z),g:17~~,G;
6 for k=1,...,K do
7 forg=1,...,G do
8 Compute
1 2
LR V) = wiadyrve
F
9 end
10 Find g = arg max, L(Rk,Vy_l)) and let
(n) _ o(n) .
89; 785“2 U{k};
11 end
12 for g=1, ..., G do
(n) _ .
B Ve =T { \s(w)| Zkesw R’“} ’
14 end

15 Compute L") = 25:1 Zkesg”) LRy, Vi)
16 end '
Assign V, = Vi and S, = S{™.

—
2

Given the user grouping and scheduling, we can calculate
the instantaneous SINR denoted as ~y,, for user k in group g
as

2|hE B, P, (:, g1)|°

Tor = 1+Im(g,k) +Lt(g,k)
Lin(g.k) = <=2 3 [fBoPy (g
5o i#k
Lu(g. k) Zc > By Py (g (0)
9 g'#g J

where [;, denotes the intra group interferences, I;; denotes
the inter group interferences, Py(:, gx) denotes the submatrix
containing all the rows and the gj- th column of P, and C2 is
the scaling factor for satisfying certain power constralnt Wthh
can be obtained as

Sy

(o= —oERiR B @1
9 uw(PEBEB,P,)

Then the rate for the scheduled user gj, is given by
Kk 10g2(1 + 791»«)' (22)

System throughput 7,5 is obtained as 7y =
¢ g1 2-kek, Nge» Where Ko is the scheduled user set
in the gth group. Obv1ously, rws is a function of {/C,}
and precoding for all co-scheduled users, denoted as

Tws({Kg}s {Bg}, {Pgi })-
V. USER GROUPING WITH JOINT GROUP LOAD
BALANCING AND PRECODING DESIGN

When the number of users is not too large, with the
previously discussed grouping approaches, some groups may
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Algorithm 2: Greedy algorithm for dynamic user selec-
tion and beamforming with determined user grouping

1 User grouping {Sy} is given
2 Initially set &/ = {1,..., K}, the weighted sum rate 7, = 0
and K, —(Z)forg—l ,G
3 while Termmanon conditions (Z IKgl =22, by,
k(k*, gr=) =0, or U = 0) are not satisfied do
4 for k € U do

5 Set Kj, = Ky U{k} if k € Sy, and

Kl =KyNg #g:
6 Perform ZFBF or RZFBF based on {K}} and {B,} ;
7 Compute the gain x(k, g) =

M {0,70s ({K5} {Bg}) — ruws({Ko} {Bo D) } :

9 Obtain (k*, gi+) = arg maxgey x(k, g) ;
10 if (k*, gx=) > 0 then

1 Let U — U\K™ ;

12 Let Cg, . — Kg,. U{k™};
13 end

14 end

end up with few users while some others may be so crowded
with users which clearly affects the user fairness. We now form
a user grouping method with joint group load balancing and
precoding design considering proportional fairness. The user
grouping with proportional fairness can be summarized as the
following optimization problem.

max J =) >, wkglOg(Zﬁj;ig)

Tkg

s.t. Zg Tpg =1, Vk, (23)

where 7 denotes the utility, 7j,, is the average user throughput,
ie., 7, =logy(1+7,,),7,, is the average SINR when user k
is assigned to group g, and x4 is assignment indicator defined
as

1, if user k is in group g
= 24
Tk {0, otherwise. 24)

We can see that one of the important issues is to obtain
the average SINR 7, . However, without user grouping and
scheduling information, we cannot calculate the exact SINR
of each user. Moreover, over different time slots, different
users will be scheduled based on the user grouping and the
instantaneous channels. Thus, in order to solve (23), we need
to find a way to approximate average SINR for each user in
each group. Here we propose two methods. One is through the
deterministic approximation for large-scale MIMO systems as
shown in Algorithm 4 with following assumptions.

(i)  For the target user k assigned to group g, the transmit
correlation is Ry, = Ry;

(i)  For intra-group co-scheduled users, their transmit cor-

relations are same the group average, i.e., Ry, = Ry;

(iii)  For inter-group co-scheduled users, their transmit cor-
relations are same as their group averages Ry, = Ry.

Let R;,, = BYR, B,. Based on above approximations,
following [6], we obtain the large system approximation of
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average SINR as

SR, S

_ g Kg 9

Vo = 1 G . - 5 (25)
+ Zg/:l,g’;ﬁg >, K, 999 Cor

where

9k g - V/gk
tr(R,, T,R,. T
{Jg}i,j _ r( 912 g 972 9)
Nbg(mgk)
{vgk}'L: (R T B ‘Rg,Bg'Ty )
S
2= 21
) ]_"g
QQk
g bg ; mg k
qa = Ik, —J ) Vyg
{Vg}i = T%tr(RgiTQBg Bng) (26)

and the deterministic approximations of the ZFBF precoding
myg, for target user, m, for intra-group users, and mg for inter
group user are given, respectively, as

I _
mgk = Wtr(ngT!])7 m!] Nb (Y T )
g
1R, K,—-1Y,
T,= (I —£ -9 27
g (To, v bmgk+ b, mg) @7
1 _
mg/ = Nb /t’l"(Yg/Tg/)
g
K/? ’
T, = (I g —9y~1 28
g (Lo, ~ + by mg/) (28)

We also present another approach, which is a simplified
version of the above method. We can obtain the average SINR
approximation based on following assumptions.

(i) We assume conjugate precoding for the target user.
(ii))  There are no intra-group co-scheduled users.

(iii)  Identity precoding for inter-group co-scheduled users
is assumed.

We can obtain the asymptotic SINR approximation as
L |tr(BIRy, By)|

(G-1) '
L+ m Zg/;ég ’tT(BgngBg’)

Vor = (29)

After obtaining average SINR, following [7], the proce-
dures to solve the user grouping problem in (23) are presented
in Algorithm 5. We note here that recently developed alternate
approaches [8] can also be used to solve (23).



IEEE ICC 2014 - Wireless Communications Symposium

Algorithm 3: User grouping with joint group load bal-
ancing and precoding design algorithm

1 Perform K-means Clustering Algorithm or Algorithm 1 to
obtain user group ID z;;.
2 while 7*"71 — 7+(n72) 5 ¢ 7+(7=2) go

3 for g € G do

4 Find V™ using (17) or the proposed weighted
likelihood (19)

5 end

6 for g € G do

7 \ Find B, using approximate BD approach

8 end

9 for k=1,...,K do

10 forg=1,...,G do

11 | Find 7y, using Algorithm 4 or (29)

12 end

13 end

14 Optimize (23) using Algorithm 5 ;

15 Update x;; and J*(”) R

16 end

Algorithm 4: Large Scale SINR Approximation
1forg=1,...,G do

2 | Y, = ﬁ Yres, UsUR,

3 | Y,=B/Y,B;

4 while m_f,”*” — mf,”*Q) > emf,"*Q) do

5 | Solve (28) iteratively to find my and T,.

6 end

7 end

g fork=1,...,K do

9 forg=1,...,G do

10 Solve (27) iteratively to find mg, and updated T, for
target user k.

11 Solve (26) and (25) with assumptions: (i) For target
user, the transmit correlation is Ry, ; (ii)For intra
group co-scheduled users, the transmit correlation is
same as the average of the group;(iii)For inter group
co-scheduled users, the transmit correlation is same
as the average of the group.

12 end

13 end

VI. SIMULATION

We now perform numerical simulations to evaluate the pro-
posed schemes. System configurations are provided in Table I.
In particular, we consider a 120° sector. For each user drop,
the azimuth angle 6y, angle spread Ay and distance s for
user k are randomly generated within the interval [6in, Omax]
[Amin, Amax] and [Smin, Smax), respectively. We average over
100 user drops for the whole simulation, and in each user drop,
we evaluate the performance with 200 channel realizations. We
fix the number of groups G' = 8. For the antenna configuration,
we consider the ULA case and place 8, 16 or 40 antennas along
the y-axis with spacing 0.5A. So from (4), the (m, p)-th entry
of the covariance matrix is given by

1A .
[R]'rmp — ﬁ/ e—]27rD(m—p) Sm((x—&-G)da. (30)
A

In the simulation, to find the first and second stage precoding
matrices, we adopt the approximate BD approach and the
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Algorithm 5: Optimization Algorithm for (23)

1 nzO,u(l) =0

2 while the optimization has not converged do

3 n <+« n+1;

4 for k=1,...,K do

5 forg=1,...,G do

6 | Compute 7, and 7,, ;

7 end

8 Assign user k to group g~ where
g* = argmax, (log(7,, ) — 1), and let z,(cz)* =1,
x,(:;):()forg#g* ;

9 end

10 forg=1,...,G do

11 Each group chooses a step size 80 and computes
KénJrl) = min{K, oy =1) ,
Y = g = 8 = ),

12 end

13 end

TABLE 1. SYSTEM CONFIGURATION IN THE SIMULATIONS

Parameter ‘ Value ‘ Parameter ‘ Value

Omin —60° M 8, 16,40
Omax 60° D 0.5
Amin 5° G 8

maz 15° r; M/G
Smin 20 (m) | e 1072
Smas 120 m) | p 10, 20 dB

regularized ZF precoding approach, respectively.

The sum rates for K-means and proposed improved group-
ing methods are shown Fig. 2 with MAX scheduling methods.
We set p = 10 dB. As we can see that the proposed improved
K-means clustering method provides higher throughput than
the K-means clustering method for both M = 16 and M = 40
cases. It can also be seen that, with more users in the system,
the throughput gain for the proposed method becomes larger.
So it is beneficial to consider the weights of different eigen-
modes. The sum-rates with greedy dynamic scheduling are
shown in Fig. 3. We can see that with dynamic scheduling,
the proposed improved K-means method still outperforms the
existing method. If we cross-check Fig. 2 and Fig. 3 we can see
that the proposed dynamic user scheduling algorithm further
enhances the system throughput.

For user grouping with joint load balancing and precoding
design scheme, due to space limitation, we only present the
results using (29) for approximating the SINR. Here we set
p = 20 dB. Figure 4 shows the resulting utility metric of the
optimization in (23) which is solved by Algorithm 5. We can
see that the proposed scheme greatly enhances the utility with
user fairness compared the scheme without considering load
balancing. Note that negative values of utility are resulted from
the log function of achievable rate over the number of group
members. Figure 5 shows that the average number of group
members among groups. We can see that difference between
the most loaded group and the least loaded group is only about
0.6 for the proposed scheme, but 3 for the scheme without
considering load balancing. Therefore, the proposed scheme
strikes a much better balance as the users are somehow evenly
distributed among different groups.
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Fig. 2. System sum rate Vs. number of users when M = 16 or M = 40.
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Fig. 3. System sum rate Vs. number of users when M = 16 or M = 40.
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Fig. 4. Utility Vs. number of users, for User grouping with joint group load
balancing and precoding design when M = 40.

VII. CONCLUSIONS

In this paper, based on a two-stage precoding framework
for large-scale MIMO systems with FDD, we have proposed
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Fig. 5. Number of group members Vs. Group, for User grouping with joint
group load balancing and precoding design when M = 40.

an improved K -means clustering user grouping scheme which
provides a large sum-throughput gain. To achieve user fair-
ness, we have proposed a user grouping method with joint
loading balancing and precoding design. Moreover, we have
also presented dynamic user scheduling scheme after the user
groups being determined. With numerical simulations, we
have demonstrated that the proposed schemes provide better
performances than the existing schemes in the literature.
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