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CLINICAL SCENARIO
You are an experienced clinician work-
ing at a hospital emergency depart-
ment. One morning, a 33-year-old man
presents with palpitations. He de-
scribes the new onset of episodes of fast,
regular chest pounding, which come on
gradually, last 1 to 2 minutes, and oc-
cur several times a day. He reports no
relation of symptoms to activities and no
change in exercise tolerance. He is very
anxious and tells you he fears heart dis-
ease. He has no other symptoms, no per-
sonal or family history of heart disease,
and takes no medications. His heart rate
is 90 bpm and regular, and physical ex-
amination of his eyes, thyroid gland,
lungs, and heart is normal. His 12-lead
electrocardiogram is normal, without ar-
rhythmia or signs of pre-excitation.

You suspect his anxiety explains his
palpitations, that they are mediated by
hyperventilation, and are possibly part
of a panic attack. While he has no find-
ings of cardiac arrhythmia or hyper-
thyroidism, you wonder if these disor-
ders are common enough in the
emergency department setting to con-
sider seriously. You reject pheochro-
mocytoma as too unlikely. Thus, you

can list causes of palpitations, but want
more information about the fre-
quency of these causes to choose a di-
agnostic work-up. You ask the ques-
tion: “In patients presenting with
palpitations, what is the frequency of
underlying disorders?”

THE SEARCH
Your emergency department com-
puter networks with the medical li-
brary, where MEDLINE is on CD-
ROM. In the MEDLINE file for current
years, you enter 3 text words: palpita-
tions (89 citations), differential diagno-
sis (7039 citations), and cause or causes
(71 848 citations). You combine these
sets, yielding 17 citations, including an
article by Weber and Kapoor1 that
promises to have what you want.

Sick persons seldom present with the
diagnosis already made; instead, they
present with 1 or more symptoms.
These symptoms prompt the clinician
to gather information through history
and physical examination, identifying
clinical findings that suggest explana-
tions for the symptom(s). For example,
in an older woman presenting with gen-
eralized pruritis, the clinician could
identify recent anorexia and weight loss,
along with jaundice and the absence of
a rash. For most symptoms, the clini-
cian must consider multiple causes for
the patient’s findings.

Differential diagnosis is the method
by which the clinician considers the
possible causes of a patient’s clinical

findings before making a final diagno-
sis.2,3 Experienced clinicians often group
the findings into meaningful clusters,
summarized in brief phrases about the
symptom, body location, or organ sys-
tem involved, such as “generalized pru-
ritis,” “painless jaundice,” and “con-
stitutional symptoms” for the older
woman mentioned earlier. We call these
clusters clinical problems3,4 and in-
clude problems of biological, psycho-
logical, or sociological origin.5 It is for
these clinical problems, rather than for
the final diagnosis, that the clinician se-
lects a patient’s differential diagnosis.

When considering a patient’s differ-
ential diagnosis, how is the clinician to
decide which disorders to pursue? If the
clinician were to consider all known
causes equally likely and test for them
all simultaneously (the possibilistic ap-
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proach), then the patient would un-
dergo unnecessary testing. Instead, the
experienced clinician is selective, con-
sidering first those disorders that are
more likely (a probabilistic approach),
more serious if left undiagnosed and un-
treated (a prognostic approach), or more
responsive to treatment if offered (a
pragmatic approach). Prior articles in
this series showed how to use evi-
dence about prognosis6 and therapy,7-9

so this article will focus on using evi-
dence about disease probability.

Wisely selecting a patient’s differen-
tial diagnosis involves all 3 considera-
tions(probabilistic,prognostic,andprag-
matic), as depicted in TABLE 1. The cli-
nician’s single best explanation for the
patient’s clinical problem(s) can be
termed the leading hypothesis or work-
ing diagnosis (group 1 in Table 1). A few
(usually1-5)otherdiagnoses, termedac-
tivealternatives(group2inTable1),may
be worth considering further at the time
of the initial work-up because they are
likely,orserious,or treatable.Additional
causesof theclinicalproblem(s), termed
otherhypotheses(group3inTable1),may
be too unlikely to consider at the time
of the initial diagnostic work-up, but re-
main possible and could be considered
further if the working diagnosis and ac-
tive alternatives are later disproved.

Using this framework for the pa-
tient with palpitations in the scenario,
you consider anxiety the working di-
agnosis, and you wonder whether car-
diac arrhythmias, hyperthyroidism, or
pheochromocytoma are active alterna-
tives (group 2 in Table 1) or other hy-
potheses (group 3 in Table 1).

Selecting a patient-specific differen-
tial diagnosis should strongly influ-
ence diagnostic testing. For the lead-
ing hypothesis, the clinician may choose
to confirm the diagnosis, using a highly
specific test with a high likelihood ra-
tio for a positive result.10,11 For the ac-
tive alternatives, the clinician would
choose to exclude these diagnoses, us-
ing highly sensitive tests with low like-
lihood ratios for negative results. Usu-
ally, the clinician would not order tests
initially for the other hypotheses.

How can information about disease
probability help clinicians select pa-
tients’ differential diagnoses? We will il-
lustrate with some brief cases. First, con-
sider a patient who presents with a
painful eruption of grouped vesicles in
the distribution of a single dermatome.
An experienced clinician would make a
diagnosis of herpes zoster and turn to
thinking about whether to offer the pa-
tient therapy. Using Table 1, the work-
ing diagnosis is zoster and there are no
active alternatives. In other words, the
probability of zoster is so high (near 1.0
or 100%) that it is above a threshold
where no further testing is required.

Next, consider a previously healthy
athlete who presents with lateral rib
cage pain after being accidentally struck
by an errant baseball pitch. Again, the
experienced clinician might rapidly rec-
ognize the clinical problem (posttrau-
matic lateral chest pain), quickly list a
leading hypothesis (rib contusion) and
an active alternative (rib fracture), and
plan a test (radiograph) to exclude the
latter. If asked, the clinician could also
list disorders that are too unlikely to

consider further (such as myocardial in-
farction). In other words, while not as
likely as rib contusion, the probability
of a rib fracture is above the threshold
for testing, while the probability of myo-
cardial infarction is below the thresh-
old for testing.

These cases illustrate how clini-
cians can estimate the probability of dis-
ease from the patient’s clinical find-
ings, risk factors, exposures, and the
like, and then compare disease prob-
abilities to 2 thresholds. The probabil-
ity above which the diagnosis is suffi-
ciently likely to warrant therapy defines
the upper threshold. This threshold is
termed the test-treatment or simply the
treatment threshold.12 In the case of
shingles above, the clinician judged the
diagnosis of zoster to be above this treat-
ment threshold. The probability below
which the clinician believes a diagno-
sis warrants no further consideration
defines the lower threshold.This thresh-
old is termed the no test-test or simply
the test threshold. In the case of post-
traumatic torso pain above, the diag-
nosis of rib fracture fell above, and the
diagnosis of myocardial infarction fell
below, the test threshold.

Clinicians begin with pretest esti-
mates of disease probability and then ad-
just the probability as new diagnostic in-
formation arrives. Test results are useful
when they move our pretest probabili-
ties across 1 of these 2 thresholds. For a
disorder with a pretest probability above
the treatment threshold, a confirma-
tory test that raises the probability fur-
ther would not aid diagnostically. On the
other end of the scale, for a disorder with

Table 1. Selecting a Patient-Specific Differential Diagnosis

Diagnostic Hypotheses
Description of
Hypotheses

Implications for Choosing
Diagnostic Tests*

Implications for Choosing
Initial Therapy

(1) Leading hypothesis or
“working diagnosis”

Single best overall explanation of this
patient’s problem(s)

Choose test(s) to confirm this disorder,
emphasizing high specificity and LR+
much larger than 1

Start initial therapy for this disorder,
unless special circumstances
exist

(2) Active alternatives or
“rule outs”

Not as good as No. 1, but likely,
serious, or treatable enough to
be actively sought in this patient

Choose test(s) to exclude these disorders,
emphasizing high sensitivity and LR−
much smaller than 1

Consider starting initial therapy for
1 or more of these, if special
circumstances exist

(3) Other hypotheses Not likely, serious, or treatable
enough to be pursued at this
point, but not yet excluded

Hold off on tests for these disorders at
this point

Hold off on initial therapy of these
disorders at this point

(4) Excluded hypotheses Causes of the problem that have
been disproved

No further tests necessary No treatment necessary

*LR+ indicates likelihood ratio for a positive result; LR−, likelihood ratio for a negative result.
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a pretest probability below the test
threshold, an exclusionary test that low-
ers the probability further would not aid
diagnostically. When the clinician be-
lieves the pretest probability is high
enough to test for and not high enough
to begin treatment (ie, between the 2
thresholds), a test could be diagnosti-
cally useful if it moves the probability
across either threshold.

Where can clinicians get pretest es-
timates of disease probability? We can
useourmemoriesofpriorcaseswith the
same clinical problem(s), so that disor-
derswehavediagnosedfrequentlywould
have higher probability in the current
patient’s illness than diagnoses we have
madeless frequently.Rememberedcases
are always available and are calibrated
to our local practices. Yet our memories
are imperfect, and the probabilities we
estimate based on them are subject to
various biases and errors.13-15

Original research constitutes an-
other source of information about dis-
ease probability. For example, in a study
of diagnostic tests for anemia in the aged,
investigators compared blood tests with
bone marrow results in 259 elderly per-
sons, finding iron deficiency in 94 pa-
tients (36%).16 Thus, while this study
focused on evaluating tests for iron de-
ficiency, it also provides information
about disease frequency. Some re-
search studies focus more directly on the

frequency of diseases that cause symp-
toms,17 such as the article by Weber and
Kapoor1 on palpitations. This Users’
Guide will help you understand direct
studies of disease probability, judge their
validity, and decide whether to use them
for estimating pretest probability for your
own patients (TABLE 2).

THE GUIDES
Are the Results Valid?

Did the Study Patients Represent
the Full Spectrum of Those Who Pre-
sent With This Clinical Problem? This
questionasksabout2 related issues.First,
how do the investigators define the clini-
cal problem? The definition of the clini-
cal problem for study determines the
population from which the study pa-
tients should be selected. Thus, investi-
gators studying “hematuria” might in-
clude patients with microscopic and
gross hematuria, with or without symp-
toms. On the other hand, investigators
studying “asymptomatic, microscopic
hematuria” would exclude those with
symptoms or with gross hematuria.

Such differing definitions of the clini-
cal problem can yield different frequen-
cies of underlying diseases. Including
patients with gross hematuria or uri-
nary symptoms might raise the fre-
quency of acute infection as the under-
lying cause relative to those without
symptoms. So assessing the validity of
an article about differential diagnosis
begins with a search for a clear defini-
tion of the clinical problem.

Having defined the target popula-
tion by clinical problem, investigators
next assemble a patient sample. Ide-
ally, the study sample mirrors the tar-
get population, so that the frequency
of underlying diseases in the sample ap-
proximates that of the target popula-
tion. Such a patient sample is termed
representative, and the more represen-
tative the sample is, the more accurate
the resulting disease probabilities. In-
vestigators seldom are able to use the
strongest method of ensuring repre-
sentativeness, obtaining a random
sample of the entire population. The
next strongest methods are either to in-
clude all patients with the clinical prob-

lem from a defined geographic area, or
to include a consecutive series of all
patients with the clinical problem who
receive care at the investigators’ insti-
tution(s). To the extent that a noncon-
secutive case series opens the study to
the differential inclusion of patients
with different underlying disorders, it
compromises study validity.

You can judge the representativeness
of the sample by examining the setting
from which patients come. Patients with
ostensibly the same clinical problem can
present to different clinical settings, re-
sulting in different services seeing dif-
ferent types of patients. Typically, pa-
tients in secondary or tertiary care
settings have higher proportions of more
serious diseases or more uncommon dis-
eases than those patients seen in pri-
mary care.18 For instance, in a study of
coronary artery disease in 1074 pa-
tients with chest pain, a higher propor-
tion of referral practice patients had coro-
nary artery disease than the primary care
practice patients, even in patients with
similar clinical histories.19

To evaluate representativeness, you
can also note the methods by which
patients were recruited. By considering
how investigators identified their
patients, how they avoided missing
patients, and who was included and who
was excluded, you can judge whether
important subgroups appear to be miss-
ing. The wider the spectrum of patients
in the sample, the more representative
the sample should be of the whole popu-
lation, and therefore the more valid the
results. For example, in a study of Clos-
tridiumdifficilecolitis in609patientswith
diarrhea, the patient sample consisted of
adult inpatients whose diarrheal stools
weretestedforcytotoxin, therebyexclud-
ing any patients whose clinicians chose
not to test.20 The inclusion of only those
tested is likely to raise the probability of
C difficile in relation to the entire popu-
lation of patients with diarrhea.

Weber and Kapoor1 defined palpita-
tions broadly, as any one of several pa-
tient complaints (eg, fast heartbeats,
skipped heartbeats, and the like) and in-
cluded patients with new and recurrent
palpitations.Theyobtainedpatientsfrom

Table 2. Users’ Guides for Articles About
Disease Probability for Differential Diagnosis

Are the results valid?
Primary guides

Did the study patients represent the full
spectrum of those who present with
this clinical problem?

Were the criteria for each final diagnosis
explicit and credible?

Secondary guides
Was the diagnostic work-up compre-

hensive and consistently applied?
For initially undiagnosed patients, was

follow-up sufficiently long and
complete?

What were the results?
What were the diagnoses and their

probabilities?
How precise are these estimates of disease

probability?
Will the results help in caring for my patients?

Are the study patients similar to my own?
Is it unlikely that the disease possibilities or

probabilities have changed since this
evidence was gathered?
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3clinicalsettings(emergencydepartment,
inpatient floors, and a medical clinic) in
1 university medical center in a middle-
sized North American city. Of the 229
adult patients presenting consecutively
forcareofpalpitationsat theircenterdur-
ing the study period, 39 refused partici-
pation,andtheinvestigators includedthe
remaining190patients,including62from
theemergencydepartmentsetting.Noim-
portant subgroups appear to have been
excluded, so these190patientsprobably
representthefullspectrumofpatientspre-
senting with palpitations.

Were the Criteria for Each Final Di-
agnosis Explicit and Credible? Clini-
cians often disagree about a patient’s di-
agnosis. Such disagreement about final
diagnosis could threaten the validity of
a study’s conclusions about disease fre-
quency. To minimize this threat, in-
vestigators can use a set of explicit cri-
teria when assigning each of the final
diagnoses. Ideally, these criteria should
include not only the findings needed to
confirm each diagnosis, but also those
findings useful for rejecting each diag-
nosis. For example, published diagnos-
tic criteria for infective endocarditis in-
clude criteria for both verifying the
infection and for rejecting it.21,22 Inves-
tigators can then classify patients into
diagnostic groups that are mutually ex-
clusive, with the exception of patients
whose symptoms are from more than
1 cause. This allows clinicians to un-
derstand which diagnoses remain pos-
sible for any undiagnosed patients af-
ter the investigators have ruled out
alternatives.

Ideally, studies of disease probabil-
ity would also measure the agreement
beyond chance for the clinicians as-
signing diagnoses, as was done in a
study of the causes of dizziness.23 The
greater the agreement, the more repro-
ducible and credible are the diagnos-
tic assignments.

While reviewing the diagnostic crite-
ria, keep in mind that “lesion finding” is
not necessarily the same thing as “ill-
nessexplaining.”Inotherwords,byusing
explicit and credible criteria, a patient
may be found to have 2 or more disor-
ders that might explain the clinical prob-

lem,causingsomedoubtas towhichdis-
order is the culprit. Better studies of
disease probability will include some
assurance that the disorders found actu-
ally do explain the patients’ illnesses. For
example, in a sequence of studies of syn-
cope, investigators required that the
symptomsoccur simultaneouslywithan
arrhythmia before that arrhythmia was
judged to be the cause.24 Alternatively,
in a study of chronic cough, investiga-
tors gave cause-specific therapy and
required positive treatment responses to
confirm the final diagnoses.25

Weber and Kapoor1 developed a
priori explicit and credible criteria for
confirming each possible disorder caus-
ing palpitations and listed their crite-
ria in an appendix along with support-
ing citations. They evaluated study
patients prospectively and assigned fi-
nal diagnoses using the explicit crite-
ria. Wherever relevant, such as for car-
diac arrhythmias, they required that the
palpitations occur at the same time as
the arrhythmias for that cause to be di-
agnosed. They do not report on agree-
ment for these assignments.

Was the Diagnostic Work-up Com-
prehensive and Consistently Applied?
This criterion addresses 2 closely related
issues.First,have the investigatorsevalu-
ated their patients thoroughly enough
to detect any of the important causes of
this clinicalproblem?Within reasonand
ethics, the more comprehensive the
work-up, the lower the chance that
invalid conclusions about disease fre-
quency will be reached. For example, in
a retrospective study of stroke in 127
patients with mental status changes, the
diagnostic work-up was reported to
include neurological examination and
neuroimaging; a comprehensive search
for other causes of delirium was not
described,and118cases remainedunex-
plained.26 As the investigators do not
describe a complete and systematic
search for the causes of delirium, the dis-
ease probabilities appear less credible.

The second issue is how consis-
tently the diagnostic work-up was ap-
plied. This does not mean that every pa-
tient must undergo every test. Instead,
for many clinical problems, the clini-

cian performs a detailed, yet focused,
history; a problem-oriented examina-
tion of the involved organ systems; and
a few initial tests. Then, depending on
the clues discovered, further inquiry
proceeds down one of multiple-
branching pathways. Ideally, investi-
gators would evaluate all patients with
the same initial work-up, and then “fol-
low the clues” using prespecified test-
ing sequences. Once a definitive test re-
sult confirms a final diagnosis, then
further confirmatory testing is unnec-
essary and unethical.

You may find it easy deciding
whether the patients’ illnesses have been
well investigated if they were evalu-
ated prospectively using a predeter-
mined diagnostic approach. It be-
comes harder to judge when patients
are studied only after their investiga-
tion is complete or when investigation
is not standardized. For example, in a
study of precipitating factors in 101 pa-
tients with decompensated heart fail-
ure, while all patients underwent his-
tory and physical examination, the lack
of standardization of subsequent test-
ing makes it difficult to judge the ac-
curacy of the disease probabilities.27

Weber and Kapoor1 evaluated their
patients’ palpitations prospectively us-
ing 2 principal means, a structured in-
terview completed by one of the inves-
tigators, and the combined diagnostic
evaluation (ie, history, examination,
and testing) chosen by the physician
seeing the patient at the index visit. In
addition, all patients completed self-
administered questionnaires designed
to assist in detecting various psychiat-
ric disorders. A majority of patients
(166/190) had electrocardiograms, and
large numbers had other testing for car-
diac disease as well. Thus, the diagnos-
tic work-up was reasonably compre-
hensive for common disease categories,
although not exhaustive. Since the sub-
sequent testing ordered by the physi-
cians was not fully standardized, some
inconsistency may have been intro-
duced, although it does not appear
likely to have distorted the probabili-
ties of common disease categories such
as psychiatric or cardiac causes.
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For Initially Undiagnosed Patients,
Was Follow-up Sufficiently Long and
Complete? Even when investigators use
explicit diagnostic criteria after a com-
prehensive evaluation that is consis-
tently applied, some patients’ clinical
problems may remain unexplained. The
higher the number of undiagnosed pa-
tients, the greater the chance of error in
the estimates of disease probability. For
example, in a retrospective study of vari-
ous causes of dizziness in 1194 patients
at an otolaryngology clinic, about 27%
remained undiagnosed.28 With more
than a quarter of patients’ illnesses un-
explained, the disease probabilities for
the overall sample might be inaccurate.

If the study evaluation leaves any pa-
tients undiagnosed, investigators can fol-
low these patients over time, searching
for additional clues leading to eventual
diagnoses and observing the progno-
sis. The longer and more complete the
follow-up, the greater our confidence in
the benign nature of the condition in pa-
tients who remain undiagnosed yet un-
harmed at the study’s end. How long is
long enough? No answer would cor-
rectly fit all clinical problems, but we
would suggest 1 to 6 months for symp-
toms that are acute and self-limited and
1 to 5 years for chronically recurring or
progressive symptoms.

Weber and Kapoor1 identified a diag-
nosable cause of palpitations in all but
31 (16.3%) of their 190 patients. The in-
vestigators followed nearly all of the
study patients (96%) for at least a year,
during which 1 additional diagnosis was
made in those initially undiagnosed
(symptomatic correlation with ventricu-
lar premature beats). None of the 31 un-
diagnosed patients had a stroke or died.

What Were the Results?
What Were the Diagnoses and Their

Probabilities? The authors of many
studies of disease probability display the
main results in a table listing the diag-
noses made, and the numbers and per-
centages of patients with those diag-
noses. For some symptoms, patients may
have more than 1 disease coexisting and
contributing to the clinical problem. In
these situations, authors often identify

the major diagnosis for such patients and
separately tabulate contributing causes.
Alternatively, authors sometimes iden-
tify a separate, “multiple-cause” group.

Weber and Kapoor1 present a table
that tells us that 58 patients (31%) were
diagnosed as having psychiatric causes,
82 patients (43%) had cardiac disor-
ders, while 5 patients (2.6%) were
found to have thyrotoxicosis and none
had pheochromocytoma. This distri-
bution differed across clinical set-
tings: for instance, cardiac disorders
were more than twice as likely in pa-
tients presenting to the emergency de-
partment compared with patients pre-
senting to the outpatient clinic.

How Precise Are These Estimates of
Disease Probability? Even when valid,
these disease probabilities are only es-
timates of the true frequencies. You can
examine theprecisionof theseestimates
using their confidence intervals (CIs).
If the authors do not provide the CIs for
you,youcancalculate themyourselfus-
ing the following formula (for95%CIs):

95%CI = p ± 1.96!(p[1 − p])/n
wherep is theproportionofpatientswith
the cause of interest, and n is the num-
ber of patients in the sample.29 This for-
mulabecomesinaccuratewhenthenum-
ber of cases is 5 or fewer, and approxi-
mationsareavailableforthissituation.30,31

For instance, consider the category of
psychiatric causes of palpitations in the
study by Weber and Kapoor.1 Using the
above formula, we would start with
p = 0.31, (1 − p) = 0.69, and n = 190.
Working through the arithmetic, we find
the CI to be 0.31 ± 0.066. Thus, while
the most likely true proportion is 31%,
it may range between 24.4% and 37.6%.

Whether you will consider the CIs
sufficiently precise depends on where
the estimated proportion and CI fall in
relation to your test or treatment thresh-
olds. If both the estimate and the en-
tire 95% CI are on the same side of your
threshold, then the result is precise
enough to allow firm conclusions about
disease probability for use in planning
tests or treatments. Conversely, if the
confidence limit around the estimate
crosses your threshold, the result may

not be precise enough for definitive con-
clusions about disease probability. You
might still use a valid but imprecise
probability result, while keeping in
mind the uncertainty and what it might
mean for testing or treatment.

Weber and Kapoor1 do not provide the
95% CIs for the probabilities they found.
However, as we just illustrated, if you
were concerned about how near the
probabilitieswere toyour thresholds, you
could calculate the 95% CIs yourself.

Will the Results Help in Caring
for My Patients?

Are the Study Patients Similar to My
Own? This question concerns whether
the clinical setting and patient charac-
teristics are similar enough to yours to
allow you to extrapolate the results to
your practice. The closer the match, the
more confident you can be in applying
the results. We suggest you ask your-
self whether the setting or patients are
so different from yours that you should
discard the results.32 For instance, con-
sider whether your patients come from
areas where 1 or more of the underly-
ing disorders are endemic, which could
make these disorders much more likely
in your patients than was found in the
study. Also, consider whether your pa-
tients have different cultural patterns of
illness behavior or health practices that
might cause important differences in the
disease probabilities when compared
with the patients in the study.

Weber and Kapoor1 recruited the 190
palpitation patients from those present-
ing to the outpatient clinics, the inpa-
tient medical and surgical services, and
the emergency department (62 of the
190 patients) in 1 university medical
center in a middle-sized North Ameri-
can city. Thus, these patients are likely
to be similar to the patients seen in your
hospital emergency department, and
you can use the study results to help
inform the pretest probabilities for the
patient in the scenario.

Is It Unlikely That the Disease Pos-
sibilities or Probabilities Have Changed
Since This Evidence Was Gathered? As
time passes, evidence about disease fre-
quency can become obsolete. Old dis-
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eases can be controlled or eliminated.
New diseases can arise. Such events can
so alter the spectrum of possible dis-
eases or their likelihood that previ-
ously valid studies may no longer be ap-
plicable to current practice. For example,
consider how much the arrival of hu-
man immunodeficiency virus disease has
transformed the list of possibilities for
such clinical problems as generalized
lymphadenopathy, chronic diarrhea, and
unexplained weight loss.

Similar changes can occur as the re-
sult of progress in medical science or
public health. For instance, in studies of
fever of unknown origin, new diagnos-
tic technologies have substantially al-
tered the proportions of patients with
malignancy or unexplained fevers.33-35

Treatment advances that improve sur-
vival, such as chemotherapy for child-
hood leukemia, can bring about shifts
in disease likelihood because the treat-
ment might cause complications, such
as secondary malignancy years after cure
of leukemia. Public health measures that
control some diseases, such as cholera,
can alter the likelihood of the remain-
ing causes of the clinical problems that
thepreventeddiseasewouldhavecaused,
in this example, acute diarrhea.

The palpitations study by Weber and
Kapoor1 was published in 1996, and the
study period was in 1991. You know of
no new developments likely to cause a
change in the spectrum or probabilities
of disease in patients with palpitations.

RESOLUTION
OF THE SCENARIO
Using the structure outlined in Table 1,
your “leading hypothesis” is that acute
anxiety is causing your patient’s palpi-
tations. You offer the patient a more in-
depth discussion of his psychosocial
situation as the next test to explore this
diagnosis (ie, the pretest probability is
above your test threshold). At the same
time, you do not feel that anxiety is so
certain that you can stop considering
other disorders (ie, the pretest probabil-
ity is below your threshold for treat-
ment without testing). After reviewing
the palpitations study by Weber and

Kapoor,1 you decide to include in your
“active alternatives” some cardiac ar-
rhythmias (as common, serious, and
treatable) and hyperthyroidism (less
common but serious and treatable), so
you arrange testing to exclude these dis-
orders (ie, these are above your test
threshold). Finally, given that none of
the 190 study patients had pheochro-
mocytoma, and since your patient has
none of the other clinical features of this
disorder, you place it into your “other
hypotheses” category (ie, below your test
threshold) and decide to hold off on test-
ing for this condition.

Werecommendapplying theseUsers’
Guides to identify good evidence on
which to base initial estimates of disease
probability for use in differential diag-
nosis. As you apply this evidence, keep
in mind that selecting a patient’s differ-
entialdiagnosiswisely includesnotonly
consideringhowlikelyvariousdisorders
are, but also how serious are the various
diseases if left undiagnosed and un-
treated, andhowmuchotherclinical ac-
tions, like treatment or public health
measures toreducediseasespread,could
help the patient or the community.
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