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ABSTRACT 

Following current modeling paradigms, most processes are 
captured in the form of modeling a desired intent, often us-
ing success probabilities. In addition, only special roles that 
entities are intended to play are modeled. For effect-based 
modeling, the unintended but nonetheless resulting effects 
are as important as the intended effects, and they are there-
fore modeled. Also, uninspected actions based on alterna-
tive roles are important. Using agents to not only represent 
influencers and targets but also the processes, it becomes 
possible to capture all effects and move from “what I in-
tended to accomplish” to “what I really accomplished,” in-
cluding side and secondary effects. The agent architecture 
and a prototype for this effect-based model are presented in 
this paper. 

1 INTRODUCTION 

Models are applied to gain insight. Models are developed 
and implemented as simulations to evaluate systems in si-
tuated environments and their interaction with other sys-
tems. To this end, modeling is the purposeful abstraction 
from reality. The two categories that are modeled are enti-
ties and processes. These categories can be associated, as 
processes work on entities, and entities can use processes. 
Both categories, entities and processes, represent concepts 
perceived to be important when dealing with the underlying 
intent for the model application. In other words, modeling 
is the process of conceptualizing the important entities, 
processes, and their relations of relevant aspects of the real 
world. As the model is a purposeful abstraction from real-
ity, it is simpler than the real world. The model only con-
ceptualizes what is needed to represent all relevant aspects 
of the problem to be solved. 

The answer to the question “Why can’t we solve to-
day’s problems with yesterday’s models?” is directly con-
nected with the current modeling paradigm. Most models 
are intention-based! The modeled capabilities of entities 

are in the majority of cases limited to the intended use and 
related capabilities. From all possible roles an entity can 
play in the real world, the main and intended role is se-
lected for the model. The same is true for processes: the de-
sired effect drives how the process is modeled, which is in 
turn often reduced to the probability of success to have the 
desired effect. The working hypothesis of this paper is that 
this modeling paradigm cannot adequately support effect-
based modeling. A new modeling paradigm is needed. 

This paper describes such a new effect-based modeling 
paradigm based on the agent metaphor. The new paradigm 
uses agents to represent multiple roles for each of the enti-
ties, as well as processes, with their potential effects. In 
other words: everything becomes an agent, allowing the 
modeler to capture complex and non-linear systems in 
which effects and higher-order effects can be generated by 
the model itself, based on the underlying structures utiliz-
ing the emerging features of agent-directed simulation sys-
tems. To support the ability of agents to adapt to new envi-
ronments, more flexible evaluation algorithms are 
proposed. 

This paper introduces the ideas of effect-based models. 
Following this introduction, the two main shortcomings of 
the current modeling paradigm are described in the second 
section. While the examples presented are based on mili-
tary simulation models, the principles are directly applica-
ble to general research questions. Current evaluations are 
also explored. 

In the third section, a general agent-directed archi-
tecture to support effect-based modeling and their evalua-
tion enabling adaptation is described. Focus is given to how 
this architecture supports a new modeling paradigm that 
overcomes the identified shortcomings, and a first proto-
type based on the agent development software NetLogo 
(Wilenski 1999) is presented. This prototype was devel-
oped as a first proof of concept and feasibility. The model 
implemented is again a military model, but the observed 
principles are applicable to other domains as well. 
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Finally, results of the work done so far are summa-

rized. It should be pointed out that the research on this topic 
has just begun and the authors welcome discussions. 

2 CURRENT MODELING PARADIGMS 

When building a model, the model builder has a prede-
termined purpose in mind. He wants to support the analysis 
of several alternatives, optimize a decision based on several 
constraints, train people using a simulator or a simulation 
system, etc. In any case, he first builds a model derived 
from the real world (where the real world may be a hypo-
thetic world describing the constraints and the solution 
space he is interested in). This world is captured in the form 
of concepts. The concepts can either be a feature or a flu-
ent, as summarized by Sandewall (1994). While a feature is 
something that is situation independent and describes enti-
ties, a fluent is situation dependent and describes processes 
(or better said states and situation dependent properties rep-
resenting this category). In other words, the modeling proc-
ess results in entities, processes, and their relations. 

An entity can play many roles. In modeling processes, 
an entity is often reduced to a main intended role. This is 
discussed in the first subsection. A process is directed to 
change a current situation into a desired direction: starting 
with the status quo, a process operates on the current enti-
ties and changes their properties with the intention that 
these changes lead to the desired outcome. The intention 
can be expressed in the form of a desired state change. An 
example in the military context is to stop an enemy attack; 
another example in the transportation domain is to transport 
passengers from one place to another. When developing the 
model, processes are often reduced to the desired effect, 
very often modeled in the form of a random experiment 
(e.g., probabilistically simulating the roll of a die or flip of 
a coin) capturing the likelihood that a process results in the 
desired state change. As with entities, this model paradigm 
reduces the effect of a process to the desired state-change; 
as an example, a modeler may want to change the status of 
the player from poor to rich. The resulting shortcomings 
will be captured in the second subsection. 

2.1 Intention-based Capability Modeling 

The examples for role-based modeling are taken from the 
military domain, but they can easily be generalized. Mili-
tary units can fulfill many tasks. Military history is full of 
examples where units accomplished a task that they were 
not originally designed for, but the situation required the 
use of available capabilities in support of an operation. The 
use of air defense guns against tanks is a technical example, 
while the use of logistics units to fight as infantry units 
against a break-through tank unit is an operational example. 
Today, nearly every military unit must be prepared to serve 

as military police or security units, no matter if infantry, 
engineer, or artillery. 

However, traditional combat models reduce the units 
for modeling to the intended role and the necessary mini-
mal properties to save computational effort. For example, 
an artillery unit is often modeled as a number of howitzer 
systems that are equally distributed in a circle, if the dis-
location area is modeled at all. The intended role for such a 
unit is to fire with indirect fire weapons at an enemy. If 
other capabilities are needed, such as that an artillery unit 
has many soldiers and therefore can be assigned nearly 
every task an infantry unit can do, this is not possible. 

This reduction to the minimum number of elements 
needed to model the main intent can be observed in many 
simulation systems. In transportation models, roads are re-
duced to lines and networks, evacuation simulations use 
flow models for the traffic, etc. For example, the main role 
of a bridge is to provide transportation. At the same time, 
the same bridge also provides means for the power systems, 
sewage, telephone landlines, cell phone towers, etc. If this 
bridge gets destroyed by an accident or an earthquake, 
similar to what recently happened in Minneapolis in August 
2007, not only the primary role gets disrupted, but poten-
tially all secondary roles as well, like a local hospital is 
suddenly without the necessary power, or emergency work-
ers cannot use their cell phones for coordination, as the area 
is no longer sufficiently covered. A simulation system used 
for training or analysis must therefore provide this informa-
tion. 

It should be pointed out that this reductionism is not 
wrong, as the results are understandable and efficient simu-
lations, but the price is that the use is limited to scenarios in 
which the modeled units stick to their main role. Thus, us-
ing these models to analyze scenarios outside their scope is 
difficult, if possible at all. 

As shown in the example above, this observation is 
true in other – non-military – domains as well. Models de-
veloped to support the design are used for experiments like 
crash-tests in manufacturing. Static street maps are reused 
to generate transportation nets for traffic optimization. As 
with the examples above, the conceptualization of an aspect 
of reality is reused in a different context, requiring a new 
aspect – and therefore a new or extended concept. If a si-
mulation system is used to support training or evaluation 
and analysis, all relevant roles need to be supported. In 
general, intention-based capability modeling focuses on the 
main role, which can limit the applicability for new do-
mains with changing scopes. 

2.2 Intention-Based Process Modeling 

When modeling processes, the current modeling paradigm 
is even more extreme; however, it is less perceived as re-
ductionism by traditional modeling experts. The example 
shown in figure 1 is again taken out of the military domain. 

864



Tolk, Bowen and Hester 
 

Figure 1: Accumulation of Errors 
 

If a tank engages in a firefight with an enemy – and let 
us assume this is a tank as well – this process is conducted 
with the intent to destroy the target. However, not every 
shot hits, and not even a shot that hits always leads to suffi-
cient damage. Therefore, most combat models use a series 
of probabilities describing how errors accumulate to find 
the real impact point first. Similar probability chains (such 
as Hidden Markov Models) are used to find out if a hit re-
sults in damaging the target. Typical damage categories are 
movement, communications, fire power, or catastrophic 
damage. These processes to determine the kill-probability 
and even use error accumulation can become pretty com-
plicated. However, the process is reduced to compute the 
probability that the intended result of the modeled activity 
is achieved or not: damaging or destroying the enemy. 

The main problem is that this model does not address 
what happens to the so called “friendly fire,” shooting er-
roneously at one’s own units. The so-called hit and kill 
probabilities are normally only defined for opposing forces, 
and do not include the chance of damage by an ally. As a 
result, unintended events are not modeled and secondary 
effects or side effects are not part of the model or the sys-
tem. 

Why it is generally important to not only model what 
is intended and how likely it is, but also what can happen 
that is not intended is obvious in the shooting example in 
the military domain: it is not only important that a target 
was missed, it also important what was hit by the bullet. If 
an air strike against a hostile headquarter destroys a school 
instead, this is an important event. If the model only sup-
ports the evaluation of how often the air strike misses the 
headquarters, it is not sufficient in support of planning and 
training procedures. 

In general, when following the intention-based para-
digm a process is modeled as the likelihood of the desired 
outcome. Unintended outcomes, side effects, and follow-on 
effects are normally not modeled. This is not sufficient. 

2.3 Intention-based Evaluation 

Very similar observations can be made in the domain of 
metrics as well. The measures of performance used in after 
action reviews for efficiency evaluation are often tightly 
coupled with and limited to measuring intended effects. In 
principle, this is not a bad thing, but if the measures of me-
rit are not extensible to the new task, this is a serious chal-
lenge, in particular when parameters needed for evaluations 
are hardly or not at all obtainable from the system to be 
evaluated. Nonetheless, kill-ratios, killer-victim-
scoreboards, and other attrition-oriented measurements are 
still the dominant performance measures. 

The NATO Code of Best Practice introduced a more 
flexible system of measures of merit. Green and Johnson 
(2002) also request more flexibility in measuring model-
based battle success. However, while the theory stands, 
practical applications are not published. 
 In summary, intention-based modeling reduces entities 
and processes to the intended main properties, capabilities, 
and effects. Evaluation procedures are also often fixed and 
inflexible regarding new objectives. 

3 EFFECT-BASED MODELING 

The term “effect-based modeling” in the military domain is 
often tightly connected with effect-based operations as de-
scribed in detail by Smith (2002). He defines effect-based 
operations as “coordinated sets of actions directed at shap-
ing the behavior of friends, neutrals, and foes in peace, cri-
sis, and war.” The application domain of military com-
mand and control is no longer limited to the military 
domain, but must be seen in the context of policy and 
economy as well. In other words, the scope broadens sig-
nificantly. 

Furthermore, effect-based operations introduce the 
idea of direct physical effects, related indirect psychologi-
cal effects, cascading indirect physical effects, and related 
indirect psychological effects. Figure 2 exemplifies these 
ideas. 

In general, the idea is that not only entities can produce 
effects, but effects themselves can produce effects. These 
effects can be intended, or can be unintended as well. It is 
possible, for example, that a bridge is destroyed to disable 
an enemies’ advancement. The same bridge, however, may 
also be the only bridge connecting a local village with the 
local hospital and its destruction has significant negative 
effects on the relationship between the armed forces and 
the local community. 

As mentioned earlier, effect-based models must also 
support the variety of capabilities of units. Instead of mod-
eling units with role-derived properties and capabilities, 
each military capability and means is modeled individually. 
A unit is then easily defined by the number of possible 
roles and underlying capabilities. 
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Figure 2: Chain of Effects (Smith 2002) 

 
In the following two subsections, the capability based 

modeling for features or entities and the effect-based mod-
eling for fluents or processes are defined in more detail, be-
fore a first prototype is described in the last subsection of 
this section. 

3.1 Capability-based Modeling for Entities 

Modeling results in a formal representation of an analyst’s 
conceptualization of the system and related activities of in-
terest. As a result, each simulated entity is modeled re-
garding its characteristic properties, its behavior, its func-
tions and capabilities, and its associations. 

As stated earlier, traditional modeling focuses on the 
intended use, not inherent capabilities. The approach rec-
ommended as a result of our research is to identify capa-
bilities based on available properties. This allows a mod-
eled entity to not only conduct all intended functions, but it 
can also provide all possible capabilities. To conduct de-
fense operations against tanks after a successful break-
through does not require a special anti-tank unit. Each unit 
is equipped with enough – hopefully educated – personnel 
and anti-tank weapons. The motto of the US Marines 
“every Marines a Rifleman” reflects this idea quite well: if 
a unit has soldiers equipped with rifles, it can support in-
fantry operations. 

Another point of interest is to distinguish between po-
tential and actual capabilities. In most cases, it requires re-
sources to instantiate a potential capability, which means to 
make it an actual, available capability. Finally, it is of in-
terest to distinguish between the capabilities (what a con-
cept can do), the purpose (what a concept was made for), 
and the use (what a concept is used as). The difference be-
tween intended use and actual use is often significant. The 
creativity of combatants and insurgents regarding how to 
use objects available for their purpose seems to be without 
limit, and purposeful abstractions of reality should support 
this. 

In summary, each simulated entity should be described 
in sufficient detail using properties and associations. Capa-
bilities, purposes, and uses should be connected to proper-
ties, not separate modeled units. This allows a simulated 
unit to support any potential role it may play regarding its 
characterizing properties. 

3.2 Effect-based Modeling for Processes 

The second domain that needs significant improvement is 
the concept of processes. As shown in section 2.2, it is in-
sufficient to only model the intended outcome. Processes 
need to be described and modeled with the same detail used 
for entities and their states in traditional modeling. In recent 
years, the M&S community focused on events and event-
driven simulations. M&S formalisms focus primarily on 
state changes in discrete systems that are triggered by 
events and that may cause new events, which also result in 
new state changes. 

Sowa (2000) describes processes by their starting and 
stopping points and by the types of changes in between and 
categorizes them by distinguishing between continuous 
change and discrete change as well as if the starting and 
stopping points are explicit or not. Figure 3 shows the tax-
onomy of processes resulting from these definitions. 

 

 
Figure 3: Categories of Processes (Sowa 2000) 

 
What is even more important is the potential that, al-

though the intended outcome is not achieved, another unin-
tended outcome is achieved, as discussed earlier in the pa-
per. In addition, every “kind of change that takes place in 
between” the starting and the stopping point can trigger an-
other process, which can be as complex as the process, it 
was initiated by, etc. 

It is therefore necessary to model not only the intended 
outcome, but the whole process and its possible interactions 
with all entities and other processes. If, for example, one 
simulated unit jams a hostile radio signal while at the same 
time a neighboring unit tries to submit an important situa-
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tion report, it is possible that these two processes will influ-
ence each other. Additional examples will be given in sec-
tion 3.4. 

In summary, each process needs to be captured with 
the same detail as entities, their properties, and associa-
tions. Reduction of processes to discrete events only covers 
a fraction of possible categories. To focus only on the con-
ceptualization of entities and their relations is not suf-
ficient. The M&S community is currently focused on data 
and data exchange; it is necessary to apply the same dili-
gence to engineer, document, and align processes. 

3.3 Flexible Evaluation Algorithms 

It would be wrong to say that all current combat simulation 
models use old metrics to measure intended effects. How-
ever, after action review systems are often still very con-
servative and even more often not usable in support of 
adaptive processes needed for intelligent systems, such as 
intelligent agents taking over the role of human decision 
makers, in particular when many replications of one simu-
lation run are needed or when the simulation runs faster 
then real time, as is often the case in the analysis commu-
nity. 

In particular, when agent-directed simulation is used in 
support of computer generated forces and human behavior 
modeling, the danger to run into structural variances based 
on misaligned evaluation criteria is imminent, as shown in 
Tolk (1999). It is necessary that the internal decision logic, 
the external evaluation logic, and the modeled entities and 
processes are aligned with each other. The internal decision 
logic controls the behavior of the simulated entities. Based 
on the perceived situation of its environment (including 
other entities), the internal decision logic selects (or con-
structs) the behavior of the entity. If the objectives targeted 
by these internal decisions differ from what is evaluated by 
the external evaluation logic, structural variances occur. 
The metrics used, which should be driven by operational 
requirements and can only measure what is modeled, 
should drive the internal decisions as well as the external 
evaluation. Therefore, configurable and adaptable metrics 
are needed that can be used as fitness functions for internal 
decisions as well. 

In support of NATO evaluations regarding conven-
tional stability in middle Europe, more than 70,000 simu-
lation runs had to be evaluated and used to support the con-
figuration of internal decision rules (Hofmann et al. 1994). 
An expert team at the university of the federal armed forces 
developed an evaluation algorithm that was based on the 
following general principles: 
• Objectives can be captured in a utility function that 

combines multi-criteria for success 
• Success criteria are defined regarding the status of own 

forces as well as opposing forces at the end of a simu-
lated operation. Examples are the objective to destroy 

an enemy unit using artillery fire (metric: how many 
forces survive in the target area) or to take an objective 
area with an infantry attack (metric: how many own 
forces are in the target area after the operation). 

• Success criteria are defined using the descriptions of 
entities and their properties as well as processes. If the 
same result is reached faster, the success is normally 
higher. Accordingly, if opposing forces are denied 
from reaching their objectives for a longer period of 
time, the success factor should increase. 

These ideas were successfully presented in NATO (1995), 
but are currently gaining more attention than 10 years ago, 
as they can be used for internal adaption of learning rules 
for intelligent agents as well as external evaluation of suc-
cess of operations. 

4 FIRST PROTOTYPICAL EXPERIMENTS 

In a thesis conducted in the M&S program of Old Do-
minion University, prototypical implementations of these 
ideas have been implemented. Cares (2004) Information 
Age Combat Model (IACM) built the theoretic frame for an 
agent-based simulation implementing multi-role agents as 
proposed in section 3.1, agent-based processes as proposed 
in section 3.2, and flexible evaluation algorithms as pro-
posed in section 3.3. Although this model is very limited 
regarding operational functionality, it establishes an exten-
sible framework that the authors are willing to share for 
academic collaboration (Bowen 2008). 

4.1 Using the Information Age Combat Model 

The IACM was developed with the intention to model the 
concepts of Network Centric Warfare (NCW) as a network 
of interrelated nodes representing the key activities of 
NCW: sensing, influencing, deciding, and targeting. These 
activities define the key functions of all combat and com-
bat-related platforms and entities and may exist individu-
ally or in any combination on each different platform. The 
IACM furthermore defines links between each node in the 
network and each of its neighbors by defining the direc-
tionality of each link or the lack of a link if the nodes do 
not relate directly. 

Figure 4 shows the resulting logic: a target (T) is visi-
ble to sensors (S). Sensors provide the input for the deci-
sion maker (D), who directs influencers (I) to engage 
known targets. 

With this simple model, Cares was able to show that 
NCW requires a balanced approach to sensors and influ-
encers. He was also able to show effects beyond the attri-
tion-oriented traditional combat models, such as effects of 
separating sensors and influencers. 

In order to support the creation of an agent-based mod-
el to support net-centric and effect-based evaluation, this 
model was slightly modified. First, the element of commu-
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nication (C) was introduced as a node of its own. If the 
communication between sensor and decision maker is not 
available, the perception of the decision maker will not be 
accurate. Also, if the communication between the decision 
maker and an influencer is not available, he cannot order 
any actions. 

 

 
 

Figure 4: IACM of Cares (2004) 
 

The second enhancement was replacing the secure 
links with links that are defined probabilistically. The prob-
ability of sensing (the likelihood that a sensor really detects 
a target) is influenced by many factors, such as the effec-
tive range of the sensor, the line of sight between the target 
and sensor, if the sensor is actively sensing, if the target do-
ing something detectable (such as moving, shooting, com-
municating), types of sensor and target, etc. Similar obser-
vations are true for influencing and communicating. These 
enhancement lead to the model used in the prototypical 
evaluations shown in Figure 5: 

 

 
 

Figure 5: Enhanced IACM Model 
 
These roles in the enhanced IACM Model are defined 

by properties that are used to describe the capabilities of 
agents. An agent can expose the properties needed for de-
cision making and influencing, representing, e.g., a tank 
with the platoon leader on board. Also, autonomous sys-
tems having all capabilities can be modeled. Each platform, 
however, is at least a target to the other sides. 

4.2 Implementing the Model in NetLogo 

To proof the concepts and the feasibility, the ICAM was 
implemented using the free software NetLogo. Each mod-
eled entity became an agent with the possible roles defined 
by ICAM. 

As pointed out before, the intention based modeling of 
desired outcomes of processes is not sufficient. Therefore, 
the model uses agents to represent these processes: sensing, 
communicating, and influencing. In the current version, the 
focus is on sensing and influencing.  
Figure 6 shows how sensing is modeled as a process. 

 

 
 

Figure 6: Modeling Sensing 
 
In NetLogo, agents are modeled as turtles or patches. 

In the prototype, the simulated entities are modeled as tur-
tles, but the embedding environment is modeled by patches. 
In addition, some objects that are turtles become part of the 
environment as well, such as smoke. Without going into the 
details, the process for sensing interacts with all potential 
other agents to find out if he can sense them or if they in-
fluence his sensing in any way. The tree in Figure 6, for ex-
ample, blocks the view of the tank, if optical senses are 
used. In the same way, own or friendly forces can “be in 
the way” of sensing processes. Figure 7 shows the princi-
ples for influencing as currently used. 

Comparable to the sensing model, the influencing 
process is an agent that communicates with all potential 
targets and influencing processes. The model allows the 
agent to make mistakes, including picking the wrong target. 
It also allows for friendly forces to become the target. Simi-
lar models are implemented for artillery fire as well. 

Finally, the ideas of the NATO report (1995) were 
used to set up configurable metrics, based on the definition 
of areas and the status of simulated entities within these ar-
eas. Each side defines a set of areas in which they want to 
have own forces and a set of areas in which the want to 
have no hostile forces. These areas can be weighted using 
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operational values. The success factor of a force is calcu-
lated by the percentage of own forces in the desired areas 
minus the percentage of hostile forces in areas they should 
not be in, potentially weighted by the operational factor for 
each area. 

 

 
 

Figure 7: Influence Modeling 
 
It is worth mentioning that this allows for individual 

accounts of success for all participating parties. If the ob-
jective of an attacker is an area the defender is not inter-
ested in, both can evaluate their operation as being suc-
cessful. 

4.3 First Results Using the Prototype 

The main focus of this paper is to introduce the reader to 
the ideas of effect-based modeling of entities, processes, 
and metrics versus the traditional intention-based approach. 
The first application is documented in Bowen (2008). The 
task of his work was to set up a simulation framework ena-
bling the evaluation of effect-based and net-centric opera-
tions. Therefore, the data used and the processes imple-
mented are based on the subject matter judgment and 
modeling assumptions of the authors. This may happen in a 
future phase, but the current experiments were designed to 
show the feasibility of the ideas presented in this papers. 
The authors are actually considering making the model 
available as open source to generate more feedback and en-
courage collaboration. Currently, these first results provide 
a tool to use to show and derive effects that could not be 
modeled and evaluated with traditional models. 

As stated before, the NetLogo model (Wilenski 1999) 
was used as the development tool in order to implement the 
IACM under a range of environmental conditions. Other 
agent based modeling development tools are possible, but 
have not been evaluated by the authors for this purpose. 
The first group of experiments relied on a series of similar 
base scenarios starting with a completely unconstrained en-
vironment and progressively adding more environmental 
complexity while constraining the ranges and effectiveness 
of each of the modeled combat functions to observe the re-
sults. It relied on both quantitative and qualitative metrics 
to assess the effectiveness of the model. The quantitative 
measures assessed the consistency of the model across the 
spectrum of environmental conditions to determine if the 

base model is independent of the constraining effects of the 
environment or if the environment produces a significant 
change in the model results. The qualitative measures com-
pared the natures of the interactions and maneuver of the 
combat systems to assess if their emergent behaviors are 
realistic in the sense that they appear to act and interact in a 
manner consistent with what one would expect to see in the 
real world. 

The implementation relied on three major agent types, 
environmental agents, combat system agents, and effect 
agents. 
• The environmental agents represented trees, walls, and 

smoke. They are inanimate and served the role of im-
pediments to the combat tasks of move, sense, and in-
fluence in order to create an adaptable environment in 
which to test the IACM. 

• The environment was populated with combat system 
agents representing tanks, scouts, commanders, and 
signal trucks. The combat system standard framework 
gives them the capability to move, sense the environ-
ment, communicate, influence other combat systems, 
and make decisions. Their primary role within the 
model defined the degree to which they were able to 
perform these capabilities.  
 The agents followed simple commands according 
to a set of rules that governed how they moved, and in-
teracted with the environment and each other. These 
agents served the roles of the targets in the IACM and 
were the moving platforms that carried the capabilities 
of performing the functions of sensing, influencing, 
and communicating.  
 In the experiments, tanks were capable of all three 
functions; scouts could simply sense and communi-
cate; commanders could only communicate; and signal 
trucks could detect communications and rebroadcast 
them in order to extend communications ranges. 

• All of the interactions between agents were enabled 
through the use of effect agents representing sensing, 
influencing, and communicating.  
 Sensing served the role of enabling perception. 
The model relied solely on direct line of sight visual 
sensing as opposed to more advanced thermal and RF 
detection capabilities. This was to simplify battlefield 
conditions in order to scope the model to a reasonable 
level of complexity. The sensors evaluate a given area 
for a period of time with effectiveness attenuating as 
the distance from the source increases.  
 Influencing agents model the actual projectile in 
flight allowing it to evaluate each contact encountered 
in turn. The projectile could hit environmental agents 
or combat system agents of both sides.  
 Communicating has an attenuating range of effec-
tiveness. Communicating is not directional and cauld 
be detected from anywhere.  
 Effect agents were created as needed within the 
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model. When manifested these functions are intended 
to complete the control and combat decision cycles of 
which they are a part. If for some reason the intended 
result does not occur due to missing the target, fratri-
cide, etc. then the network cycle is completed with the 
effect applied to the unintended target, if the related ef-
fects could be observed and were perceived correctly. 
 

The essential element of these first experiments was for 
command agents to evaluate the current state of the model 
and make appropriate decisions about where and how to 
best employ the capabilities of each combat system against 
a competitive opponent. Each experiment produced a 
unique result as environmental conditions changed. Each 
result – intended or unintended - triggered a new decision 
cycle enabling the combat system to take the appropriate 
action within the environment to rectify problems and try 
again or to take advantage of a situation. 

Generally, the result of this type of interaction was to 
enable agents to make decisions that benefited from the use 
of the environment or to modify behavior based on chang-
ing effects. Here is one of the observed examples: if a tar-
get area becomes concealed by smoke, the sensing agent 
informs the scout that the target cannot be seen. The agent 
now must determine a new location from which to view the 
target that accounts for the smoke, move there, and try 
again. 

The use of effects agents also enabled agents not di-
rectly involved with the interaction to still benefit from it. 
If a target was engaged in close proximity to other agents 
who were actively sensing, the sensors could detect the in-
fluencer, smoke, and the impact produced by the interaction 
and pass the information to the combat system agent, who 
in turn could use the information to become aware of and 
react appropriately to the contact without actually being in 
a position to detect the shooter. An interesting effect of this 
was the resulting close quarter battles that would occur in 
tree covered areas. Combat system agents were forced to 
jockey for position to gain a clear line of sight to their tar-
get through the trees as well as having to avoid friendly 
systems that were now legitimate targets for the influencing 
agents. At the same time agents would react to new con-
tacts hidden from view by the trees based on the bullets 
impacting in the area. 

The results of the first experiments were compelling 
and demonstrated the effectiveness first of agent based 
modeling to represent network centric operations and sec-
ondly the employment of effect agents to allow a more real-
istic agent interaction with the environment and to extend 
the effect of an interaction beyond the two primary parties 
involved. Although the model is just a demonstrator, it 
serves as a proof of principle, proof of concept, and proof 
of feasibility for the ideas presented in the section 2 and 3 
of this paper, including supporting a new paradigm for 
modeling of effect-based operations. 

5 SUMMARY 

In order to support net-centric and effect based operations, 
intention-based modeling falls short. Models must be dri-
ven by elementary capabilities connected with properties 
describing simulated entities as well as processes. Features 
and fluents as defined in the artificial intelligence commu-
nities are needed. Discrete event simulation is not suffi-
cient. Agent-directed simulation provides the metaphors 
needed to build the necessary models. Computational chal-
lenges exist, but they seem to be easier to overcome than 
conceptual weaknesses of alternatives. An enhanced model 
is proposed for use to solve the discussed problems. 
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