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/ Abstract

V.
—
use a direct product basis, basis vectors computed by evaluating matrix-vector products,
-\Kni‘jnk reduction to calculate vibrational energy levels of uracil and naphthalene, with 12 and 18
§toms, respectively. A matrix representing the Hamiltonian in the direct product basis and vectors

\ with as many components as there are direct product basis functions are neither calculated nor
N
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stored. We also introduce an improvement of the Hierarchical Intertwined Reduced-Rank Block
Power Method (HI-RRBPM), proposed previously in J. Chem. Phys, 146, (2017), 204110. |t
decreases the memory cost of the HI-RRBPM and enables one to compute vibrational spectra

of molecules with over a dozen atoms with a typical desktop computer. /

N

In this paper we report variational calculations of vibrational ne‘a/_]sv\e of uracil and naphtha-

. Introduction

lene, having 12 and 18 atoms. For molecules of this size] it'is more_ common to use perturbation
theory.! Unlike perturbation theory, variational calculaﬂon syste}atically account for the effects
of strong coupling and nearly degenerate states. TQ) the variational calculations we use a di-
rect product basis. A direct product basis has the‘important advantage of simplicity, but its size
scales exponentially with the number of ataps.®_The memory and computer time required to

compute a spectrum can be significantly(xi\uc‘*g using iterative eigensolvers.>® They require
tors.

only enough memory to store severa ve§ owever, for molecules with more than four atoms
even the amount of memory reqdired t ofe\direct-product basis vectors is excessive. In this
paper, although we use a dire th asis, elements of a matrix representing the Hamiltonian

in the direct product basis and veetors with as many components as there are direct product basis

functions are neither ¢ nor stored.
The method w rks only if the potential energy surface (PES) is a sum of products

e luse
(SOP). For moIZU \Afl(th f?ver than about 5 or 6 atoms, it is possible to construct accurate PESs

&g’:. 11 For such molecules, quadrature or collocation is essential.* 1219
lecules,

For larger: o) e best available PESs are often SOPs. When the PES is a SOP and
each sis/fu ion is a product of univariate factors, the calculation of its matrix elements is

in

that often are

pens be,zfause they can be assembled from sums of products of 1D integrals. Although

th greatl%simplifies the calculation, one must still develop tools that make it possible to compute

s of the (implicit) Hamiltonian matrix.

—
eigeny
K e PES is a SOP, one way to compute a spectrum is to use a basis whose functions are

S

If
.
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products of univariate functions, but which is not a full direct product basis. Such a basis is often
obtained by pruning.?°-2” Using mapping techniques?®®:28:2° or well known algorithms for storing

sparse matrices,?”>%0 it is possible to evaluate the matrix-vector products (MVPs) required to use

Msed SOP basis

nd rank reduction with

an iterative eigensolver.

In this paper we use different ideas.®"32 In Ref. 31, Leclerc and

functions, basis vectors generated by evaluating matrix-vector produ
an alternating least squares algorithmx.3> The SOP basis fu on t functions selected

from a direct product basis. Each basis function has the form,

ni np
\I](qlaaQD):/ZZ g0

i1=1 ip=

where ¢f (q.) are 1-D basis functions dependm\zor&nate q., and
F.. S%kﬂ 7o) 2)

>0) is a 1-D vector of coefficients and s is a normaliza-

is a tensor of basis coefficients. |
tion factor. A basis vector exp, sse e 2 is said to be in CP-format.3* The number of terms,

Ry, is referred to as the rank. To one needs only to store the fi(:’c), which requires

iD?
storing RnD numbers 1 is a representative value of ny,no,--- ,np and D is the number
of degrees of freed m%ber of terms in each of the basis vectors is reduced as they are
computed. Th [ s we/pe originally implemented in the Reduced Rank Block Power Method
(RRBPM).3" | wo at, a block-power method to generate basis vectors, and projects into
the space ed by CP vectors to compute eigenvalues. The key advantage of CP format is
that t e cost scales linearly in D (in constrast, when direct-product vectors are stored
th oét scales as n”). Mathematicians often shun CP format because algorithms for

re esen’uBg a tensor in CP format may converge poorly. As our goal is only to make basis vectors

-
in CP, format, we can compute exact eigenvalues even if reduction to CP format is imperfect. In

vigis calculations, we have demonstrated that good results can be obtained with small ranks

=
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(R¢ < 1000).31,32,35—37

Other groups are also using related tensor methods. By far the most prominent is the multi-
configuration time-dependent Hartree (MCTDH) method.®83° It uses tensors in what is called
Tucker format.344% When the tensor of coefficients is in Tucker format, wavefunctions are repre-
sented in an optimised direct product basis. To reduce the size of theAMCTDHxcoefficient vectors
one uses mode combination,®® multiple layers,*'~*4 and pruning.*>~*8 Séveral years ago, it was
observed that cluster amplitudes in a vibrational coupled clustercalculation‘eould be stored in CP
format.*® More recently, it has been shown that it is possible to«develep.a vibrational coupled clus-
ter method that not only stores but also calculates clustér amplitudes in CP format.>® This new
method has some of the same advantages of the RRBRM. Asmethaod like the RRBPM, but in which
the vectors are generated with inverse iteration and vectors are represented in tensor train (or ma-
trix product state) format is more efficient than the ofiginal‘/RRBPM for acetonitrile.3" The density
matrix renormalized group (DMRG) method'is_often used by quantum chemists to calculate the
ground state of the electronic Schroedinger, équation.®> % It imposes the matrix product state (or
tensor train) form on the ground state'wavefunction and then optimizes it. The RRBPM optimises
not a wavefunction, but basis functiogs and then computes eigenstates by solving a (small) gener-
alized eigenvalue problem. IndRef, 54yenergy levels of the helium atom are computed using basis
vectors in CP format by building askasis from matrix-vector products (MVPs). The start vectors
of the block are chosen to be“eigenstates of a separable Hamiltonian; the iterative eigensolver is
different and the updating orgestarting is also different than in Refs. 31,32,35

Most variational calculations are memory bound, i.e., it is the amount of memory available that
determines whetherr not a calculation is possible. The strategy of using MVPs to make basis
functions that are stored in a tensor format eliminates the memory problem. With the RRBPM it is
possilale to gompuie the lowest 70 eigenstates of CH3CN using less than 1 GB of memory.3' Even
foplarger mgle€ules, not much memory is required.3>3%37 There are, however, other problems:
(1)4or molecules with more than seven atoms, the RRBPM converges slowly, requiring > 1000
matrix-vector products (MVPs) per desired state to achieve modest accuracy; (2) calculations take

a'at.of computer time because of the need to reduce the number of terms in the SOP basis vectors
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(rank reduction).

Convergence can be improved in several ways, including performing separate calculations for
different symmetries,3® using an eigensolver with a better convergence rate than the shifted power
method,®”-%% and by grouping coordinates of the molecule into a tree strucidire and constructing the
basis hierarchically by solving eigenproblems for subsets of the coordinates.®, The Hierarchical
(H-) RRBPM adopts this last strategy. It uses the RRBPM to computeeigenstates at each node of
the tree. With a good choice of tree, the H-RRBPM is orders-of-magnitude faster than the ordinary
RRBPM. At each node of the tree, the spectrum of the reduced-dimengional eigenproblem is less
dense than that of the full-dimensional eigenproblem, and thus applying the RRBPM node-wise
results in faster convergence than applying the RRBRM toxthe full-dimensional problem. Many
papers use bases composed of eigenfunctions of reduced dimension Hamiltonians for subsets of
the coordinates.%-%8 When using the H-RRBPM, nodes in the tree are treated sequentially. In
contrast, Multi-layer MCTDH treats all of the nedes'simultaneously.

The most costly (> 90%) part of an RRBPM-ealculation is the reduction of the rank of the basis
vectors, which is increased when a MV isiperformed or when the basis is orthogonalized/updated.
The original RRBPM used an AlternatingyLeast Squares (ALS) algorithm®® to reduce the ranks.
Recently, we proposed a method which “intertwines” evaluation of MVPs with rank reduction.3?
In the intertwined (I-) RRBPM, there is a partial rather than a full optimization of a vector after
each MVP. It is approximately“an order of magnitude faster than the original RRBPM. The faster
optimization makes/t practieal to use larger ranks, which in turn allows one to compute vibrational
energy levels for'larger moleCules or for smaller molecules with higher precision, despite the fact
that the optimizations are less good. We demonstrated that using intertwining with the H-RRBPM it
is possible'to compute vibrational energy levels for an 11-atom molecule such as cyclopentadiene
(CsHed. Mareover, the I-RRBPM can be formulated to avoid storing the large-rank vectors which
arg createdafter matrix-vector products and orthogonalization/updates, reducing the memory cost.

In this paper we propose a slightly modified version of the I-RRBPM which further reduces
its memory cost. We call it the “ultra-low-memory” I-RRBPM. It will make it possible to use the I-

RRBPM with graphical processing units (GPUs). We also compute energy levels of two molecules,
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uracil (C4H402N>) with 12 atoms and naphthalene (C,oHg) with 18 atoms, using the HI-RRBPM.
The modification is introduced to decrease the memory required to store matrices of inner prod-
ucts which are used for rank-reduction in the I-RRBPM. They become large (for naphthalene they

require hundreds of GB) when the number of terms in the Hamiltoniané/the number of vectors
computed in parallel is large. Although many modern computers have CNGB of memory,
we would like to have a method for doing variational calculations o%les like naphthalene
on a standard desktop computer. \
Q\
—

ll. Theory 3

L
to project into the space they span to

A. Computing vibrational energy lev Is(ssin@vectors in CP-format

The basic strategy is to make a set of CP,ve
compute eigenvalues. To convert this str, teqka computational method we must specify how

the CP vectors are calculated. In the RRBPM;«a block of vectors is evolved by evaluating MVPs. If

it is also in CP format. We write the Hamiltonian as

\ T D
Z_: 11 7me (3)

,Q -t
&

V.
~
)

a vector is in CP format then the (Cj\orwiﬂed from it by applying a shifted SOP Hamiltonian to

—
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where Bm,c is an operator depending only on coordinate c. A matrix-vector product (MVP) is®
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Although (G)z"mg,..ib in Eq.(3) isa CP vectoh'xaﬂe vector with a much larger rank. The

MVP produces a vector which has T' times ds many terms as F. We denote all large-rank vectors

G (rank > Ry) and small-rank vector%\-@i\Rw). Because many MVPs are required, it
e

is necessary to reduce the rank of &%a MVP to keep the memory cost low. This means
es ||

r'=1

Ra D ,
= YOI
c=1 Q

finding a vector, °“‘F, which minimiz _\;H. In the original RRBPM, we used an Alternating
Least Squares (ALS) method% to ¢ e ““'F, unless there are only two coordinates, in which
case we used Singular Value D%sition (SVD).80 °utF then replaces F and another MVP is

evaluated.
The ALS proceddre cyeles through coordinates ¢ = 1... D and computes an improved set of
u f’c’. Fo

£ for each?

/ each coordinate, one computes matrices of inner products, defined
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as:

By, = (FU7)500) (52)

o, = (g0 ) ys (5b)

B, = [ B2, \ (50)
c’'#c 3

rre = J[Pe. (5d)
c’'#c

By, = Hl Bf, s (5e)
’ )

Pr’,r = HPCJ"?q (5f)
c=1 ,)

. . . ;éC #C c L— . .
where coordinate c¢ is omitted from B7“ and . is used to construct right-hand sides of
sets of linear systems, \

\\
- sG o) pre 6)
r’=1
which are solved for z(i:): \\
‘\ B;éc$(ic,c) _ b(imc) . (7)
The solutionsé" ("9 Each £ is then normalized so that s¥ = Hf(“) and
normalized T’% Applying egs 5a-7 to compute new £ for coordinates ¢ = 1...D in
sequence f’on itutes one ALS sweep.
The ducgd Rank Block Power Method (RRBPM)3' repeatedly applies the following steps to
ﬁ
a block of & basis vectors, F = {F} (k = 1...B): 1) matrix-vector product G, = (H — E,1) "Fy,
“and ALS, outp, . After every Npow MVP+ALS steps the B vectors are Gram-Schmidt or-

hogc)alized and then used as a basis for solving a small B x B generalized eigenvalue problem.

I
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The solution vectors then replace F. This process (or cycle) is repeated until the set of vectors
converges to the eigenvectors associated with the B smallest eigenvalues.

In the RRBPM, after each MVP, ALS is used to optimize £ for all ¢ = 1...D. One sweep
corresponds to optimizing 7™ for all the coordinates. Many sweeps cohstitute one application
of the ALS method. In the “intertwined” (I-) RRBPM,32 after each MVB, f""®kjs optimized for a
single coordinate. The other f(“'), ¢ # cin °“F are set equal to“the/values they had before
the MVP was evaluated. This is therefore a partial and not a full optimizatien. It is equivalent to
computing g(’“"c) = hp,.of™9 (note that a value of ' is assOeiatetwith values of both » and m)

(re’)

and then optimizing /") for one coordinate c at a tifne. For al¢' # ¢, *“'f;

ZC
(') _in p(r')
out ’ _n ’
’

(2 (%

are set to
. A loop over all coordinates ¢ = 4.... D*egnstitutes one sweep. In the original
RRBPM, performing Np.., MVP+ALS steps requires‘ene to construct and solve Nyo. NgweepD lin-
ear systems, where N ., and Nyeep have typical values of10-20. In the I-RRBPM only NgyeepD
linear systems need to be constructed/solvedper-eycle: Moreover, in the RRBPM, the B and P
matrices must be constructed “from scratch foralke= 1... D every time ALS is called. In contrast,
in the I-RRBPM the B and P matrices are_consiructed for all ¢ only after the first MVP; they are
updated for only a single value ofi¢-after each subsequent MVP. Constructing the linear systems
accounts for the majority of the GPUtimesin an RRBPM calculation, so intertwining the MVP and
ALS steps reduces the calculation“egst by roughly an order of magnitude.

The most obvious way to use both the RRBPM and the I-RRBPM requires storing large-rank
G vectors. The ranK of the G vectors obtained after evaluating MVPs is TR,,. The Gram-Schmidt
orthogonalization step.and the step of replacing the F basis with solutions of the generalized
eigenvalue problem«poth also produce large-rank vectors, but with a maximum of BR,, terms.
The memory cost of storing the large-rank vectors is significant, if many vectors are computed
in parallel and if*either 1) there are many terms in the Hamiltonian (T is large), or 2) there are
many-vectorg ifi the block (B is large). The “low-memory” version of I-RRBPM?®2 reduces the
memory cost by obviating the need to store the G vectors. Instead, a column of the Pfcr matrix
is made and Eq. (7) is evaluated by successively adding contributions from different g(T"C) and

discarding them after they have been used. This avoids the need to store vectors with TRynD

10
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(or BRynD) entries. However, the low-memory version incurs a slightly higher CPU cost since it
must generate the g(T"C) on-the-fly twice per c per sweep, first to compute Py, . for the downdate
P% = Py, /P ., and then to compute a new P, | for the update P, = P2 P5 . In contrast,

the full-memory version must generate g(”"c)only once per c per sweep.

B. “Ultra-low-memory” intertwining

In this subsection we explain that it is possible to further redute the memory required to use the
[-RRBPM. Although it is possible to use the low-memory-I-RRBPM of*Ref. 32 to do variational
calculations on molecules with more than a dozen atoms (in the néxt section we present results for
naphthalene), in order to use the RRBPM on a standard personaleomputer to do such calculations,
changes in the algorithm are necessary. Moreovex, reducing the memory cost of the method will
make it possible to use it with GPUs and thereby,reduceithe time required to compute a spectrum.

Relative to the RRBPM and full-memory *FRRBPM, the low-memory I-RRBPM significantly
reduces the memory cost. However, if many, vectors are computed in parallel and either T or
B is large, hundreds of GB are required. Fhe Jow-memory version requires storing P matrices.
They have TR, and up to BR:, elements\or the MVP and Gram-Schmidt/vector update steps,
respectively. For the largest caleulatiens in this paper, ' = 767 and R,, = 700, so storing a single
P matrix requires 2.8 GB« To compute«128 states in parallel (vide infra), 358 GB is needed to store
all of P matrices simultaneously;

The key idea ofithe ultra-low. memory method we propose in this section is to generate both the
G vector and the P7“ matfix on-the-fly and only in small portions, discarding them immediately
after use. At'is\described in Algorithms 1-2. Algorithm 2, which does MVPs, is similar to the
low-memory version described in Algorithm 4 of Ref.3?> What distinguishes the ultra-low memory
versiontig the way ijf; and b are computed. In the low-memory version they are obtained
byl storing,B*and P and downdating and updating to get B7¢ and P7° matrices for each a, ¢
pair. ta the'ultra-low-memory version, to avoid storing P (TR?/) elements), P7¢ is constructed from

scratch, but in blocks, for each «, c. This is done inside Algorithm 2, which generates an R, x Ry,

11
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block of P7¢ for each value of m = 1...T. The blocks are used to construct the right-hand-sides
(i) of a linear system and then discarded.
Because when we apply the shifted Hamiltonian, (H — E,1) F, the energy shift is the last
(m = T) term in Algorithm 2, the last R,, x Ry, block of the P7¢ matrix is/

3N
#c (r’,c)’ (r,c)
P CI;IC <g I > )\
- I <If(T/vc), e ~

)

B ) (®)
\ [
so Algorithm 2 provides the B7* matrix at na@ cost as part of the ") computation.
.

Algorithm 1 Intertwined power method, ultraglow-memory version.

Input: vector in block, F, ra?ﬂ\RF
Output: improved vector din bleck, B, with rank Rp
for a=1... Noyeep:

for c=1...D: (Loep over coordinates)
a) Call Algorit o calculate BZ%?T for all r’, r;
iGQ for al ic, 7 (Eq. 6)

b) solv¥e linear system for z(¢ (Eq. 7);
réplac fj <—:E7(~ZC’C) for all ., r
(re)
2 méliz7 F e Hf(T’C) s F9 HJ{(T'C)H for all r;
norfmalize F & E.

)3

T CF%“ Algorithms 1-2is © (NsweepD (TaniD +TR2n.D + Ri)). Here, TRyn2D
is the“eost cé’nputing the MVPs instepsI—1—b—iandI—1—c¢, and TRincD is the sum of
lﬁe ost o?)he inner product in I — 1 — b — ii and updating b inI—1—d, in Algorithm 2. The
Rf’b term is the cost of solving the linear system in step b of Algorithm 1. This cost is approximately

\ r of D/3 larger than the full- and low-memory versions of I-RRBPM which store pP7e.
T

12
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A
QN

Algorithm 2 Pseudo-code for computing B matrices and right-ha M“’C) without generat-
ing a large-rank vector G or matrix P. /"\

ndssid
Input: CP-format vector, F, with rank Ry ,"'n..._.
Output: matrix B7°; right-hand sides, blier0) i
Initialize bﬁ“c) < 0 for all i., T3 P:,é’cr < 0 for a15r
I) for m=1...T:

1) for l=1...Ry:
a) M (m—1)Ry+1

b) for /=1...c—1,c+1,4.D:
1) g(rlyc/) - h,m,c’f(l,\

ii) for r=1...R

o — bsic’c) +5ng1'<: 7C)Pfc for all i,

sT

el

ef??%(— b&zc’c) — ESlegi(: ’C)Pf? for all i,
e) /discar (7<)
2){ </T:}iscard P:icr
II) Ren Nf{(—
o
/7

/

#
Prlj,:,‘

—

<
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The memory cost of Algorithms 1-2 is O (Ry, (R, + n)), per vector computed in parallel (in
addition to O (BRynD) required for storing the B vectors in the block). The factors of Ri and
nR,, come from storing the B7 matrix and right-hand-sides, respectively. The “ultra-low-memory”
version saves a full O (TRi) storage per vector compared to the Iow-me?gryv\ersion of I-RRBPM.
lll. Results and Discussion
In this section we report vibrational energy levels of uraci Mhalene, computed using
the low-memory version of the Hierarchical Intertwined sduced- k Block Power Method (HI-
RRBPM).%2 These calculations could also be performed the/“ultra-low-memory” version, Al-
gorithm 1, but we prefer to use the low-memory vecgn b‘esause it requires less CPU time. As

before, we parallelize the calculations over vectors inthe Blecks.

The potential energy surfaces we use are'apth “semi<diagonal” quartic Taylor expansions of the
potential about the minimum energy geo . is simple form of the potential is convenient to
use, although the method is compatib Vvil,gan um-of-products potential. The Hamiltonian is
\ h
. ) ?
H = =% — 2
1 D D D
+ Z Z Z (rbg?)chz;qu QngC3

=1
/ 1 D D D D
/\ + 24 Z Z Z Z ¢£41L)C20304qc1q62q03q04 ) 9)

where we neglect all #tum terms in the kinetic energy operator (KEO) and the potential-like
Yoo May tefm.82, The number of terms in each node of a tree is reduced by sorting the terms
in Ecﬂ1). Ref. 35 for detail. The univariate functions, in Eq. (1) are eigenfunctions of 1D cut
i onie)m obtained by keeping only the w./2p? term in the KEO and setting q.- = 0,¢’ # cin
the p@ential. They are obtained by solving each 1D cut Hamiltonian in a harmonic oscillator basis

chosen large enough to converge the levels of interest.
~

14
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A. Uracil (C4H,0:N5)

We have computed the lowest 224 vibrational states of the uracil molecule (Fig. 1), which has
12 atoms and 30 vibrational DOF. Uracil is essential to life as one of the four nucleobases of
DNA; as such, its vibrational spectrum has been measured in numerods experiments spanning
decades (see Ref. 63 for a complete list) and analysed in detail using Second“aerder vibrational
perturbation theory.63-87 The potential that we use is the quartic foreg fieldPES of Krasnoshchekov
et al.,®® which contains cubic and quartic anharmonic constafits ‘eompuied at the MP2/cc-pVTZ
level. The harmonic frequencies of are the “best theoretical” harmgnic constants computed earlier
by Puzzarini et al.?> With this PES, the Hamiltonian contains 30, kinetic, 30 harmonic potential,
and 2716 cubic and 5050 quartic anharmonic potential terms,fora total of 7826 terms. The force
constants are given in the Supplementary Material,

We find that some of the energy levels computed on this PES are spurious. Their energies
change when we change the number of basis fugctions in some of the nodes. Some of them are
lower than the level we identify as the zero peint energy (ZPE). The quantum numbers assigned
(using eigenvectors) to the spurious levels are .usually nonsensical. Other levels are close to the
VPT2 levels, as expected. The spuiious levels exist because the PES has unphysical regions or
holes. Along some cuts the poteptiakincreases and then decreases.

Such holes plague many polynomial PESs. Perturbation theory often works well even when
the PES has holes. Hoping to find a PES without holes, we recomputed force constants at two
different electronicistructure levels: MO5-2X/6-311G, and MP2/cc-pVTZ level. Both the new PESs
also have holes.Jhey are léss severe for the MP2/cc-pVTZ potential, which has constants almost
identical to4hose of Krasnoshchekov et al.?® Since the MP2/cc-pVTZ PES of Krasnoshchekov et
al®® hasffewerquartic terms (5050) than ours (11614), we used the potential from Ref. 63 for all
the HI-RRBPM calculations.

We must do something to eliminate the holes without significantly changing the PES near the
equilibrium geometry. The univariate cut potentials, V;(g;) are large when |¢;| is large; the holes are

due to the coupling terms, Veoup, =V — >, Vi(¢;). One way to deal with the problem is: 1) choose

15
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a function z(g;) that approaches a plateau value as |¢;| increases; 2) expand z; in terms of g¢;;

3) invert these expansions to obtain

0= el / (10)
k

4) substitute ¢; = >, cx2¥ into V.o, and retain only the lowest po rs}%is yields a new
PES that is a sum of the original PES and a term, whose degre\is\r;er than the degree of
rgé)m. lacing ¢; with >, cx2F

in Veoup ensures that V.., approaches a constant valuefas.|qg;

the original PES that makes the new PES more realistic at

co. The function we use is
terms&vf Veoup 18 l€8S than or equal to

two, we can keep only the first term in Eq. (10), i.e., Q £ |

zj = tanh (£a;q;). Because the degree of the factors in t

3(q:) is even, «; is defined as for

a Rosen-Morse potential®®

(11)

\ J
\
The larger 7). is, the more likely it i %‘a nphysical region occurs at a smaller value of ;.

When gbgjzj is large, it is therefore/best o0se o so that it is large and the plateau is reached

at smaller values of ¢;. If V;(g;) is 0 \\ls efined

¢\?

o = . (12)
Q T
This means th? Qu:::? tantis large the plateau is reached sooner, thus limiting unphysical
late

region there is no coupling. In the tanh argument, ¢ is an adjustable

behaviour. In h\
parameter, W%need because the above choices of «; are somewhat arbitrary. As primitive

basis fuhctions, we use standard harmonic oscillator functions. To use the modified PES we must

atriyelements of tanh (£crj¢;) in the harmonic basis. This is done by evaluating the
required 1D integrals with a 257-point Clenshaw-Curtis quadrature in g;.
“n ing ¢ will remove holes because it moves the plateau region closer to the equilibrium

eometry. Although all the non-zero derivatives (with respect to the ¢. coordinates) of the original

\ <
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2
§aj’

geometry changes enough that energy levels are affected. If £ is too small, holes remain. If £ is

PES are unchanged by replacing ¢; with the shape of the potential close to the equilibrium
too large, the modified coupling terms infringe on the region close to the equilibrium geometry.
The hole problem exists only because the PESs we use are truncated/Taylor series in normal
coordinates If the PES were fit to a more physical form there would be.no holes. For uracil, we
found that with ¢ = 1.125, the modified PES still has spurious levels."With ¢ = 1.25, the modified
PES has some, but fewer, spurious levels. With ¢ = 1.5, there arewgo spurious levels and we
assume no holes, however, all of the non-spurious levels are shifted up, compared to their £ = 1.25
counterparts.

The tree used in the hierarchical calculations in thisipapet,is shown in Figure 2. Since many of
the low frequency modes ¢15 — g3¢ couple strongly toithe N-H stretch modes ¢; and ¢» and to the
C-H stretch modes ¢3 and gy, it is necessary to retainynany basis functions as one moves up the
tree in order to obtain converged energy levels. Fer thiS reason, we arrange modes ¢; — ¢4 and
q18 — q30 into small groups of 2-4 coordinaies each and retain moderately large basis sizes, i.e.
166-236 functions throughout the treey, The_ intermediate frequency modes g5 — ¢17, which couple
less strongly to ¢; — g4 and g1s — ‘ggn, are'grouped together in several steps into a single node on
the second-from-the-top layer{ The number of states computed at the top node, 224, is enough to
accurately compute the fundamentals below 1200 cm 1, that is, v13 — .

Parameters used ingthe caleulations are summarized in Table 1. For £ = 1.25, a preliminary cal-
culation was performed withw2/= 40 (for all nodes) and N,y = 20. We then added 200-40=160
terms with randdm F& whése normalization constants are small to the top-layer wavefunctions
computed in.this preliminary calculation to obtain initial guesses for a second top layer calculation
with Ry, =200 and N.,. = 10. The basis parameters, except R, and N.y., for these calcula-
tions dre the same, as those in Table 1 for calculations ’A1’-’A4’. The top-layer wavefunctions from
thi§ 'second«calculation, with R, = 200, were then used as initial guesses (again small random
terms were added so that the rank of the input vectors is equal to R,;) for the calculations labelled
’A1’-°A3’ in Table 1. The 'B1°-’B3’ calculations were done in the same way, but for £ = 1.50. For

&=_1.25, an additional calculation ('A4’) was performed, re-computing again the top-layer wave-
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functions using this time as initial vectors the top-layer wavefunctions from the A3’ calculation
(plus small random terms). Choosing R,, = 40 for nodes below the top is enough to converge the
energy levels in these branch nodes; larger ranks are needed for top nodes only.

Table 2 lists selected levels of uracil for the ’A1’-’A4’ and 'B1’-’'B3’ HI-RRBPM calculations. We
report levels that we can unambiguously assign. To assign levels, wedfirst use*ALS to reduce the
rank of the corresponding wavefunctions to one. If the assignments obtained by reducing the rank
is unclear (e.g., if two wavefunctions are assigned the same labels) then we'verify or correct them
by computing eigenvectors. We also compare our fundamental transitions with the CVPT2 levels
of Ref. 63. Since replacing ¢; with 5%7 changes the potential, the GVPT2 calculation and the 'A’
and 'B’ HI-RRBPM calculations are performed on different"RESs< From Table 2 we observe that
modifying the PES does not significantly affect low-lying fundamentals v13 — v90, v23 — 25, and
veg — U39, Whose HI-RRBPM values in both 'A’ and™B’ sets converge to within <15 cm~* of the
CVPT2 values. Higher fundamentals are more strengly affected by the change in potential, and
vo¢ and vo; are severely affected. However, the<aim of this paper is not to produce a better PES
for uracil but to demonstrate that it is possible towse a variational method to compute converged
energy levels of a twelve-atom molecule.

Comparing the 'A3’ and 'A4'evels enables one to assess the convergence of the 'A’ calcula-
tions. Half of the reported levels change by < 1 em™! as the rank is increased from R, = 600 to
Ry, = 700. Since the value £ =4.25 used in the 'A’ set calculations does not fully remove the holes,
the spectrum contaifs spurieus €nergy levels some of whose energies are similar to those of levels
that we want to ompuie. These spurious levels increase the density of the eigenvalue spectrum,
which slows_econvergence of the power method. Without the holes, the true levels would converge
faster. In the 'B’ calculations, there is no indication that holes affect any of the levels of interest.
Comparing/B2’ and 'B3’, one sees that convergence is significantly better than in the "A’ set: all
but’eight ofihe‘reported levels decrease by < 1 cm ™! as the rank is increased from R,, = 500 to
RN 600.) The larger value of ¢ = 1.5, used for the 'B’ calculations, shifts the entire spectrum
to higher energy. The 'B3’ ZPE is larger than its 'A4’ counterpart by ca. 24 cm~!. Differences

between 'B3’ levels and the ‘B3’ ZPE are also larger than differences between A3’ levels and the
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A3’ ZPE. However, the tight convergence of the levels in ‘B3’ demonstrates that it is possible to
compute converged energy levels for a 12-atom molecule, if the potential does not have holes in

accessible regions.

B. Naphthalene (CgHy)

In this subsection, we present HI-RRBPM calculations of the lowest 128 viprational levels of naph-
thalene, with 18 atoms and 48 DOF. Amongst the 128 are the/20lowestifundamentals. Naphtha-
lene, the smallest polycyclic aromatic hydrocarbon (PAH),-has been the“subject of several recent
theoretical®®"4 and experimental”®-"8 spectroscopic studies dué,to the importance of PAHs as
pollutants”® and as possible carriers of the Aromatic Infrared“Bands® observed in space. The
spectrum of naphthalene has been computed withigecond order vibrational perturbation theory by
several authors.®%:70:72-74 The PES we use,is‘a quartig, force field computed at the B9-71/TZ2P
density functional level and is available in the Supplementary Material of Ref. 70. Quartic force
fields for naphthalene have also been computed by other authors using the same or different elec-
tronic structure methods.?% 7274 The PES thatwe use contains 48 harmonic constants and 1936
and 2189 cubic and quartic anharmenie.constants, respectively. Including kinetic terms, the Hamil-
tonian has 4221 terms and has«he«iorm of Eq 9. We did not encounter problems with holes for
this PES, and therefore itis used witheut modification.

The tree used in thesnaphthalene HI-RRBPM calculations is shown in Figure 4. Following the
strategy used previguslyf we arrange the coordinates into groups with similar frequencies and types
of motion in lower layerswoffthe tree. As in our previous papers, we find that it is not necessary to
optimize the placement of coordinates in the tree to compute accurate energy levels. We arrange
the nodés in“a quasi-binary fashion in all layers below the top; this has the advantage that most
of the nedés have d = 2 sub-nodes, in which case one can use singular value decomposition
(SVD) to reduce the ranks. In the third layer from the bottom, we use standard diagonalization to
eompute the bases for nodes containing two sub-nodes, instead of the power method, since the

directiproduct basis is small. The direct product sizes shown for these nodes are larger than is
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necessary for computing accurate bases in higher levels of the tree. Therefore we truncate the
bases to smaller sizes in the fourth layer. The top node, in which we combine the six nodes from
the previous layer, is the only node where we use the I-RRBPM and accounts for the vast majority
of the calculation time.

We made seven HI-RRBPM calculations with R, values between 60.:and 10Q0. Parameters for
the calculations are given in Table 3. The bases for all nodes below thesop were all computed with
R, = 60. Calculations 'B’-’G’ differ from calculation 'A’ only because the funetions of the top node
are re-computed with a larger rank, using input vectors obtained from_the top layer of a previous
calculation (and small random terms). For calculation ‘B’ the inputwector is made from the top
layer of calculation 'A’. For calculation 'C’ the input vectaor is‘made/from the top layer of calculation
‘B’. For calculation 'D’ the input vector is made fram the fop layer of calculation 'C’. For calculation
'E’ the input vector is made from the top layer of calculation”C’. For calculation 'F’ the input vector
is made from the top layer of calculation 'E’."Ror calculation 'G’ the input vector is made from the
top layer of calculation 'F’. Calculations 'D*and“E%are done in parallel. This strategy was also used
previously in calculations on cyclopentadiene.3> % makes it possible to do inexpensive calculations
for the nodes in lower layers of thg tree where small ranks are sufficient and at the top of the tree,
where a large rank is needed{ adarge,rank calculation. The number of cycles for calculations 'B’,
'C’, 'D’JE’, ’F’, 'G’ is fairly small (see table 3), only large enough to converge the levels for the
corresponding rank.

Table 4 lists the'lowest“128/ energy levels of naphthalene from the HI-RRBPM calculations.
Experimental valuesfer the fundamentals and VPT2 values from Ref. 70 are also shown, where
available. The energy levels decrease significantly as the rank is increased from R, = 60 to Ry, =
300 and moxg slowly as the rank is increased from R,, = 300 to R, = 1000. When the rank is large
enough, eigenvalues converge quickly. For example, for the R, = 1000 naphthalene calculation,
thg" groundstate energy changes by 0.05 cm~! from one cycle to the next, the corresponding
change in the eleventh energy level (E10) is 0.1 cm™! , itis 0.2 cm-1 cm~! for the 51st level
(E50)and 2 cm-1 cm™! for the 101st (£100). Comparing the 'F’ and ‘G’ columns provides a rough

estimate of convergence. Most of the levels in the bottom half of the spectrum are well-converged
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and decrease by less than 1 cm ™! when the rank is increased from R, = 700 to R, = 1000.
Moreover, most of the HI-RRBPM fundamentals are close to (and in some cases, lower than) the
VPT2 values in the largest 'G’ calculation. Levels in the top half of the spectrum are less converged,
with the largest absolute change between the 'F’ and ‘G’ being 11.5 cm™~'Aor the 313 + 2u45 level.
Increasing either the block size B, the rank Ry, or the number of cycles'l\.,. weuld improve these
levels. Differences between the variational and the VPT2 energies,aressmall.

Calculations on naphthalene are time consuming but requireelatively little memory. For exam-
ple, the 'F’ calculation has a total memory cost of 364 GB, of'which-358 GB are used to store P
matrices. If the ultra-low-memory version were used and the calculatign run on 128 processors, 'F’
would require only 4.7 GB. This includes 0.5 GB for Hamiltonian operator matrices and 3.0 GB for
storing two copies of the vectors in the block during‘the vector update step, both of which do not
depend on the number of processors. Using the ultrazlgw-memory version, the CPU cost would be
approximately twice as high, owing to the factihat the tep-layer node contains six sub-nodes.

We use many processors (see Tablesy] and.3). If, instead, it were possible to use only 8,
calculation ’'F’, with the ultra-low-memgry«yersion, would need 3.6 GB in total although the CPU
cost would be much higher. However, this‘'memory cost is small enough that it would be possible to
fit the Hamiltonian and the basis.wectars onto a graphical processing unit (GPU) card. MVPs and
vector inner products account for the majority of the computational burden; these operations can
be subdivided into small parallelizable chunks. Thus, the ultra-low-memory HI-RRBPM could be
used to perform variational'quantum dynamics calculations on molecules with over a dozen atoms

using a fairly commonwworkstation.

IV. LConclusion

Vafiational*methods have been used to compute vibrational spectra for decades. The first calcu-
latiens were done with orthonormal basis functions by explicitly constructing and diagonalizing a
Hamiltonian matrix. The computation time required to diagonalize a matrix scales as N3, where N

Isithe’size of the matrix. Fortunately, the speed of computers has improved significantly. However,
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to diagonalize a matrix with standard algorithms, it must be stored in memory. If the computer one
is using does not have enough memory to store the matrix, it is not possible to compute a spec-
trum by diagonalization. Important progress was made by using iterative eigensolvers to compute
some, but not all of the eigenvalues of a Hamiltonian matrix. To use an iterative eigensolver there
is no need to store a Hamiltonian matrix in memory. It is, however, necessary*tq store in memory
vectors with has many elements as there are basis functions. For molegulés with more than about
five atoms this means that it is not possible, even with iterative-eigensoglvers, to compute spectra
with a direct product basis. One way to beat this problem is to'use/@-agndirect product basis.

It is also possible to use a variational method with @ direct preduct basis and to solve the
vibrational Schroedinger equation without storing vectars Wwith has many elements as there are
direct product basis functions. This is done by reducingthe fank of basis vectors.3!.32.35.51.54 Thg
memory required scales linearly (not exponentially) with the'number of degrees of freedom. In this
paper, we report calculations, done with reduced-rankbasis vectors, on uracil and naphthalene
with 12 and 18 atoms. This is done by usinga=sequence of basis contractions organized into a
tree®® and the intertwining idea to degrease the.cost of the rank reduction.®> The method was
dubbed the HI-RRBPM. We also suggest'a new ultralow memory version of the HI-RRBPM, which
further reduces the required memorys, With the ultralow memory version, variational calculations
on molecules with more than a dozeg atoms are possible on a common desktop computer. It might

be possible to use similar ideas, to solve the time-dependent Schroedinger equation.

V. Supplementary Material

Force constants'for uracil.
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Table 1: Parameters for HI-RRBPM calculations on uracil. Wall times in this paper were obtained
using Intel E7-8867 (v3) processors running at 2.5 GHz. R, is for the calculation of the top node
only. N¢py is the number of processors used.
Parameter Value
Calculation: A1 A2 A3 A4* Bi1 B2 B3
£ 125 125 125 125 150 1.50 1.50
Ry 400 500 600 700 400 500 600 \
Nepu 32 56 112 75 56 56 112 ‘)
NgLS;w 2 2 2 2 2 2
Neye 10 10 10 10 10 10 10
Nsweep 10 10 10 10 10 10 ﬂ?
Memory (GB) | 26 65 181 166 43 65 W
Walltime (d) | 188 14.6 158 35.0 8.9 14.5 = 13
®Continuation of A3’ calculation with larger rank ~
bFor rank reductions in Gram-Schmidt, HP) = FTHF steps; Nars; iw i ctor ubjates
\\h’
\
\S ~
/Q&/
£
_
- -
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Table 2: Selected vibrational energy levels (cm

—1) computed for uracil using HI-RRBPM, in

comparison to CVPT2 values from Ref. 63. We report the zero-point energy (ZPE) and differ-

ences between other levels and the ZPE.

CVPT2 HI-RRBPM
Al A2 A3 A4 B1 B2 9/ Assignment
18969.36  18969.27  18969.21  18969.12  18993.14  18993.07 18993\W\
139.7 140.22 140.15 140.10 140.02 143.90 143.87 ?84
157.9 157.29 157.21 157.16 157.09 159.20 159417 9.15 12
295.60 295.15 294.95 294.53 296.53 296.4 296. 2v30
311.51 311.00 310.68 310.02 303.56 303. 42 V3o + Vag
327.21 326.73 326.38 325.66 324.39 O"'"\a24 24 2va29
385.50 385.37 385.30 385.15 385 385.12 Va1
384.4 379.97 379.76 379.68 379.36 38 31 386.27 Vas
510.8 511.10 511.01 510.91 510.81 511.49 511 .45 511.43 V2o
514.57 513.84 513.40 512.49 Q 528.32 528.14 v3o + v2g
526.14 525.91 525.75 525.43 529. 529.62 529.49 V3o + V21
531.1 535.67 535.23 535.13 3.04 532.83 532.68 Vig
535.3 546.04 545.52 545.08 . 536.67 536.56 v1s
543.43 543.10 543.00 5.08 544.95 544.87 Va9 + V21
530.69 530.07 529.64 528. 551.42 551.24 551.10 vag + Vag
653.35 652.23 651.7 655.56 655.45 655.37 V3o + V20
669.84 668.42 669.3\ 669.86 671.35 671.24 671.13 Va9 + V20
672.22 678.57 03 676.87 679.00 678.58 678.37 V3o + V19
690.39 687.46 692.23 691.67 691.38 vag + V19
715.8 704.62 705.29 713.39 713.16 712.94 Va5
549.4 725.85 740.53 740.43 740.39 var
756.1 754.47 754.84 754.77 754.74 |29
751.8 778.02 764.88 764.75 764.65 vir
770.91 770.96 770.88 770.82 2v91
766.39 771.92 771.71 771.61 Va1 + Vg
759.56 789.30 789.07 788.88 2v08
651, 789.99 805.57 805.39 805.27 Va6
808.2 . 798.73 808.83 809.18 808.92 Va3
%‘).24 864.20 865.47 867.69 883.02 882.45 882.02 V3o + Va7
/ 901.59 901.95 902.13 900.75 898.54 897.83 897.46 Va1 + vag
— /894.19 896.64 896.26 894.00 899.65 898.53 898.03 vag + V20
902.62 898.70 898.32 899.38 902.47 901.04 900.66 V30 + Vaa
3 888.36 886.27 886.72 886.53 903.82 901.62 901.46 v2g + Va7
923.57 925.82 922.96 917.80 910.26 909.40 908.86 v3o + V17
918.47 920.89 919.88 916.42 918.60 916.37 915.91 vag + Vag
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Table 2: (continued)
CVPT2 HI-RRBPM

Al A2 A3 A4 B1 B2 B3 Assignment
928.36 924.56 924.45 Va1 + Vig
929.57 926.27 934.89 va1 + vis
930.96 928.26 928.78 Va9 + Vit
941.29 939.79 935.68 933.56 30 + Va6
951.42 951.46 946.24 v30 + V23

947.5 969.98 967.69 965.55 966.07 V16
954.60 951.95 948.09 948.41 V29 + V26

955.9 974.87 969.96 970.39 961.82 2P

979.9 1001.02 998.68 998.30 998.23 995.56 V15

1034.49 1026.54 1032.44 1027.19 1026.27 2v50
1051.36 1047.28 1047.51 1050.40 1048.94 v20 + V19
1126.87 1121.96 1120.91 1115.95 1134.35 1128.43 vo7 + V21
1152.13 1144.88 1144.81 1143.28 1146.22 1144.15 V21 + Vog
1150.98 1141.44 1140.75 1186.93 1146.84 1146.03 vag + V24
1157.39 1156.72 1150.06 45.0 1163.85 1159.03 1156.53 vog + V17
1188.87 1183.52 1178. 93 1 179. 1205.22 1198.78 1196.00 vae + V21

1179.9 1209.64 1208.59 1 205 45 03 8 1208.62 1207.24 1205.80 V13

£
~ N/
U
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Table 3: Parameters for HI-RRBPM calculations on naphthalene. Wall times in this paper were
obtained using Intel E7-8867 (v3) processors running at 2.5 GHz. R, is for calculation of the top

node only.
Parameter A B C® D¢ Ec Fd G
Ry, 60 300 400 500 600 700 000
Nepu 128 128 128 64 64 128 /I 4
Nrsu 2 2 2 2 2 2 2
Neye 20 10 10 20 10 10 ‘) 5
Nsweep 10 10 10 10 10 10 10
Memory (GB) 10 68 120 94 135 364 1
Walltime (d) 0.38 2.1 49 254 21.0 18.8 /‘\\41 4
@Continuation of 'A’ calculation with larger rank '~
®Continuation of ‘B’ calculation with larger rank -\\
¢Continuation of ’C’ calculation with larger rank 5
dContinuation of 'E’ calculation with larger rank =

¢Continuation of 'F’ calculation with larger rank
fFor rank reductions in Gram-Schmidt, HF) =

N
N

s’tébs; Nars,y = 10 in vector updates
g'
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Table 4: Lowest 128 vibrational levels (cm ~') computed for naphthalene using HI-RRBPM.
Experimental and VPT2 fundamental values are taken from Table | of Ref.”” except where
noted.
Exp VPT2 HI-RRBPM Assignment
A B C D E FA G
3178220 31768.71 31767.75 31767.13 31766.87  31766.50 66.03 ZPE
166.6584388“ 166 165.84 165.80 165.36 165.06 164.92 4% X&VO V4g
177 184.90 179.21 178.86 178.62 178.51 1 6 178.18 V13
338.21 332.11 330.96 330.36 330.17 9.82 329.41 248
365.68 345.16 343.78 343.05 3420 6‘) 342. 342.02 V13 + vas
358.7° 359 372.86 357.92 355.80 355.21 355. 354.85 354.44 Va4
397.32 361.10 359.70 358.94 358.52 58.20 357.66 2v13
390 383 405.35 388.88 388.24 388.04 387.95 5 387.84 387.71 Vig
465 466 468.20 464.87 464.23 463197 4 7 463.71 463.47 Vag
473.739502 473 477.10 473.78 473.17 47@ .83 472.63 472.41 var
506.60 500.30 498.16 10 in.ﬂ 496.14 495.50 3v48
509 508 513.63 509.00 506.88 506. 505.81 505.87 505.64 Va4
534.62 514.89 512. 0.73 510.18 509.61 508.43 v13 + 248
513 512 552.53 517.51 4.& 513.31 512.95 512.32 vy
573.62 525.47 ‘\'5!&03 521.72 521.14 520.31 Vo4 + Vag
577.47 530.42 525.37 524.60 523.66 522.83 2u13 + vag
581.62 537,65 533.48 533.14 532.62 531.90 V24 + Vi3
583.38 543! 538.87 538.49 537.96 537.32 RIZEY
602.68 556.57 4.92 554.33 554.15 553.87 553.44 V16 + Vas
610.60 568.08 567.53 567.37 567.11 566.73 vie + V13
619.5° 624 626.99 623.30 622.14 621.93 621.76 621.30 V36
621 646.39 626.63 625.28 624.57 624.47 624.37 624.12 vi2
652164 2.91 630.82 630.08 629.85 629.45 628.94 vag + Vag
4/ 664.85 44.08 642.53 641.65 641.47 641.09 640.45 Va7 + Vag
2.81 / 645.74 644.85 644.21 643.95 643.60 643.04 v2g + V13
/ \ 692" 655.36 654.63 653.97 653.78 653.49 652.85 Va7 + V13
95.81 671.98 668.42 667.19 666.60 665.84 664.98 4vyg
) X.M 680.31 675.83 673.98 673.29 672.42 671.45 Vas + V48
716.49 684.60 683.23 680.17 678.31 677.70 676.34 v13 + 3vas
/ 732.70 689.47 685.16 683.94 682.21 680.53 680.36 vg + vag
— / 735.97 698.72 692.46 690.08 689.55 687.94 686.06 Vaa + Vi3
751.01 702.06 696.11 693.33 692.19 690.70 688.11 Vo4 + 2v48
— 3 754.62 705.91 699.96 697.89 695.39 694.02 691.73 2v13 + 248
763.88 713.19 702.40 699.17 697.17 696.47 693.84 vg + V13
3 779.99 716.95 708.15 703.13 701.65 700.09 698.49 Vo4 + V13 + Vag
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Table 4: (continued)
Exp VPT2 HI-RRBPM Assignment
A B C D E F G
784.81 718.12 712.39 710.56 708.45 706.25 705.54 3v13 + vag
726 714 798.16 723.68 717.23 714.65 711.19 71 0.{ 708.09 Vs
802.45 731.20 720.86 716.82 L 2.48 V24
805.08 735.23 727.19 718.82 5 713. Vo4 + 2113
808.73 739.88 729.95 726.20 721.82 dvq3
823.73 741.87 733.81 729.46 724.15 vie + 2v48
825.38 750.18 738.83 735.03 732.90 vig + V13 + vas
832.18 754.85 752.18 745.91 742.22 V24 + Vi6
835.56 756.48 753.86 749.83 747.58 vie + 2v13
764 757 838.23 767.84 764.02 759.51 758.52 757.39 756.63 vg
773 768 842.07 775.48 772.93 77203 7 771.83 771.57 var
782.330968“ 783 844.94 778.73 777.70 77498 71 774.08 773.40 Vag
852.27 786.31 783.25 52 3.07 780.71 779.96 2v16
854.02 795.55 793.21 793.1 791.25 788.97 787.48 V36 + Vas
855.73 798.30 795. 25 794.40 792.81 791.83 V12 + Vag
796 794 857.32 808.51 . 95.46 795.67 793.66 793.54 Va3
860.55 810.90 .%0191 800.63 799.73 798.51 vog + 2v48
865.57 812.54 8.33 805.08 804.53 803.25 802.17 V36 + V13
869.67 816,88 who\ 808.07 807.88 806.78 805.87 viz + V13
881.02 819. 81%.01 815.87 813.30 813.88 812.49 Va7 + 2v48
883.37 822.25 .46 817.08 815.74 814.40 812.63 vog + V13 + vas
%\831 .36 826.96 824.32 823.63 821.00 V24 + V2g
834.4 834.05 829.98 827.72 826.48 824.15 var + v13 + vas
836.77 836.32 831.80 829.04 829.78 827.44 vag + 2v13
2.85 837.66 833.57 833.04 832.12 829.58 Vo4 + var
830 46.61 848.08 840.98 834.79 832.66 830.65 Vi1
14.53 850.84 850.42 843.63 840.61 839.33 838.23 va7 + 2113
/ \ 91 859.91 857.49 850.29 846.24 846.72 841.94 vaq + 2v48
19.13 865.41 861.97 857.40 853.59 851.53 848.19 Vg + 2v48
5 929.98 867.77 863.25 858.21 856.43 854.56 850.51 5uas
932.38 874.67 865.99 863.48 860.61 857.81 854.09 Vaqa + V13 + Vas
/ 940.69 879.09 872.04 865.49 861.97 860.26 858.45 v13 + 4ras
— / 942.34 884.46 873.27 868.58 865.45 864.87 858.93 vagq + 3vas
945.46 886.80 874.21 871.95 868.27 866.84 860.27 vig + V28
— 3 951.31 888.56 877.63 873.60 870.46 868.47 865.36 vg + v13 + as
957.75 890.32 880.76 875.92 872.57 872.98 866.89 V24 + Vaa
5 964.89 895.25 884.26 878.91 875.10 875.72 870.84 2v13 + 3ras
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Table 4: (continued)
Exp VPT2 HI-RRBPM Assignment
A B C D E F G
966.28 899.25 884.80 880.05 871.53 Vo + Vaa
973.24 900.77 890.72 881.36 871.97 vi6 + Va7
974.53 905.03 895.27 885.68 3.66 V24 + Vi3 + 2vas
977.60 908.53 899.28 887.39 875. vaq + 2013
981.99 911.26 901.77 888.60 878.03 vy + 2v13
987.98 916.32 903.11 890.26 880.02 V15 + Vas
989.84 917.98 907.54 891.64 880.57 2v24 + Vasg
992.82 921.39 911.58 899.65 885.24 vog + 2013 + vag
880 877 993.75 924.37 913.73 905.28 887.53 Va6
999.73 926.45 916.74 907.79 902.75 897.15 889.43 vis + 113
1003.95 927.17 918.44 909:34 9 901.57 890.57 3v1s + 2v4s
1006.17 929.14 920.54 91& .71 903.77 895.62 2v24 + 113
1010.40 930.99 922.01 &) g.ss 905.86 897.87 413 + vas
1012.03 933.37 925.43 916.2 909.09 907.98 899.47 va4 + 3v13
1014.53 934.75 928.\ 10 912.50 909.03 901.79 vie + 3vas
1019.32 940.36 0.81 19.73 914.39 910.15 906.00 vas + V16
1021.74 943.50 93; .H&.M 915.84 912.71 907.65 vo + V16
1024.48 943.81 2.97 924.45 919.35 913.97 911.06 vie + V13 + 2v4s
1026.59 945,77 ‘qg?%\ 927.59 922.42 917.99 913.81 5v13
1029.54 948. 938,94 929.03 924.58 919.74 914.94 V24 + vie + vas
1032.04 9, 0.20\q.04 933.77 926.50 923.31 920.33 Vi + 2v13 + vas
1036.19 ﬁM&MLB 934.11 929.01 926.66 923.52 V24 + vi6 + V13
1037.50 953.4 943.74 940.38 938.09 938.38 929.92 Vg + vag
1089.33 955.68 946.33 941.79 940.70 939.15 937.48 2v2g
1042¢ 958.24 947.33 944.71 944.30 940.14 938.90 vie + 3v13
4 10?.60 60.48 955.11 952.53 946.36 943.95 942.02 vg + V13
952 9, 45.75 962.95 959.53 954.24 949.54 947.47 942.92 Vig
/\ 10474 965.03 963.03 956.78 950.90 950.12 944.11 Vo7 + Vag
936 35 51.07 966.42 965.46 960.51 952.32 950.82 948.87 V43
S 1054.70 968.35 968.07 962.08 957.56 952.14 949.34 var + v2g
1059.99 975.51 968.47 963.07 958.38 957.28 954.50 2v16 + Vas
1062.93 976.31 971.38 968.93 960.17 959.39 957.00 Vo7 + 113
— / 1065.85 979.37 972.96 970.05 963.84 962.79 961.23 2v47
1068.97 984.91 978.18 971.91 967.18 965.92 964.29 V36 + 2v4s8
— 1076.05 991.34 984.48 973.41 969.55 969.74 966.39 2v16 + V13
1076.40 1002.54 987.91 981.24 972.97 972.52 967.12 viz + 2v48
5 1085.68 1004.96 990.53 986.07 978.64 974.52 968.11 vag + Vag
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Table 4: (continued)
Exp VPT2 HI-RRBPM Assignment
A B C D E F G
1087.59 1008.86 995.36 987.24 983.67 978.48 973.55 v3e + V13 + Vag
1091.20 1010.69 999.37 990.30 984.66 979.{ 974.99 va3 + V13
1094.62 1012.71 1000.82 992.98 . r 8.30 Vg + Vas
1098.74 1017.65 1002.92 996.85 ‘) 981. vg + vag
1099.87 1019.63 1004.24 999.28 982.87 v3e + V24
1100.56 1024.01 1010.11 1005.53 985.06 V24 + V12
1106.07 1027.30 1011.63 1006.34 987.92 Vaa + vaz
1114.30 1028.04 1015.22 1007.45 988.11 vi2 + V13 + vas
1116.75 1030.10 1017.54 1010.37 989.75 v3e + 2v13
1120.48 1032.95 1018.27 1010.79 998.22 992.29 Vo4 + Vog + Vag
1121.57 1035.10 1021.70 1001.41 994.66 vo + var
1128.64 1036.63 1027.23 1004.72 998.71 vig + 2v13
1129.00 1039.04 1029.27 1006.60 1002.84 Vo4 + v2g + V13
1011.89° 1012 1134.08 1043.80 1033.15 1024. 1018.20 1015.26 1011.99 V35
1138.09 1045.04 1034\ 7.23 1020.67 1017.14 1013.55 V36 + V16
1138.46 1051.05 37,28 030.66 1025.05 1021.81 1015.09 2v44
1148.79 1055.63 104 %’USZ.GW 1030.58 1024.40 1018.96 Vg + Va4
1159.83 1057.70 2.66 1036.11 1032.25 1026.04 1024.74 2vg
1164.45 1 06996 %83\ 1040.33 1033.17 1028.55 1026.52 viz2 + vie
“Ref. 75 \
*Ref. 77 Q\
/&
£ \“
_
—
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C—H stretc C-C stretch C-H rocking in-plane out-of-plane out-of-plane
Y. + skeletal C-H bends skeletal
ring breathing bends bends
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