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Abstract—An effective practical technique for model-order
reduction of large-scale linear time-invariant problems in mi-
crowave applications is presented. The reduction is performed as
the Galerkin projection onto a subspace of frequency response
coherent structures that contain the spectrum of the system
multiinput impulse response. The subspace basis is created by the
proper orthogonal decomposition of the system transfer charac-
teristics sampled at discrete frequency points. A reduced-order
modeling of an integrated planar spiral transformer is used for
practical verification and comparison to the standard moment
matching subspace approach.

Index Terms—Coherent structures, Galerkin method, integrated
transformer, proper orthogonal decomposition (POD), reduced-
order systems.

I. INTRODUCTION

ICROWAVE designers often use predictive multidimen-
M sional field solvers to analyze and simulate passive de-
vices and interconnections, as well as substrate and thermal cou-
pling effects. However, the models derived from first principles
could be prohibitively large for direct incorporation into the cir-
cuit- or system-level design. The model-order reduction (MOR)
provides an attractive way to deal with this problem. The main
idea of MOR is to capture the most important features of the
detailed model internal states by a similar model having a state
space of significantly smaller size. The hierarchical relationship
between internal states of the original and reduced-order model
clearly distinguish MOR from the generic modeling approaches
based on the parameter identification from measured or simu-
lated external characteristics.

Following the early ideas of [1], it is widely accepted today
[2] to develop and analyze MOR using the formalism of sub-
space projection. In that framework, MOR is a projection of
the system internal states and governing equations onto corre-
sponding lower-dimensional interpolating subspaces. The or-
thogonal subspace projections that preserve stability and pas-
sivity of the original model in its reduced-order formulation are
of special importance. To this end, the Galerkin method that em-
ploys a single orthonormal basis for the MOR projection is par-
ticularly appealing. In principle, it is a discrete version of the
Galerkin method used to replace infinite-dimensional contin-
uous systems by finite-dimensional ones [3].
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The existing techniques for the creation of MOR projection
subspaces could be quite roughly classified as the local approxi-
mation (LA) methods, like Krylov subspaces [4]-[7], and global
approximation (GA) methods, like balancing transformations
[8]-[10]. LA methods exploit the idea of matching the moments
of the system transfer function around the localized complex
frequency points. On the other hand, GA methods, in principle,
perform eigendecomposition of the model governing equations
and use the resulting eigenfunctions as a subspace basis. For the
same reduction order, the GA methods could provide MOR in
a wider frequency range. However, they are applicable only to
relatively small problems due to the large computational costs
of the eigensystem analysis. There have been attempts to ame-
liorate the situation by introducing multiple moment-matching
points and more efficient balancing transformations [2], as well
as combining the effects of LA and GA methods [11].

An efficient alternative to the operator-based eigensystem
analysis is the method of proper orthogonal decomposition
(POD) [12]. In principle, POD exploits the correlations in the
dynamics of the system states under different excitations to
determine dominant modes, or coherent structures, governing
the system behavior. As a MOR tool, POD has been mainly
applied to autonomous dynamic systems in time domain. In
that case, snapshots of the system states at discrete time points
are used to create coherent structures [13]. The application
of POD-based MOR in the frequency domain is quite sparse
[14]. It is based on the straightforward Fourier transformation
of the corresponding time-domain POD subspaces. The main
goal of this paper is to propose a concept of frequency response
coherent structures, anew class of subspaces for MOR obtained
in a systematic way from the sinusoidal steady-state frequency
responses.

This paper is organized as follows. Section II describes the
method of Galerkin projection for MOR of the linear time-in-
variant systems. A concept of frequency response coherent
structures is introduced in Section III. Case study experimental
results are given in Section IV and conclusions are presented
in Section V.

II. MOR BY GALERKIN SUBSPACE PROJECTION

The dynamics of linear microwave components and circuits
with m inputs and p outputs may be, after spatial discretiza-
tion or circuit-equation formulation [15], expressed as a time-in-
variant state-space system

dz(t
o di ) = — Gz(t) + Bu(t)
y(t) = LTa(t) (1
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where z:(t) € R" is a vector of internal system states at time
t, u(t) € R™ and y(t) € RP are vector-valued functions of
input and output signals, while C, G € R"*", B € R™*™ and
L € R™*P are given matrices. It should be emphasized that the
model description (1) may be also obtained by linearizitaion of
the equations governing the nonlinear microwave components
and circuits.

The state vector z(¢) in (1) belongs to an n-dimensional linear
space or system state space. Let us assume that z(¢) could be
approximated with sufficient accuracy in a lower dimensional
subspace

V = span{vy,vs,...,v4} )

where v; € R™, 1 < 4 < g are linearly independent subspace
basis vectors, and ¢ < n. The state vector z(¢) is approximated
in the subspace V by

wy(t) = Vag(t) 3)

where 2r(t) € R? are the coordinates of state vector approxi-
mation zy,(t) and

V= [vl Vo ... vq] € R™*1? 4)

is the basis matrix whose columns are the subspace basis
vectors.

The Galerkin projection onto the subspace V requires that
after substitution of z(¢) by its subspace approximation zy (%),
the residuals of the state-space equation in (1) are orthogonal to
the basis matrix V. The result is a reduced-order model

dzg(t)
T R _ _yT T
vVicov FTan VGV zr(t)+ V" Bu(t)
Cr Gr Bgr
y(t) = L'V xg(t) (5)
LE

having the same structure as (1), but with matrices Cr, Gr €
R1*%4, Br € R7*™ and Lr € R?7*P which are reduced in size.
In order to secure the full rank of V', the subspace basis is
commonly generated as orthonormal. It should be emphasized
that the reduced-order model (5) inherits important numerical
range properties of the original model formulation (1) by virtue
of the Galerkin projection symmetry. Namely, for G > 0, C >
0, and the full rank basis matrix V', the Galerkin projection guar-
antees Gr > 0 and Cr > 0, which is a sufficient condition for
passivity (and stability) of the reduced-order model [5].

III. FREQUENCY RESPONSE COHERENT STRUCTURES

The state-space system (1) can also be fully characterized in
the real frequency domain by the transfer characteristics

Y(jw) = L" (G + jwC)™" B 6)

where w is the angular frequency. The most important for MOR
is the system impulse response since it uniquely determines any
other input waveform. Notice that the transfer characteristics
Y (jw) € CP*™ actually represents the spectrum of the unit
impulse response. This spectrum is indirectly defined as

Y(jw) = LT X (jw) @)
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where the complex matrix X (jw) € C™*™ is the solution of
the steady-state frequency response problem

(G + jwC) X(jw) = B. )

Separating X (jw) into the real and imaginary part as
= P(w) +jQ(w) ©

it is obvious that an orthonormal projection basis containing the
columns of P(w) € R™*™ and Q(w) € R™ ™ will preserve
the spectrum Y (jw) in the reduced-order model formulation.
However, it should be emphasized that the state response for a
single input impulse excitation is [16]

X(jw)

x(t) = 2 /P(w) cos(wt)dw

™

2
:——/Q ) sin(wt)d,
T
0

In other words, the state impulse response can be determined
by the help of either P(w) or Q(w). Since P(w) also include
the static case w = 0, it is sufficient to look for the orthogonal
subspace basis matrix V' that contain only the columns of P(w),
ie.,

t>0. (10

P(w) € colspan (V) (11)
in the whole frequency range of interest.

The method of POD [12] provides a powerful and nearly op-
timal way to express the distributed function space P(w) by an
orthonormal subspace basis. For computational efficiency rea-
sons, POD is applied in practice to the finite set of the func-
tion space samples instead of the continuous space. To this end,
P(w) is represented by a data ensemble

P =[P(w1)P(ws) ... P(w,)] € R™*™" (12)

which is obtained by sampling P(w) at r selected frequen-
cies. Given the data ensemble P, POD aims at creating an
orthonormal subspace basis V that minimize the error estimate

ev = lIP(wr) = Polwi)® (13)
k=1

being the least square measure of the distance between the data
ensemble P and its approximation Py, in the subspace V. The
data ensemble P should be created to capture as much of the
transfer characteristic frequency dependence as is required to
represent it in the reduced-order model.

It should be emphasized that there are three different ways to
realize POD [17], which are: 1) Karlhunen—Lo¢ve decomposi-
tion (KLD); 2) principal component analysis (PCA); and 3) sin-
gular value decomposition (SVD). Due to simplicity and wide
availability, SVD has been adopted in this paper to evaluate the
POD subspaces from data ensemble P. The SVD-POD proce-
dure steams from the observation that the POD basis vectors are
also the leading eigenfunctions of the correlation matrix

R=PPT e R™*". (14)
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In practice, it is not necessary to evaluate the correlation matrix
R and its eigenfunctions. Instead, it is sufficient to subject the
data ensemble P to the economic SVD [18]

P=Uxw?” (15)

where Y is a diagonal matrix
Y= diag(al,ag,...7om,,) (16)
with singular values o1 > g9 > -+ > 0y > 0, while U €

R™"*™" and W € R™">™" are orthogonal matrices (UTU = I
and WTW = I, where I is the identity matrix). The subspace
basis of frequency response coherent structures is simply ob-
tained as

V=U(:1:9q) 17

i.e., taking the first ¢ (¢ < mr) columns of matrix U as the
subspace basis matrix V.

The two most important features of the resulting subspace
basis are optimality and controllability. Namely, the subspace
(17) provides the best g-dimensional approximation to the en-
semble P [19]. Moreover, the minimum value of ey over the
g-dimensional subspace is bounded as [20]

mr
ey > Z of

1=q+1

(18)

which may be employed as an estimate of the achievable accu-
racy in approximating a data ensemble P in the subspace of fre-
quency response coherent structures. Nevertheless, the fidelity
of the resulting reduced-order model still essentially depends
on the selection of the data ensemble P and its ability to cap-
ture dominant modes of the system behavior.

With a large variety of MOR techniques proposed in various
fields, it is worthwhile to point out here some differences and
links of the frequency response coherent structures to other pro-
jection subspaces. Notice that the complex matrix X (jw) in
(8) also defines zeroth-order moments of the system transfer
function in the real frequency domain. In that sense, the pro-
posed MOR technique may be interpreted as a trivial (zero-
moment) multipoint moment-matching method that employs a
POD-SVD orthogonalization procedure to create the nearly op-
timal subspace basis. The SVD has been used before in con-
nection with the POD-based MOR in the time domain [13] and
also, outside of the POD framework, to improve orthogonaliza-
tion of the block Krylov subspaces [21]. The current method
should also be distinguished from the frequency-domain POD
[14] that employs the complex data ensemble (obtained by the
Fourier transformation) and KLD-based eigenvalue analysis to
obtain the subspace basis. One of the benefits of the harmonic
frequency response framework is the possibility to apply the
economic SVD only to the real part of the impulse response
spectrum.

IV. CASE STUDY

As a practical example, the proposed MOR technique
is applied here to create and test reduced-order models for
the resistive and inductive behavior of an integrated planar
spiral transformer. The geometry and the detailed state-space
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Fig. 1. Two sequences of straight metal segments, i.e., a primary coil P1-G1
and secondary coil P2-G2, that from a two-port planar transformer over the
ground plane.

system of the integrated planar transformer are created by
the three-dimensional (3-D) simulator FastHenry [22], a
program for extraction of frequency-dependent inductances
and resistances among conductors of different shapes. The
conductors of complex shapes are represented in FastHenry as
a sequence of piecewise-straight segments connected together
at common nodes. Fig. 1 shows such a skeleton geometry for
the integrated planar transformer positioned over the ground
plane that is used in this case study. Three turns of 8-yum-wide
metal lines are used to create the primary and secondary coils
of the planar integrated transformer covering the total area of
200 x 200 pm?.

The program FastHenry employs an integral formulation of
the equations governing magnetoquasi-static coupling among
the metal filaments [22]. In order to account for the variations
of the current density, all metal line segments, including those
used to represent the ground plane, are partitioned along the
length and cross section. To this end, the metal lines of the
transformer in Fig. 1 has been partitioned into 2824 discrete
filaments. The system state variables are mesh currents where
the mesh is any independent closed loop of the filaments. The
system matrix is obtained by enforcing the Kirchhoff’s voltage
law to the meshes. The dimensions of the resulting state-space
system (1) for the integrated planar transformer in Fig. 1 are
m = 2,p = 2,and n = 2582. A quite convenient access
to the FastHenry internal data structures has been used to as-
semble system matrices C, GG, B, and L in (1) for the pur-
pose of MOR. The linear solvers for the frequency-response
analysis, as well as the economic SVD procedure required to
create the subspace of frequency response coherent structures,
are provided externally. The SVD-POD procedure is based on
r = 25 discrete frequency points with logarithmical distribu-
tion in the frequency range of 10°~10'* Hz. The resulting data
ensemble P has mr = 50 samples.

It should be emphasized that FastHenry is itself equipped
with the state-of-the-art MOR procedure. It belongs to the class
of moment-matching methods based on the orthogonal Krylov
subspaces generated via the Arnoldi process [23]. The resulting
Krylov subspace with ¢ basis vectors in principle ensures that
q — 1 moments of the reduced-order transfer function match
q — 1 moments of the original problem transfer function around
the selected single complex frequency. The MOR method im-
plemented in FastHenry provides the moment matching around
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Fig. 2. Frequency dependence for the real part of the planar transformer Z;;- and Z;>-parameters. (a) Frequency response coherent structures. (b) Krylov

subspace. (c) Frequency response coherent structures. (d) Krylov subspace.

frequency w = 0 and it is used here without modifications
for comparison. The choice w > 0 (or certain complex fre-
quency) might result in Krylov subspaces with better accuracy
at high frequencies. However, in the microwave problems in-
volving mutual inductances, the system matrix C is typically
dense. For an arbitrary selected complex frequency, the Krylov
subspace procedure would require LU factorization of the dense
matrix instead of just matrix-vector products used for the expan-
sion around w = 0 [11]. The reduced-order models generated by
FastHenry are exported in the form of SPICE compatible equiv-
alent circuits and verified by the general-purpose circuit simu-
lator WinSpice3.!

Fig. 2 shows the frequency dependence for the real parts of
the planar inductor Z71- and Z15-parameters obtained by Fast-
Henry, as well as by reduced-order models of different com-
plexity. The circle symbols in Fig. 2 denote the FastHenry re-
sults (denoted here as FH), but also the sampling frequencies
used for the generation of the frequency response coherent struc-
tures. Similarly, Fig. 3 shows a frequency dependence of the
primary coil inductance Li; (very similar results are also ob-
tained for the secondary coil) and the mutual inductance L2
obtained by FastHenry and by the reduced-order models of dif-

"'WinSpice3, 2002. [Online]. Available: http:/winspice.co.uk

ferent complexity. Notice that, for clarity, only the results in the
range of 1031011 Hz, where significant deviations of the re-
duced models occurs, are shown in Figs. 2 and 3.

The principle difficulty in the reduced-order modeling of
planar transformers (and inductors) is to accurately represent
the energy dissipation at high frequencies. In the detailed
simulation by FastHenry, these losses are physically attributed
to ohmic and eddy currents in metal lines having nonzero
resistivity, as well as eddy currents in the underlying substrate.
The current crowding in the conductors due to the skin and
proximity effects makes the planar transformer losses highly
frequency dependent. The effects of the various transformer
losses are best visible in the real values of its Z-parameters. No-
tice from Fig. 2(a) and (c) that reduced-order models obtained
using frequency response coherent structures are converging
quite fast toward the FastHenry results with the increase of
the subspace size. On the other hand, Fig. 2(b) and (d) again
demonstrates the well-known problem of reduced-order models
based on moment matching around single complex frequency
point (including classical Krylov subspace projection) to cap-
ture current crowding effects at microwave frequencies [11].
Namely, these methods in principle tend to capture moments
near expansion frequency w = 0. Very similar results are also
obtained for the real part of the planar transformer’s Zss-pa-
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Frequency dependence for the primary coil inductance L;; and mutual inductance L5 of the planar transformer. (a) Frequency response coherent

structures. (b) Krylov subspace. (c) Frequency response coherent structures. (d) Krylov subspace.

rameter. Generally, the self-inductance and mutual inductance
of the planar transformers are less sensitive to the current
crowding effects, and reduced-order models typically capture
frequency dependence of the inductances with much smaller
relative error then the corresponding resistive components.
Nevertheless, it is again possible to observe monotonous and
quite fast convergence of the reduced-order models based on
the frequency response coherent structures.

V. CONCLUSIONS

A practical approach to the creation of effective subspaces
for stable and accurate MOR in the wide frequency range has
been presented. It has been introduced in the framework of the
Galerkin subspace projection. The projection subspaces are cre-
ated by an SVD-based POD procedure in the from of frequency
response coherent structures.

The proposed MOR approach is very simple to implement. It
requires only a set of state vector phasors from the sinusoidal
steady-state frequency response and the standard linear algebra
economic SVD procedure. The computational cost of a single

frequency sweep is certainly higher than the cost to generate
Krylov subspaces (that involves only matrix-vector products).
However, it is still significantly smaller then the cost of bal-
anced truncation methods. Using an advanced preconditioned
iterative method for the solution of the detailed model equa-
tions, the cost of the frequency sweep could be only linearly
proportional to the problem size n. The selection of the test real
frequency points is the one-dimensional problem and is more
straightforward in comparison to the two-dimensional selection
of the multiple expansion complex frequency in the Krylov sub-
space methods. However, the optimal distribution of the sam-
pling frequency points is left as an open problem for further re-
search. It has been practically demonstrated that the frequency
response coherent structures provide faster convergence then the
standard Krylov subspace methods with single expansion com-
plex frequency.

REFERENCES

[1] C.D. Villemagne and R. E. Skelton, “Model reduction using a projection
formulation,” Int. J. Control, vol. 46, no. 6, pp. 2141-2169, 1987.



MIJALKOVIC: USING FREQUENCY RESPONSE COHERENT STRUCTURES FOR MOR IN MICROWAVE APPLICATIONS 2297

(2]

31
[4]

(3]

(6]

(71

(8]

(91

[10]

[11]

[12]

[13]

[14]

[15]

[16]

J. M. Wang, C.-C. Chu, Q. Yu, and E. S. Kuh, “On projection-based al-
gorithms for model-order reduction of interconnects,” IEEE Trans. Cir-
cuits Syst. I, vol. 49, pp. 1563-1585, Nov. 2002.

D. K. Cheng and C.-H. Liang, “Thinning technique for moment-method
solutions,” Proc. IEEE, vol. 71, pp. 265-266, Feb. 1983.

P. Feldmann and R. W. Freund, “Efficient linear circuit analysis by Padé
approximation via Lanczos process,” IEEE Trans. Computer-Aided De-
sign, vol. 14, pp. 639—-649, May 1995.

R. W. Freund, “Krylov-subspace methods for reduced-order modeling
in circuit simulation,” J. Comput. Appl. Math., vol. 123, pp. 395-421,
2000.

P. K. Gunupudi and M. S. Nakhla, “Nonlinear circuit-reduction of
high-speed interconnect networks using congruent transformation
techniques,” IEEE Trans. Adv. Packag., vol. 24, pp. 317-325, Aug.
2001.

Z. Bai, “Krylov subspace techniques for reduced-order modeling of
large-scale dynamical systems,” Appl. Numer. Math., vol. 43, pp. 9—44,
2002.

B. C. Moore, “Principle component analysis in linear systems: Con-
trollability, observability, and model reduction,” IEEE Trans. Automat.
Contr., vol. AC-26, pp. 17-32, Feb. 1981.

L. Fortuna, G. Nunnari, and A. Gallo, Model Order Reduction Tech-
niques with Application in Electrical Engineering. London, U.K.:
Springer-Verlag, 1992.

J. R. Phillips, L. Daniel, and L. M. Silveira, “Guaranteed passive bal-
ancing transformations for model order reduction,” IEEE Trans. Com-
puter-Aided Design, vol. 22, pp. 1027-1041, Aug. 2003.

M. Kamon and J. White, “Generating nearly optimally compact models
from Krylov-subspace based reduced-order models,” IEEE Trans. Cir-
cuits Syst. II, vol. 47, pp. 239-248, Apr. 2000.

P. Holmes, J. Lumley, and G. Berkouz, Turbulence, Coherent Structures,
Dynamic Systems and Symmetry. Cambridge, U.K.: Cambridge Univ.
Press, 1996.

E. S. Hung and S. D. Senturia, “Generating efficient dynamical models
for microelectromechanical systems from a few finite-element simula-
tion runs,” J. Microelectromech. Syst., vol. 8, pp. 280-289, Sept. 1999.
T. Kim, “Frequency-domain Karhunen-Loeve method and its applica-
tion to linear dynamic systems,” AIAA J., vol. 36, no. 11, pp. 2117-2123,
Nov. 1998.

J. Vlach and K. Singhal, Computer Methods for Circuit Analysis and
Design, 2nd ed. New York: Van Nostrand, 1993.

G. Fodor, Laplace Transformations in Engineering. Budapest, Hun-
gary: Akademiai Kiado, 1965.

[17] Y. C. Liang, H. P. Lee, S. P. Lim, W. Z. Lin, and K. H. Lee, “Proper or-
thogonal decomposition and its applications—Part I: Theory,” J. Sound
Vib., vol. 252, no. 3, pp. 527-544, 2002.

[18] G. H. Golub and C. F. V. Loan, Matrix Computations. Baltimore, MD:
The Johns Hopkins Univ. Press, 1996.

[19] A. Duer, “On the optimality of the discrete Karhunen—Loeve expan-
sion,” SIAM J. Control Optim., vol. 36, no. 6, pp. 1937-1939, Nov. 1998.

[20] J. W. Demmel, Applied Numerical Linear Algebra. Philadelphia, PA:
SIAM, 1997.

[21] L. Knockaert and D. D. Zutter, “Passive reduced order multiport mod-
eling: The Padé-Laguerre, Krylov—Arnoldi-SVD connection,” Int. J.
Electron. Commun., vol. 8, no. 3, pp. 280-289, Sept. 1999.

[22] M. Kamon, M. J. Tsuk, and J. K. White, “FastHenry: A multipole-ac-
celerated 3-D inductance extraction program,” IEEE Trans. Microwave
Theory Tech., vol. 42, pp. 1750-1758, Sept. 1994.

[23] L. M. Silveira, M. Kamon, and J. White, “Efficient reduced-order
modeling of frequency-dependent coupling inductances associated with
3-D interconnect structures,” IEEE Trans. Comp., Packag., Manufact.
Technol. B, vol. 19, pp. 283-288, May 1996.

Slobodan Mijalkovi¢ (S’86-M’88-SM’01) re-
ceived the M.Sc., M.Ph., and Ph.D. degrees in
electronics engineering from the University of
Ni§, Ni§, Yugoslavia, in 1982, 1989, and 1991,
respectively.

From 1983 to 1998, he has been with the
Faculty of Electronics Engineering, University of
Ni§, as a Teaching Assistant, Assistant Professor,
and Associate Professor with the Department of
Microelectronics. In 1995 and 1996, he was a Guest
Researcher with the German National Center for
Information Technology (GMD). Since 1998, he has been a Senior Researcher
with the Delft Institute of Microelectronics and Submicron Technology,
Delft University of Technology, Delft, The Netherlands. He has authored or
coauthored over 70 scientific papers and the monograph Multigrid Methods
for Process Simulation (Berlin, Germany: Spinger-Verlag, 1993). His research
interest is efficient simulation techniques for semiconductor processes and
devices, development of technology computer-aided design (TCAD) simulation
tools, model reduction techniques, and compact transistor modeling.




