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Abstract

After presenting the history, the evolution and tatent of innovation surveys, we discuss the
characteristics of the data they contain and thallexige they pose to the analyst and the
econometrician. We document the two uses that beea made of these data: the construction
of scoreboards for monitoring innovation and thkatarly analysis of various issue related to
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determinants, the effects, the complementaritied, tae dynamics of innovation. We conclude

by suggesting ways to improve the data collectimh their econometric analysis.
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1 Introduction

The traditional measures of innovation are R&D exprires and patents. Following the
recommendations of the Frascati Manual (OECD, 20R&D expenditures have been regularly
collected, usually on an annual basis, in R&D sysv&nce the 1950s in many countries. Patent
data stretch much further back in time, to thd' T@ntury, the development of intellectual
property rights and the institution of national gudt offices, and they are nowadays easily
available electronically. However, R&D measuresyoah input in the innovation process,
although it is a major one, and patents only camapvations that are sufficiently new and
deemed worth to be patented by the patent applieauck that may never be introduced on the
market. A third source of innovation indicators ttheas become widely used are those from
innovation surveys. They provide qualitative anémfitative data on innovation activities and
on the successful introduction of different typefs imnovation on the market. They are
extensively taken into consideration by statistisiaand policy observers to benchmark and
monitor innovation performance, as well as by eooists and econometricians to explore and
analyze the determinants and the effects of inmmvaind a variety of other related topics. In
this paper we describe the innovation surveys, esdew how useful they may be for
constructing indicators and scoreboards to infonmovation policy, and also, and this is our
main focus here, for making progress in econometnalyses of innovation; and finally we
make a few general suggestions on what could be donmprove these surveys and their

usefulness in the future.

The first such surveys were conducted in the 195®@sitain by Carter and Williams (1958) for

the Science and Industry Committee of the Britigsd@ciation for the Advancement of Science,
in the 1960s in the United States by Arthur D.lejtE. Mansfield and S. Myers for the National
Science Foundation, in the 1970s at the SciencePalidy Research Unit (SPRU) in Brighton

under the impulse of Keith Pavitt (Pavitt, 1984,bBon et al., 1988) and in the 1980s at the
German Ifo Institute for Economic Research at thmvérsity of Munich. Pilot projects were

then conducted in a certain number of countriesnata Canada, France, Germany, Italy,
Luxembourg, the Netherlands, Norway, Sweden, Urygum the United States. Through a joint
effort by the OECD and Eurostat these innovatiawesgs were formalized and standardized in
the Oslo Manual, the first version of which appeéaire 1992 and subsequent revisions in 1996



and 2005. The Oslo Manual (OECD, 1992, 1996, 2@@%i)nes what is meant by an innovation,
the different ways in which an enterprise can iratey ways of quantitatively measuring
innovation on the input and on the output sidejousr degrees of novelty of innovation, and
various questions regarding the sources, the seffebie obstacles and the modalities of

innovation?

Today a large majority of countries throughout Wald conduct innovation surveys. In Europe
they are known as the Community Innovation Surv@yES) and are conducted at regular
intervals. Up to the third revision of the Oslo Miah they were conducted every four years, i.e.
in 1993, 1997, 2001, and 2005 for respectively CI@990-1992), CIS 2 (1994-1996), CIS 3
(1998-2000) and CIS 4 (2002-2004). From 2007 oey tre run at two-year intervals and are
named by the last year that they cover (e.g. CI620@ CIS2008j.The surveys still cover a
three year time span. CIS1 was generally restrictechanufacturing enterprises, from CIS2
onwards surveys have been extended to serviceziabmairveys have been conducted for
specific industries: for example, in the Netherlarfdrm level data were collected by the
Agricultural Economics Research Institute (see Bred, van Meijl and Wolters, 2002),
Statistics Canada organized a unique innovatiowesufor the construction industry(see
Anderson, 2003) and included the natural resouecéos in its 1999 Survey of Innovation (see
Schaan, 2003). In 2001 a Latin American complenterthe Oslo Manual was published, the
Bogota Manual, a complement to the Oslo Manual withre emphasis on absorption capacity,
technological capabilities, and innovation effofdaramillo et al, 2001). The CIS surveys are
now conducted in all EU member states, sometimen av a regional level. Innovation surveys
exist under different acronyms in many other OE@Dntries, but also in emerging economies,

transition countries and developing countries. By &rge the surveys have the same structure

! For a history of the innovation surveys see Mydadk al. (2004), Debresson (1996, pp. 8-10), Anatjilet al.
(1994), and Godin (2002).

% In Germany, the Federal Ministry for Education &ebsearch has commissioned yearly innovation sarsiege
1993, which are an integral part of the CIS survagsdated by the European Union. The Dutch CeBuredau of
Statistics has run biannual surveys since 199%tifggavith CIS2.5).

% Statistics Canada, 1999 Survey of Innovation, Atea Technologies and Practices in the Construetioh
Related Industries.



and the same questions regarding innovation, larethre some differences across countries -
even in the CIS - regarding the content, formutatiad ordering of the questiohs.

These survey data should be distinguished from rothere specific surveys that are
complementary but different from the innovationv@ys, such as the Statistics Canada Survey
on the Commercialization of Innovation, 2007 angeed Surveys of Advanced Technologies
in Manufacturing, the French surveys on organizaticchanges and on intellectual property
rights, the Yale Survey on Industrial Researchedelopment and Carnegie Mellon University
R&D Survey in the United States. Those surveysateébased on the Oslo Manual and focus on
particular aspects of innovation. Other surveyghsas the Spanish annual “Encuesta Sobre
Estrategias Empresariales” (ESEE), which existsesit990, the Spanish DIRNOVA database
provided by the Valencian Institute of Medium amdel Enterprises, the Italian “Indagine sulle
Imprese Manufatturiere” from the Mediocredito Ceaidr the World Bank administered
Investment Climate Survey, or the Chinese Nati@akau of Statistics annual survey on large
and medium size enterprises, contain some questiorsuntered in the innovation surveys but
also information on many other variables. Maybe dlosest relative of the innovation surveys
are the literature-based counts of innovation fileeone commissioned in 1982 by the US Small

Business Administration.

We confine ourselves here to a presentation ofrthevation surveys that follows the general
guidelines of the Oslo Manual, and to a review cdremetric studies that use the data from
these surveys, excluding those that are basedsxely on R&D data, patents, literature based
indicators, bibliometric and other innovation inatiors from other types of more specific
surveys. From now on when we shall refer to innovasurveys we shall mean the majority of
surveys based on the Oslo Manual recommendatiodsemtly inspired by them. These surveys
are certainly among the most exploited statiststa/eys by economists in the many countries

where they are regularly performed and made widelgilable through various types of

* Besides the 27 EU countries, they are Canada, &igr@witzerland, Russia, Turkey, Australia, New|Zed,
Argentina, Brazil, Chile, Colombia, Mexico, Peruuduay, Venezuela, South Korea, Taiwan, Singapdetaysia,
Thailand, Japan, China, Vietham, Indonesia, Sodittté\and Tunisia. India and the majority of the/@ican
countries of NEPAD (The New Partnership for Afridaavelopment) are presently launching their inniovat
surveys.

® For a history of innovation surveys in Latin Anterj see Crespi and Peirano (2007).



confidentiality agreemenfs.lt is impossible in the large and burgeoning étare taking
advantage of the innovation survey data to dogastd all the existing studies. Our purpose is
thus not to try to cover the whole literature hutliustrate the use that can be made of these data
to deepen our understanding of innovation, anduggest improvements in the data collection
and analysis. Inevitably we will mention only a yesmall fraction of the literature to illustrate
some of the points that we want to bring to theleg’a attention. If we tend to refer to our own
papers more often than to others, it is not becawse consider them better or more
representative, but simply because we know thern Basilarly, if we mostly cite studies based
on the European innovation surveys CIS, it is naly decause they have given rise to an
especially great number of studies, but also becausown experience is largely based on using

them!

In the following sections, we shall first presehe tgeneral structure and contents of the
innovation surveys and comment on the charactesisii the data they provide (section 2 and 3).
We shall then consider briefly their direct use fanstructing innovation indicators and
scoreboards, which igle facto their main purpose (section 4). We shall next s
econometric studies which take advantage of thevation data. We shall review those more at
length, but still without going into details, disgiuishing among them three broad, often
overlapping, categories: studies on the determsnaftinnovation, studies on the effects of
innovation, and studies on specific topics, suclmasly complementarities and persistence in
innovation (sections, 5, 6 and 7). Before conclgdire shall also make a few remarks on how to
make progress both on the design and implementefitime innovation surveys themselves, and

on their appropriate and relevant use for the mepmd econometric analysis (section 8).

®Some of the possible ways of accessing micro daifasi respect of the confidentiality agreementstzeen-site
access at the statistical office, the exclusiveateraccess in a secure environment, the establighwhea secrecy
committee, and the access only to micro aggregidtal

" For a previous survey of the literature using iration survey data, the reader is referred to Aeliadd Bordoy
(2005). For a review of studies using innovatiorveys in developing countries, see Bogliacino £(2009).



2 Structure and content of innovation surveys

The Oslo Manual started and evolved out of a cant@rcomplement patents and bibliometric
indicators and R&D surveys and to directly chamege firms’ innovation process. It thus
basically provides:

- a) indicators of innovation output, such as th&oduction of new products and processes,
organizational changes and marketing innovatidms,percentage of sales due to products new
to the firm or new to the market, and the sharprotiucts at various stages of the product life-
cycle;

- b) a wider range of innovation expenditures diviaes than R&D expenditures, such as the
acquisition of patents and licenses, product desmgmsonnel training, trial production, and
market analysis;

- ¢) information about the way innovation proceesisch as the sources of knowledge, the
reasons for innovating, the perceived obstaclaartovation, the perceived strength of various

appropriability mechanisms, and the partners adaesh cooperation.

The innovation surveys assemble data on innovatwdsnon-innovators, where “innovators” are
defined as enterprises that over a given peridihw, most generally the last three years, have
introduced a new product or a new process, or haleast tried to or are still in the process of
doing so, where “new” is defined as substantiaitypioved or completely new, and “new
product” can be new only to the firm or also nevitte market. In these surveys, firms are asked
to give information about the inputs, the outputsd a&he behavioral and organizational

dimensions of their innovative activities.

Table 1 gives an overview of the typical list ofegtions based on the Oslo Manual guidelines,
as implemented in the series of Community Innovasiorveys (CIS). Many of these questions
have been modified or introduced, or have disagekar the various waves of the CIS (CIS1,
CIS2, CIS3, CIS 4, CIS2006 and CIS2008). “Old” dims considered as less relevant or
informative make space for new questions. For exanquestions on the relative importance
and effectiveness of different appropriation medtas, initially borrowed from the Yale

survey, were progressively abandoned after CISH&reas questions regarding environmental
innovations have recently made their appearancayhaestions in the CIS are also not fully



harmonized across European countiigghile the core CIS questionnaire is nearly the esém
all countries, almost every country has its own utiadties, be it additional questions,
differences in the sequence of the questions oresdrat different formulations of the same

questions.

INSERT TABLE 1 ABOUT HERE

The typical innovation survey asks first some geheuestions regarding the responding
enterprise (category 1), then some questions terdahe whether the enterprise was in some
way an innovator (category Il). If at least one gfign of category Il is answered positively, then
the respondent has to fill out the rest of the tjaesaire to give some detail regarding the
innovation, regrouped into categorical (Ill), di¢timous (IV), or continuous (V) data. The

guestionnaire ends with a number of questionsavaty respondent needs to answer (VI).

Since its 2005 revision, the Oslo Manual distingas four types of innovations: product
innovations (new goods or services or significampriovements of existing ones), process
innovations (changes in production or delivery roes), organizational innovations (changes in
business practices, in workplace organizationsdhé firm’s external relations) and marketing

innovations (changes in product design, packagilagement, promotion or pricing).

The Oslo Manual opted for the subject approach, foe collecting data at the firm level,

including all its innovation outputs and activitiekhis implies that we do not have data about
particular innovation projects. The object approashcontrast would make the individual

innovation the unit of analysis, as is the case lfi@rature-based innovation counts. One
important advantage of the subject approach isth@innovation surveys collect comprehensive
data at the decision making level of the firm, whis also the level of available accounting and
financial data that can be merged with the innavatlata for richer analyses and that can be

easily related with industry statistics and natlcexecounts. It also naturally covers innovators

8 They are even less harmonized if we considerrtheviation surveys done in countries outside thejgean
Community.

° For more details about the differences in the @anof the CIS questionnaire over time, see Aruadel Bordoy
(2005).
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and non-innovators, generators and users of infmyvaln spite of its difficulties, the subject
approach is on the whole less demanding than thectlapproach, which raises specific
difficulties to identify, compare and assess indiial innovations. The drawback with the
subject approach is that it takes as a whole allitimovation projects of a firm, some being
highly successful, some less and others not afaklyses at the individual innovation project
level, whenever possible, can be of course extrgmstructive and useful to complement and

enlighten analyses performed at the overall leV/élhms.

3 Characteristics of innovation survey data

Most of the data collected in innovation surveys qualitative, subjective and censored. They
are taken from stratified samples (where the staa¢agenerally defined in terms of size and
industry, and sometimes regions). They come in wafecross-sectional data, where the same
firms are not necessarily sampled wave after wdd@eover there are significant differences
between waves over time and between countriesennfovation surveys regarding content of
the questionnaire, response rates, and samplinghése features of the data create specific
difficulties and require particularly careful haimgj for the construction of indicators and the
implementation of econometric analyses, and far v@per interpretation and use. We consider

them here in turn indicating briefly how they candealt with as satisfactorily as possible.

Qualitative variables:As shown in Table 1, most of the data from the Vation surveys are
gualitative, i.e. discrete: dichotomous (binaryideyed categorical (such as the importance of
obstacles on a five-point Likert scale) or unordemategorical (e.g. different sources of
information for innovation). Qualitative data ass$ informative than quantitative data but less
affected by measurement errors (for example, whedheeshare of sales due to new products is
15 or 20 per cent, whether the relevant enterpgasan innovator). Appropriate econometric
techniques have been developed to handle theses kihalata: binomial, multinomial and
ordered logit and probit models, which are descriipemajor econometric textbooks. Parametric
estimation of categorically ordered (including dtbmous) variables hinges on the
distributional assumption of a latent variable, véas semi-parametric models are more flexible,

but often much harder to identify.

11



Censored variables and selectivity issugsiumber of variables are censored (i.e. collectag

for a subset of the firms in the overall sampld)o3e are, for instance, the variables related to
innovation expenditures and innovation output. Ofilynovating” firms as defined in the
guestions of category (II) of the innovation sunapyestionnaire (in Table 1 above), have to
answer the questions in categories Il to V. In aber of cases, the value for the censored
variable can safely be put equal to zero, suclh@share of sales due to new products. In other
cases, however, it has no meaning when censogedhe.nature of partners for non cooperating
firms. The censoring should be corrected for tadpotential selection biases. This can be done
using sample selection models comprising a regradsir the censored variable together with a
selection equation. When implementing such a metii@thould be clear from the questionnaire
in Table 1 that we have little information regaglinon-innovating firms and hence, in the
absence of additional information about these fiohtained by merging the innovation survey
data with other firm data, we do not have not muagm to discriminate between innovators and
non-innovators and to correct adequately for pcdaeaélectivity biases.

Subjective dataMany of the variables, qualitative and quantitatas well, are of a subjective
nature, being largely based on the personal agir@ciand judgment of the respondents.One of
the most interesting variables and that is relgtiveell known, the share in total sales due to
new products, has, for example, values that ter twunded (10%, 15%, 20%, ...), attesting to
its subjective nature and suggesting that perhapsheuld treat it as a categorical variable and
not make too much out of its continuous variatiohat exactly is defined as a new or
improved product is not always clear anyway, calyanot to the respondents. There are some
examples given in the Oslo Manual, which are théwesemore or less debatable and are not
always reproduced in the questionnaif€$he distinction between “new to the firm” and “new
to the market” is also subject to a great dealubjective judgment. To give a correct answer to
this question presupposes a very good knowledga@t market.

Quality of variables and errors in variable§he quality of subjective answers to questions

posed in innovation surveys can be very differeagethding on the judgment and knowledge of

9 For example, the Oslo Manual defines the intradnodf a new season’s anorak as not innovativiesife is no
change in the quality of the clothing but only age in fashion design, and yet not providing &tedt style of
anorak will make the enterprise less competitive.

12



the respondents. Even when the answers are baggglylan accounting or internal report
information, firms generally do not keep this infation in a form that enables them to giv
precise answers. The quality of the data is thusessarily uneven and random errors of
classification and measurement in qualitative aoedntjtative variables are inevitable. In the
case of innovation surveys, experience has shoatrthle share of sales due to new products can
be relatively accurate, even though it is oftemad to the nearest 5%. The reason is that most
firms do actually track their sales by type of prot] so that they can recover this information
when asked, at least conditional on a correct iesson of their products as “new or
substantially improved”, as explained in the innewa survey questionnaire. In contrast, the
innovation expenditure variable, which is anotheeliesting quantitative variable that extends
the notion of R&D spending (as defined in the Fasisklanual), is often of rather low quality or
not even answered, at least until recently. Innomaexpenditures are intended by the Oslo
Manual to be the sum of R&D spending plus workarining, capital expenditures, marketing
and engineering expense that is associated withprewesses and products. Except for R&D
spending, which many firms are used to reportings¢ expenditures are often not separately
tracked from those related to older products amtgsses, making reporting difficult. Another
potentially interesting quantitative variable, whicould be the counterpart of the share of sales
due to new products, is the relative reduction radpction costs due to process innovation.
However, this variable has not been consideredha €IS innovation surveys, except in
Germany, since a question asking innovating firongrovide such a measure is deemed as being

too difficult to answer with sufficient reliability

Cross-sectional data and endogeneity issigasically innovation survey data are of a cross-
sectional nature, and it is always problematicahddress econometric endogeneity issues and
make statements about directions of causality entiss-sectional data. Many of the variables in
the innovation surveys concern strategic decisafribe enterprise: doing R&D and innovating,
applying for financial support and intellectual pesty protection, cooperating in innovation.
These decisions are largely determined simultareausl are jointly dependent on third factors,
which we do not know or do not observe and for Wwhige have very few exogenous or
environmental variables that can serve as relegadtvalid instruments. A proper analysis of

causality with innovation survey data would req@teictural modeling in a dynamic setting and

13



hence the availability of panel data. It is, howewery difficult to construct panel data samples
by merging consecutive innovation surveys becdusg are performed every four years in most
countries and every two years in only a few of thamd since moreover they are based on a
stratified sampling design and have low responsesran the countries where they are not
mandatory: It is also the case that the innovation survefert® a three-year period for most of
the qualitative variables, and to the last yeathatt period for the quantitative variables. For
instance, an enterprise may declare that they imineeluced a new product on the market in the
last three years, but its success and performandeing so, as measured by the percentage of
total sales attributed to the products introducethe last three years, is assessed in the last yea
of that time-span. Most of the natural candidate®x@planatory variables for such innovation
performance in an econometric model, such as fige and R&D intensity, are also only
available in this last year. When a panel, eveshdrt, can be constructed and lagged variables
can be introduced as explanatory variables, thgs tafer to a four-year or a two-year period
depending on the frequency of the surviys.

4 Indicators and scoreboards

The main purpose of innovation surveys and theimgadeason why they are performed
regularly in an increasing number of countriesaainly to inform the research and innovation
policies of these countries by helping them to bemark and monitor their innovation
performance on the basis of appropriate indicaagsscoreboards. It is not primarily to provide
data for econometric analyses of innovation anetéeb understanding of its process, and thus
also contribute, but indirectly and progressivelig improved evidence-based policy
recommendations. Policy makers want to be abletopare simply and rapidly their country’s
relative performance on a certain number of indigidndicators like R&D, success in product
innovations, importance of collaborations, etc. duwmtry may fare comparatively well in
comparison to others in its R&D expenditures incpatage of GDP but come up with a lower

share of new products. This may suggest that tbisntty has special difficulties to be

' An extreme example is that of Germany where thevation survey is performed every year but is not
mandatory. For CIS2008 the response rate in Germasy37% (Aschoff et al., 2009).

2\When the surveys are bi-annual and refer to @#pear period to define the share of sales duewoproducts,
there is a one-year overlap between these two catige measures, with the consequence that théspmrse of
innovation may be overestimated in the absencemfogriate corrections.

14



considered in converting its investment in R&D is@les of innovative products. Or if many
enterprises in a country receive a significant goveent support for R&D and innovation and
yet few of them innovate in new products with aealdle share of sales, then at least a
reconsideration of the effectiveness of such measfr support is called for. A simple
confrontation of some descriptive statistics drdvam the innovation surveys can thus help in
identifying situations calling for some type of gl evaluation and intervention. Of course, as
policy makers are well aware of, proximate causey mot reveal fundamental causes and

knowing causes is one step, albeit a crucial anBndling and implementing solutions.

Individual innovation indicators can also be mang aot easy to grasp as a whole. To reduce
their number they are often aggregated to constragtposite innovation indexes such as the
ones of the European Innovation Scoreboard (EI#)eGlobal Summary Innovation Index (see
Sajeva et al., 2005 and Arundel and Hollanders8280For instance, the EIS 2006 has included
as an indicator of knowledge creation the percentdgnterprises receiving government support
for innovation, as indicators of entrepreneurshie percentage of SMEs with innovative
activities, the percentage of them cooperating withers and the ratio of innovation
expenditures over total sales, and as indicatonsnaivation output the percentage of SMEs with
organizational innovation and the share in totahauwer of new-to-firm or new-to-market

products. All these variables were sourced frominthevation surveys.

Innovation scoreboards have been used for instapdbe directorates of the European Union
Commission to check whether there is an innovag@am between the European Union (EU) and
some other parts of the world, a convergence iovation between old and new EU member
states, and an improvement in the overall Europeaovation performance as promoted by the
Lisbon strategy. The Global Summary Innovation @805 showed for instance that the EU
with a composite index value of 0.5 was laggingiheétihe average innovation performance of
countries like Singapore, Israel, the Republic afréd, Canada, Japan and the United States.
Comparing that same composite index over time tevd®t there has been a process of

convergence in innovation performance since the&daing of the Lisbon agenda, with old

13 See also the set of innovation indicators prodiumethe Deutsche Institut fur WirtschaftsforschiBdw, von
Hirschhausen and Schmidt-Ehmcke 2009).
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member states like France and Germany showing lenden their index and many of the new
member states improving their performance whilecldag-up. The gap in innovation
performance of the EU could be due to various causdack of innovation activities, failure to
transform innovation inputs into innovation outputsr simply variations in industrial
composition (because innovation intensities varpsg sectors). Further descriptive analysis can
help to assess the relative importance of suchaeatibns.

Aggregating various individual indicators into alghl composite innovation indicator, as part of
a scoreboard can be instructive, but it is alsbllzigebatable, especially when used, explicitly or
implicitly, to rank country overall innovation perinance. The inclusion or exclusion of
particular innovation indicators and the choicestld specific weights attributed to those
included may be viewed as more or less arbitrawng rise sometimes to delicate, and possibly
controversial, arbitrage between different optiokstually the choice of indicators entering the
construction of a composite index is largely degaran the availability of data. The EIS 2002
was based on 17 indicators, the EIS 2006 on 2@amalis. At each new wave of CIS additional
guestions are asked to include new dimensions mdviation (like questions on knowledge
management in CIS3 or marketing innovations in GISbme components might be highly
correlated giving undue weight to certain dimensjoalthough this can be dealt with using
principal component analysis. The interaction amomicators, precisely the idea behind the
notion of complementarity or optimal policy mix (ahich we shall return), is often ignored. It is
even more difficult to aggregate qualitative datdeas there is an underlying latent variable
model or a constructed latent variable from a faap principal component analysis (see
Hollenstein, 1996). Moreover, it is heroic to makdernational comparisons when the
guestionnaires differ in their content, the ordiethe questions and their formulations, and when
the sampling of respondents differs across coumttie countries with non mandatory surveys,
there may be an endogenous selection of respontifettitsave a tendency to respond in a certain

way*

1 For a recent assessment of some of the strengthe@aknesses of the EIS, see Schibany and StréR0@s).
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5 Determinants of innovation

The innovation surveys have also been used toifgehe determinants of innovation or certain
of its modalities, the effects of innovation, theeirrelationships between various innovation
indicators and some dynamic elements of innovafidre exact definition of innovation may

vary across studies. The Oslo Manual (OECD, 200&)nguishes four types of innovations:

product innovations (new goods or services or fgant improvements in existing ones),

process innovations (changes in production or dgfivmethods), organizational innovations
(changes in business practices, in workplace orgéions or in the firm’s external relations) and
marketing innovations (changes in product desigekaging, placement, promotion or pricing).
An innovative firm can be defined as one that hactessfully introduced one of these types of
innovations in the period under consideration,ibabuld also be enlarged to firms that had not
yet introduced the innovation, but had unsuccelgstiiéd to innovate or were still in the process
of implementing the innovation. Product innovatidvas/e moreover been distinguished by their
degree of novelty (new to the firm, region-firspuatry-first, or world-first). As an alternative,

being innovative could be measured on the inpwg byl the fact of having pursued innovation
activities, such as R&D, acquisition of externalowhedge, training for new products and

processes and their introduction on the market.

Some researchers have tried to explain why a fsnmmovative or not, i.e. by explaining a
dichotomous measure of innovation (pertaining tpaaticular type of innovation output or
innovation activity, or to the occurrence of anytlkém). Others have gone one step further and
investigated the factors that explain the intensftinnovation, i.e. the number of innovations or
the share of total sales due to new products, wtaehd be considered as the weighted sum of
innovations, with weights equal to the share ialteales accounted for by the respective product
or service innovations. In a way, the share of wative sales amounts to weighing each
innovation by its degree of success in total tuemoWhe innovation count or weighted sum of
innovations has sometimes been restricted to pateptoducts. A continuous measure of
innovation activities would be the R&D expendityrew more generally the innovation

expenditures, often expressed in percentages chlbgales.
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The list of explanatory variables introduced degetala large extent on the variables that are
included in the innovation surveys because mogtiestudo not have access to other data that
could be merged with the innovation surveys. Thelper of variables that can be included in
the explanation of the propensity to innovate ig/\venited. All we know about non-innovators
is their turnover, export and number of employ@esevels and growth rates, the main industry
they belong to, and their potential affiliation dogroup (see Table 1). Additional variables are
available to explain the intensity of innovatiomddional on innovating, but the correction for
possible selection bias must rely on the few véemlavailable to explain the propensity to
innovate. Nevertheless the innovation survey dateehallowed revisiting the Schumpeter
hypotheses of size and monopoly power, the demalidversus technology push debate, the
influence of foreign ownership, and the importan€dR&D efforts to explain innovation in its

various dimension&,

A common finding is that size explains the propgng innovate, but does not affect or then
decrease the share in total sales due to new goweg@ products. In other words, large firms are
more likely to innovate, but their innovation outfincreases less then proportionately with total
sales. Few countries (France is an exception) decian their questionnaire explicit questions
regarding the demand pull and technology push Ingssets, respectively attributed to

Schmookler and Schumpeter. Generally technologagortunity is captured by industry

dummies. In the absence of direct measures, prdx@® been constructed for these two
variables using the objective of increasing or ramng the market share as a proxy for
demand pull and the importance of universities godernment labs as sources of information
for innovation as a proxy for technology push. Bstiow up with a positive marginal effect but

demand pull is more often significant than techgglpush (see for example Arvanitis, 2008).
The evidence regarding a Schumpeterian effect eéeddo monopoly power is mixed. Crépon,
Duguet and Kabla (1996) find no significant advgetalue to market power. Blundell et al.

(1999) using innovation count data for the UK (frtime SPRU innovation surveys) find that the
dominant firms innovate more, not because they lsagd on hand to finance the innovation, but

because they have more to lose than newcomers tynmavating. Indeed, incumbents risk

!5 For a collection of studidsased on innovation survey data, see Baldwin ameH2003), Kleinknecht and
Mohnen (2002) and van Beers et al. (2008).
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losing their monopoly position by not innovatinghel most often reported significant
explanation of innovation output is R&D effort, egmlly the fact of performing R&D on a
continuous basis. This variable is significant gaditive for innovation in almost all studies
(Brouwer and Kleinkecht, 1996); Crépon et al., 19948hnen and Dagenais, 2002; Raymond et
al., 2006).

Although the innovation survey data reveal intengstinformation on the determinants of
innovation output, our understanding of the innmraprocess is still far from perfect. Mairesse
and Mohnen (2001, 2002, 2005) and Mohnen, Mairess® Dagenais (2006) propose an
accounting framework to compare innovation perforoga across regions, industries or
countries, similar to the growth accounting proddtt decomposition. By linearly
approximating the innovation performance functiolmuad a reference region, industry or
country, it is possible to attribute cross-sectiahtierences in innovation performance (be it the
propensity or the intensity) to differences indteterminants. In their cross-sectional study of 7
European countries using the CIS1 data, they fiuatl the unexplained residual, i.e. the measure
of our ignorance in matters of innovation, is largen the explained part of the share of total
sales due to new products, even more in high-them in low-tech sector§. Of all the
explanatory variables, the R&D variables explaiousd 20% of the predicted mean share of
sales due to new products in high-tech industmes 30% in low-tech industries. Therrien and
Mohnen (2003) and Mohnen and Therrien (2003) com@anada and four European countries.
They also conclude that a great deal of the diffeeein innovative performance remains
unexplained, and that the relative scores on inthmvgerformance may depend on the indicator

of innovation that is adopted.

The innovation surveys contain qualitative inforimatabout whether firms receive government
support for innovation. This information allows ttesting of the additionality versus crowding
out hypothesis, i.e. whether government supporinioovation leads to more innovation than the
amount of public funding received or whether ituadly leads to a substitution of private

funding for public funding. Since the recipientsinhovation support are likely to have some

1 The magnitude of the residual in cross-country garsons may not be unrelated to differences in the
voluntary/mandatory nature of the survey, calliagrhore attention to the sampling issue, as meeti@arlier.
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characteristics that distinguish them from the othiens, the proper way to estimate the effect of
government support is to treat it as an endogemariable. It may also be that some firms are
not always recipients of government support during sample period, which can lead to
downward biased estimates. It is thus also impottaaccount for selectivity. This analysis can
be done either by examining the effect of the preseof government support on innovation, by
modeling at the same time the determinants of gowent support, or, as it is most often done,
by comparing the difference in innovation performatetween matched pairs of supported and
non-supported firms. For this evaluation of goveenmsupport to lead to sensible results,
enough observations must be available to eithettiigethe determinants of government support
for innovation, or to find good matches among tle®-supported firms for all the firms that
receive government support. Most studies concld@d government R&D support leads to
additional private R&D, innovation expendituresilmnovation outputs and not to crowding-out
of private R&D by public R&D support (Busom, 2008imus and Czarnitzki, 2003; Gonzalez,
Jaumandreu and Paz@, 2005; Czarnitzki and Licl@62CGzarnitzki, Ebersberger and Fier, 2006;
Hall and Maffioli, 2008; Aerts and Schmidt, 2008rBbé and Mohnen, 2008).

Cooperation in R&D or more generally in innovatictivities is often pursued by enterprises to
share knowledge, to benefit from complementarities,reduce risk or to save on costs.
Collaborations with universities are actually prdetbby the public authorities and industrial
collaborations are authorized as long as they daeduce competition in the product market.
Innovation surveys contain information on coopermatith different innovation partners. They
also contain data on the sources of informationrfoovation that can be interpreted as sources
of knowledge spillovers. In both cases, the codpmrand the sources of spillover links relate to

universities, public laboratories, customers, caitgrs, and other enterprises within the group.

A large number of studies have examined the detemts of cooperation in general and with
different partners in particular. Size, incomingllegers and appropriability are some of the
explanatory variables that have been consideredyMathors find that cooperating firms spend
more on R&D (Kaiser, 2002; Tether, 2002; Miotti aédachwald, 2002; Belderbos et al., 2004a).

7 See Arundel et al. (2008) for a summary and audision of the findings regarding government supfuort
innovation from innovation surveys.
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However, Kleinknecht and Reijnen (1992) report tt@dperation is found as much among small
firms as among large firms, and Lépez (2008) repthrat size ceases to be significant once it is
treated as endogenous. Both studies emphasizentpertance of cost and risk sharing in
determining R&D cooperation. Cassiman and Veugg2092) report that incoming spillovers
increase cooperation with universities, but nothwstippliers and customers, and that on the
contrary appropriability influences vertical coltahtion but not collaboration with non-
industrial partners. These results are confirmedLbyponen (2002), who concludes that
innovation and R&D cooperation depend on the teldgical regime: low appropriability
discourages collaboration with suppliers, demantipareases the probability of collaborating
with customers, supply-dominated firms are lessljyiko innovate and collaborate, and science-
based regimes are associated with R&D, innovatiad aollaboration with universities.
Belderbos et al. (2004) conclude that incoming@pdrs from universities stimulate any kind of
collaboration probably because of its generic mgtand that spillovers from competitors have
little effect on horizontal collaboration. L’huillg and Pfister (2009) find that the variables

explaining cooperation also explain the risk ofpem@tion failures.

Some studies have contrasted the importance of lkewige spillovers and formal cooperation
with various partners. Monjon and Waelbroeck (20f3) that incremental innovators benefit
from intra-industry knowledge spillovers and clgs®ximity to universities but that radical

innovators (those who come up with products newh&market) collaborate with universities,
even with foreign universities. Belderbos, Loksh@arree (2004) confirm that collaborations
with customers and suppliers focus on incrementabvations whereas collaborations with
universities are instrumental in producing radicalovations. Mohnen and Hoareau (2003),
however, report that radical innovators source Kadge from universities but do not cooperate

with them directly.

When obstacles to innovation are introduced asrmhte@nts of innovation, their marginal
effects often turn out to be positive. However, etletey are treated as endogenous, their effect
can become negative as one would expect them (geleeSavignac, 2008; Tiwari et al., 2008) as

examples in the case of financial constraints).
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6 Innovation outcomes

Most of the work on the effects of innovation camc@roductivity (the level of productivity
rather than its growth rate, due to lack of parethdand labor productivity rather than total
factor productivity, due to lack of data on capdaall other inputs). The other effects investigated

are on exports, profits, and employment.

Crépon, Duguet and Mairesse (1998) (CDM) proposethdel composed of three equations: an
equation explaining the amount of R&D, an innovatautput equation, where R&D appears as
an input, and a productivity equation, in which amation output appears as an explanatory
variable'® This model corrects for the endogeneity of R&D @mbvation output as well as for
the selectivity of R&D performing or innovating ffixs. It has been estimated with a common
specification on various country data to compareirtirespective R&D and innovation
performance in terms of productivity. Some exampes Janz et al. (2004) for Germany and
Sweden, L66f and Heshmati (2006) for the Scandarawiountries (Norway, Sweden and
Finland), Griffith et al. (2006) for France, Germgaibpain and the UK, and Raffo et al. (2008)
for Latin-American and European countries. A largesject coordinated by the OECD extends
the cross-country comparison to 18 OECD counti@sSED 2009). It has also been estimated
for developing or transition countries (Chudnovsiyal., 2006, for Argentina, Benavente, 2006,
for Chile, and Masso and Vather, 2008, for Estonia)

Within this framework the R&D-productivity relatiship, in other words the estimation of the
rate of return on R&D, has been revisited usingitifigmation on the outputs and the modalities
of innovation contained in the innovation survelygleed the data contained in the innovation
surveys make it possible to estimate a more straicand more informative model explaining
the link between R&D and productivity than the siengxtended Cobb-Douglas production
function that includes R&D inputs. As Mairesse le{2005) report using French data, the results
on the magnitude of the rates of return to R&D fbumthe early studies of the 80s and 90s are
confirmed by the CDM model, as long as proper aot@itaken of selectivity and endogeneity

in R&D and innovation output. The estimates are atsbust to various measures of product

18 The original CDM paper by Crépon et al (1998)ineated on French data, had two alternative measires
innovation output: the number of patents and categlodata on the share of innovative sales.
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innovation, in particular qualitative and quanfitatmeasures, and new-to-firm versus new-to-
market product, process and patent-protected irtitm& The analysis reveals, however, that the
innovation output statistics are much noisier thfi&D statistics (probably because they are
subjective measures) and need to be instrumentedotieect for errors in variables. The

endogeneity of innovation outputs in the productionction are due to errors of measurement

rather than to simultaneity.

The CDM framework has been extended in variousctions: the use of profitability rather than
productivity as the measure of economic performddeterson et al., 2006; L66f and Heshmaiti,
2006), the use of innovation expenditures rathantthe more restricted R&D expenditures
(L66f and Heshmati, 2006; Janz et al.,, 2004), thedusion of a demand shifting effect of
innovation output (van Leeuwen and Klomp, 2006¢, distinction between new-to-firm versus
new-to-market innovations (Duguet, 2006), the didton between different types of innovation
outputs (Griffith et al., 2006; Parisi et al., 2Q0B®per et al., 2008; Polder et al., 2009), theafse
other determinants than R&D as innovation inpu@T(lin Polder et al., 2009, and physical
capital investment for process innovation in Pagisial., 2006, and Hall et al., 2009), and a

feedback effect from productivity to innovation (khp and van Leeuwen, 2001).

Duguet (2006) finds that only radical innovatiomtibute to total factor productivity growth.
On the importance of product versus process inmmvatresults vary across countries. Both are
significant in France, as reported in Mairessel.e2905). Actually Mairesse et al. (2005) find
that process innovations yield higher returns thaduct innovations. Indeed, we expect process
innovation to affect directly the average cost odduction, whereas product innovations can
displace existing products and therefore have meféztts on total sales and take more time to
show up in the productivity statistics. Moreoverpguct innovations may contain quality
improvements that are improperly included in theasugement of output. But this is not always
the case in other countries as reported in thenat®nal comparison study by Griffith et al.
(2006): process innovation is insignificant in $paGermany and the UK, whereas product
innovation has a positive significant effect in @untries but Germany. Roper et al. (2008) for
Ireland find no significant effect of both types iohovation on productivity when using the

binary specification and even a significant negag¥fect for product innovation when using the
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continuous measure of innovation success. Paral ¢2006) for Italy find a positive effect for
process innovation but not for product innovatidfith respect to the role of ICT, Crespi et al.
(2007) for the UK find a positive effect on firmnb@mance of the interaction between IT and
organizational innovation, but not for them indivadly. Polder et al. (2009) for the Netherlands,
find that ICT affects productivity indirectly vimmovation in services, but not in manufacturing,
and that product and process innovations affectdymtivity only if accompanied by

organizational innovation, in both services and afacturing.

Harrison et al. (2008) relate innovation outputptoductivity growth and then decompose the
employment growth into the fraction due to the gitow old products, the sales due to new
products and the effects due to process innovatié@ermany, France, Spain and the UK. They
report that process innovation displaces employnremianufacturing but less in services, but
that in any case the compensation effect dominates,that product innovations are also job-
creating. Hall et al. (2008) apply the same modédtalian firms and find similar results.

Two other variables that are mutually correlatethwinovation are patents and exports. Duguet
and Lelarge (2006) conclude that the value of patghts increases the incentives to innovate in
products, but not in processes, and that the v@iyroduct (not process) innovations increases
the incentives to patent. Brouwer and Kleinkned®90) find that R&D collaborators are more
likely to patent. Van Ophem et al. (2002) find thma@ttents Granger cause R&D and not the
opposite. Regarding exports and innovation, Stehiac (1999) concludes that innovation
affects export performance, whereas Kleinknecht @odtendorp (2002) obtain causal links in
both directions. Lachenmaier and Woessmann (2066)that innovation causes exports. The
interrelationship between innovation and exportspaticularly important in developing

countries (see de Negri et al. 2006)).

7 Complementarities and dynamics

Innovators often appear to adopt a number of gii@gesimultaneously: they perform R&D,
purchase technologies, innovate in products, ini@ua processes, patent, collaborate, and so
on. This coexistence of various innovation straegsuggests the presence of various

complementarities in the sense of Edgeworth: “domge of one thing increases the return of
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doing another thing”. In other words, there is ctengentarity between innovation strategies
when two strategies tend to be adopted togetheausectheir joint adoption leads to a higher

performance than the sum of the performances fhain individual adoptions.

Many studies have tested the existence of complemsn between different innovation
strategies using the data from the innovation sigv&irms tend to innovate in both products
and processes (Cabagnols and Le Bas, 2002; Maf®oszand Labeaga, 2002; Miravete and
Pernias, 2006), although this complementarity nmeaggecific to certain sectors of the economy.
For instance, Polder et al. (2009) conclude forNkéherlands complementarity between product
and process innovations in manufacturing, betwe®cgss and organizational innovation in
services, and between product and organizatiomaviations in both sectors. Firms tend to
produce their own knowledge while also acquiringwledge from outside the enterprise, be it
only to build up their own capacity to be able tsaerb outside knowledge (Veugelers, 1997;
Cassiman and Veugelers, 2006; Lokshin, Belderbos,Garree, 2008). They tend to cooperate
with different partners simultaneously (Belderb@asree, Lokshin, 2006), although that depends
on the pair of partners and the size of the firmipbnen (2005) finds that technical skills are

complementary with R&D cooperation, product andcess innovation.

Innovation surveys have also been used to examirether there is complementarity between
innovation policies. The perceived obstacles tmwation can be regarded as mirror images of
failures in innovation policy. If an obstacle isrpeived to be high by a respondent, it means that
somewhere there is a deficiency in innovation goli&n analysis of complementarity of the
obstacles shows whether one or more policies shbel@&dopted simultaneously to improve
innovation. In other words, should there be a polmix or not? If two obstacles are
complements, they reinforce each other. Removirggvaii attenuate the other one. There might
be less of a reason to remove both at the same Hfitn@® obstacles are substitutes, however, the
presence of one obstacle relieves the pressure thenother one. In that case removing one
obstacle will exacerbate the other one. Both shbaldemoved jointly. The results from Mohnen
and Roller (2005) suggest that governments shadibghtea mix of policies to foster innovation,
for instance by easing access to finance, allowimgs to cooperate with other firms and

technological institutions, increasing the amounglalled personnel and reducing the regulatory
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burden. Complementarity between obstacles to itimvdas also been investigated for Canada
(Mohnen and Rosa, 2002) and for France (Galia awtds, 2004).

In the analysis of innovative behavior and completaety, it is often important to account, if
possible, for unobserved heterogeneity. Using ttRNDVA panel data stretching from 1988 to
1992, Miravete and Pernias (2006) have found tbaiocounting for unobserved heterogeneity
can lead to the false conclusion of complementdrétiwveen product and process innovations,
because the joint occurrence of the two types nbwvation might actually be attributable to
unobserved individual heterogeneity. Most of thepeital work using innovation surveys has
exploited cross-sectional data. As data from a $eacessive waves of the innovation surveys
become available in many countries, with a suffitiamount of overlap of sampling across
successive waves, it is possible to control forividdial effects and to estimate dynamic
relationships based on panel data and in this wadtress research questions such as the time
lag between innovation and its effects on produgtithe persistence of innovation, and the

direction of causality between innovation and o#n@nomic or innovation indicators.

One hypothesis that has recently been tested inrdber of studies is that of the persistence of
innovation. Does success breed success? Lagge#latnmo is introduced as an explanatory
variable to test whether firms tend to innovate ditonal on past innovation. A couple of
studies based on patent data have concluded the ih no persistence in patenting (Geroski,
van Reenen and Walters, 1997; Malerba and Orseh@$l9)). Cefis (2003) finds that persistence
in innovation is characteristic of major innovatoRarisi et al. (2006) find persistence for
product innovation but not for process innovatiGtviously this question is difficult to analyze,
given the possibility of left out heterogeneity.eTfollowing two studies control for individual
heterogeneity that is correlated with the meane&lof the regressors and the initial conditions
so as to identify a true and not just a spuriousigence. Peters (2009) finds persistence in

innovation activities, i.e. on the input side. Rayrd et al. (2010) find persistence in innovation
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output, both in the appearance of new productsoarmibcesses and the actual share in total
sales due to new products, but only in enterptisasbelong to the high-tech industriés.

Little work has been done more generally on theadyios of innovation in the sense of
capturing the time lags of the effects of innovatan economic performance. One example is
due to Huergo and Jaumandreu (2004), who estintaggtdprocess innovation has a positive
impact on productivity that persists for about ghieears, using semi-parametric methods and

data on Spanish firms.

8 How to make progress?

We end this short review of the innovation surveyth a focus on their use in econometric
analyses by making suggestions to improve theititguand relevance and hence their specific
usefulness. We stress some recommendations comgeh@ design and implementation of the
innovation surveys that could be useful for theangurpose of providing good information in
the form of descriptive statistics, indicators aedreboards and for better econometric analyses.
Above all we advocate an active and continuousaboliation of the economists in universities
and other organizations use the innovation survata dor econometric studies, with the
statisticians that are mainly in charge of theirasion of the innovation surveys, their basic
exploitation, and the first reports on descripstatistics, indicators and scoreboards. There is in
fact no absolute or clear-cut separation, but geaf interrelations, which could be stronger and
tighter, between different types of exploratoryadahalyses, descriptive statistical analyses and
econometric investigations. A pro-active, broaded anore stable collaboration than currently,
both on the part of the economists and on thegdatte statisticians would be a major factor of

progress of the quality and usefulness of innovasiarveys.

19 |dentifying state dependence (past innovationgases current innovation) separately from heterige(some
firms are simply more innovative than others) ic@nplex econometric problem, one that has beeniestud
thoroughly in the literature on unemployment. Segkinan and Singer (1984a, 1984b) for a thorougtudson of
this topic.
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* Harmonize strictly across countries and across wawsecore of basic questions in the

innovation surveys:

Although there will certainly be country specifesues worth investigating and for which data
needs to be collected (e.g. regional aspects oivation or the importance of FDI in developing
countries), it is strongly advisable for the pumaé cross-country comparability to have a core
of basic questions asked, in the same way, withs#limee definitions, and in the same order in
different countries. This core of basic questiongutd also remain unchanged across waves so
that evolutions over time could be assessed angzath More specifically, we recommend the
guestionnaire to be split into three parts: a)dbee permanent part, which might be relatively
short but should be as strictly stable over time identical across countries as possible; b) a part
carefully harmonized across countries but possi@dyying from one survey to another to
analyze specific or new aspects; c) an optionalipaesponse to country special interests (such

as in the case of developing countries).

As much as possible the sampling procedure shaalldidntical across countries. If this is not
possible, information about the sampling shouldpbavided in order to correct for possible
biases when comparing performances across counitiesill also be useful to conduct
experiments about the sensitivity of the surveyoeses to the wording of questions and the
order in which they are asked, as well as to theetfanal role of the respondents within an
enterprise. All these features can indeed influesagmificantly the responses to some
questions® More generally, it is possible and will be worthiehto look rigorously into such
issues by distributing questionnaires with questipresented with slightly different formulations
and in a different order to randomly chosen firms.

% For a discussion about the international compénatsind the differences in the implementation ofidvation
surveys (regarding content of the questionnaimgetapopulation, sampling techniques, responses,raectoral
coverage, mandatory versus voluntary nature oftineey, institute responsible for the survey), Aeghibugi et al.
(1994), Therrien and Mohnen (2003) and UNU-INTEQAQ4).
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e Ease access to innovation data:

Access to the innovation survey data, as with acdesother individual firm data, can be
problematic for researchers who do not work for iaistry or the official statistical institute
custodian of the data. At stake is the dilemma betwthe confidentiality of the firm individual
information disclosed in the survey, which stat@tioffices are required to guarantee by law,
and a broader use of these data for general pug@rgkeconometric analyses by economists in
particular. Improvements have been made by grasgéegre remote access to the raw data or by
providing micro-aggregated or otherwise noise-comated data that hide the firms’ identity.
These methods should be generalized to allow relsees to access data from various countries
and do international comparisons. Achieving thisalgawould require several international
statistical agencies to cooperate with each otheroviding access. It might be also possible to
extend a system currently used in France, whichwall selected researchers in academic
institutions to have access to the individual infation in the surveys for a specific research
project, a limited time and with strict confideritia obligations. The point could also be made
that the information in the innovation survestsicto sensus mostly qualitative and in fact not
very confidential, and thus could simply be madeéliuafter some years (e.g. four years after

the year of the surveys).

* Merge innovation survey data with other data

In order to explain the choice of innovating or,not to correct for potential selectivity in
explaining the intensity of innovation, little cée done with the innovation survey data alone,
because few variables are usually collected forfiahhs (including non-innovators) in the
innovation surveys. One solution would be to callere data about non-innovators in the
surveys themselves. Another one would be to mémg@énhovation survey data with census data,
accounting data, or data from other surveys. Thilsofvcourse help not only in improving the
treatment of potential selectivity, but will alsffey a larger choice of instruments to correct for
endogeneity and measurement errors; and more dignéravill provide more explanatory
variables to consider in the models and thus dauttito their relevance and explanatory power.
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* Create longitudinal datasets:

If a panel of firms could be constructed that walofved over at least a few years, it would be
possible to study the dynamics of innovation, itee time lags in the determinants and the
effects of innovation, and to correct for firm-sgec effects, i.e., individual unobserved

heterogeneity. As we pointed out it is hard to rirfigong conclusions regarding causality using
only cross-sectional data. As we have also notedercase of complementarity, accounting for
individual heterogeneity may reverse the conclusiohsome analyses. Having a panel should
also help in addressing the difficulties arisingnfrthe fact that firms over time enter and exit,
and can radically change shape over time by mergerpiisitions and rationalizations. As we

have stressed, however, analyzing a panel builthenbasis of innovations surveys that are

performed every four or even two years raises fipgmoblems.

» Collect data on groups and especially on multinadis:

It may be argued that innovation possibilities, stamints and objectives are determined at the
group level. If this is so, then the group shoutdtltie appropriate level of analysis. In particular,
a great part of R&D and innovation activities aegfprmed in groups of multinational firms, but

innovation surveys only record data from activitiegsecuted and performances achieved
domestically. If R&D and innovation are plannedabglobal scale, which is more and more the
case for multinational firms, limiting the analysis domestic data is likely to influence the

results and conclusions. A concerted effort byidtieal agencies should be made to collect data

from subsidiaries of multinationals in differentuctries.

* Adapt surveys for developing countries

For the purpose of international comparisons obwuation it is necessary to have harmonized
surveys. If, however, we want to go deeper in ustdexding and encouraging innovation in
developing countries, there are good reasons tonpue weight on questions that address
innovation issues that concern them more spedyic&apacity building, informal sectors,

incremental innovations, acquisition of technolsgi¢echnology diffusion are more central
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dimensions of innovation for these countries thest-to-market product innovations or the use

of intellectual property rights.

» Organize a close collaboration between statistisiand economists

The elaboration and appropriate implementationliofhe above recommendations will greatly
benefit from an active and organized collaborabetween official between economists working
on research and innovation issues and statisticesyonsible of the innovation surveys. Such
collaborations tend to exist in all the countrilest often in a rather limited and occasional way
in the form of participation in committees of usbefore the final decisions on the contents and
the launching of the surveys. The collaborationusthdve much stronger and stable to be really
productive. Based on some country’s experienceaofnly different organizations execute the
innovation surveys and exploit their first statiatiresults, one could even think of collaboration
in the framework of shared responsibilities. Follogvthe distinction of three different groups of
guestions in innovation surveys (as suggested mfiegt recommendation above), statistical
offices and professional statisticians would beharge of the core component of the innovation
surveys, which should be mandatory in all countribey could also be responsible for the
country harmonized component, or could decide taushresearch institutes with this task on a
long term basis. The third optional (and usuallargiing) component that responds to a
country’s specific interest might be delegated t@search group, or the professional or private
organization best capable of realizing it well. Bwmn organization should be more efficient
overall, alleviating some of the various costs imed in doing and making use of the innovation
surveys, while contributing to increase their olleusefulness. By lessening the distance and
differences between the statisticians and civNaets, whose first task is to perform the surveys
and inform innovation policy, and researchers (lgastademic), whose interest is more focused
in understanding innovation, the collaboration a&hdring of responsibilities ensures that the
needs of both will be considered and good deciswifisbe taken if compromises cannot be
avoided. This might also help learning from expacee and prevent mistakes, such as changing
the formulation of questions without real eviderbat they will be improved, or suppressing

valuable questions to make space for more fashierates.
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9 Conclusion

Since their relatively recent take off and expansibe innovation surveys are certainly among
the surveys which have been most utilized by ecastsnand other analysts besides the official
statisticians in charge of them. At present thetéthBtates is one of the few developed and mid-
level developing countries which do not conducegutar innovation survey that follows the
general guidelines of the Oslo Manual. It is toheped that they will decide to join the other

countries in doing so in the near futdte.

Statisticians and economists have already learnethrfrom the innovation survey information.

They have learned about facts on the basis of analis, cross tabulations and other descriptive
statistics as concerns the occurrence and inteofitynovation, the reasons why firms innovate,
the obstacles in the process of innovating, thercgsuof information for innovation, the

cooperation in innovation, the importance of irgelbal property rights. They have made
progress in assessing, interpreting and understgnslich factual evidence on the basis of
econometric studies of firm behavior with respedts many facets: the effects of innovation on
productivity and other outcomes, its various deteamts whether demand, technology or

competition driven, whether its contextual factars favorable or not, and so forth.

Certainly much more progress should be achievedrins of relevance and quality of analyses,
but hopefully further promising developments areah As longitudinal data on innovation
becomes available, it will be possible to bettartoal for unobserved heterogeneity. With more
encompassing surveys and possibly larger samglesillibecome safer to estimate models
separately for different industries as well asdorall, medium and large firms. Innovation can
have a different meaning in firms of different semed it can take a different shape in low-tech
and high-tech industries, or in the natural resesir¢he manufacturing and the services sectors.

By coordinating as much as possible the contentshefquestionnaire, not just within the

% The United States is not only the first countryriany fields of economic research, it is also adgexample of a
country where academic economists care really agoat statistics and are willing to work, and indlegork

closely, with official statisticians who are thervas looking for their advices and ready to takartspecific needs
seriously. One could thus expect from a decisiorthef United States to launch regular innovatiorveys (for

example in association with the annual R&D surveysit it will be a strong boost for the innovatisarveys,

leading to more rapid improvements to their desigd statistical utilization, as well as to the @liequality of the

econometric studies taking advantage of them.
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European Union but also in other OECD and non-OEfDntries, it becomes possible to

compare to some extent the innovation performaincdgferent parts of the world.

Most variables in the innovation surveys at a palér date are codetermined and jointly
influenced by other variables. Few studies, aparhfthose that adopt the CDM framework, take
the mutual dependence and the dependence on dlciimr$ explicitly into account. This is partly

because of the lack of long time series and pamiyause of the lack of other variables than
those collected in the innovation surveys. As muosves of innovation surveys become
available and as the innovation survey data cambeged with other firm datasets, it will

become easier to build structural dynamic modelsmdvation, to find exogenous variables that
allow to better handle the severe errors in vaesbproblems and better address other

endogeneity issues, and assess the direction sélites.

Innovation surveys were not conceived to evaluatd guide innovation policy but mainly to
inform such policy by measuring and benchmarkingiration performance across countries. In
the future innovation surveys could possibly bepagih to allow for some form of policy
evaluations. One should, of course, be well awiaa¢ the gap will remain wide between even

more improved innovation survey data and analysdglee needs of policy and policy makers.
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Table 1. Schematic Questionnaire of an | nnovation Survey*
|. General information

Independent or part of a group?

Domestic or foreign group?

Country of location

Main industry affiliation

Number of employees (level and growth)

Turnover (level and growth)

Exports (level and growth)

Mother, daughter or sister enterprise

Significant changes in turnover

Newly established

Merger affected turnover for more than 10%

Closure affected turnover for more than 10%

Most significant market: national or internationakarby or distant
Number of employees with higher education, femak@ected increase
Gross investment in tangible goods

Geographic markets in which goods and servicesade

II. Innovator (yes/no)

Introduced new to the firm but not new to the magkeducts in the last 3 years?
If yes: Who developed the new products?
Introduced new to the market products in the lagt&@s?
Introduced new process in the last 3 years?
If yes: Who developed the new process?
New to the market?
Unfinished or abandoned innovative project?

[I1. Categorical datafor innovators

Sources of information for innovation
Objectives of innovation

Effects of innovation

Means of transferring technology
Effectiveness of appropriation mechanisms
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Table 1 (continued)
V. Dichotomous data for innovators

R&D

R&D continuously

R&D cooperation with partners

Most valuable cooperation partner

Government support for innovation from various sesr
Applied for a patent?

V. Continuousdata for innovators

R&D expenditures (intra- & extramural)

R&D personnel

Innovation expenditures (+ sub-items)

Estimated share of products in different phasdgestycle

Share in total sales of products new to the entut not new to the market
Share in total sales of products new to the market

V1. Dataon all firms (innovatorsor not)

Factors hampering innovations
Possession of valid patents
if yes: the number of valid patents
The share of patent protected sales
Strategic and organizational changes
Use of various IP protection methods?
Introduction of organizational innovations
Importance of organizational innovations
Introduction of marketing innovations
Importance of marketing innovations
Introduction of any innovation with environmentanfits
Determinants of environmental innovations
Procedures in place to identify and reduce enviemtal impacts

*List of questions based on the Oslo Manual guitedj as implemented in the series of Community uation
surveys (CIS).

35




References

Aerts, K. and T. Schmidt (2008), “Two for the PriaeOne? On Additionality Effects of R&D
Subsidies: A Comparison between Flanders and GegfinResearch Policy37(5), 806-822.

Almus, M. and D. Czarnitzki (2003), “The Effects &fublic R&D on Firm’s Innovation
Activities: The Case of Eastern Germanydurnal of Business and Economic Statistit?(2),
226-236.

Anderson, F. (2003), “The Flow of Innovative Progudrom Manufacturing Industries to
Construction Industries,” itJnderstanding Innovation in Canadian Industfy. Gault (ed.),
School of Policy Studies, McGill-Queen’s Universiyess, 367-384.

Archibugi, D., P. Cohendet, A. Kristensen, and K.-Bchaffer (1994) Evaluation of the
Community Innovation Survey (CIS) Phase |. EIMS |ma#tion no. 11, IKE Group, Department
of Business Studies, Aalborg, Denmark.

Arora, A., M. Ceccagnoli M.and W.M. Cohen (2003R&D and the Patent Premium,” NBER
working paper 9431, National Bureau of Economiceé@esh, Cambridge, Mass.

Arundel, A. and C. Bordoy (2005), “Thd€£ommunity Innovation Survey: Final Questionnaire,
Supporting Documentation, and the State of thefédwrthe Design of the CIS”, Final Report to
Eurostat for the projecPreparation of the Fourth Community Innovation Syt

Arundel, A., C. Bordoy., P. Mohnen and K. Smith @) “Innovation Surveys and Policy:
Lessons from the CIS”, innnovation Policy in Europe: Measurement and SogtéC.
Nauwelaers and R. Wintjes, eds.), Edward Elgaig.3-2

Arundel, A. and H. Hollanders (2008), “Innovationdgeboards: Indicators and Policy Use”, in
Innovation Policy in Europe: Measurement and SggtéC. Nauwelaers and R. Wintjes, eds.),
Edward Elgar, 29-52.

Arvanitis, S. (2008), “Explaining Innovative Acttyiin Service Industries: Micro Data Evidence
for Switzerland”,Economics of Innovation and New Technologié43), 209-225.

Aschhoff, B., T. Doherr, C. Koéhler, B. Peters, GanRmer, T. Schubert and F. Schwiebacher
(2009), Innovationsverhalten der deutschen  Wirticha Indikatorenbericht  zur
Innovationserhebung von 2008, ZEW, Mannheim.

Baldwin, J. R. and P. Hanel (200&)novation and Knowledge Creation in an Open Econom
Cambridge University Press, Cambridge.

Belderbos, R., M. Carree, B. Diederen, B. Loksmd &. Veugelers (2004a), “Heterogeneity in
R&D Cooperation Strategieslhternational Journal of Industrial Organizatio22, 1237-1263.

Belderbos, R., M. Carree and B. Lokshin (2004b)dferative R&D and Firm Performance”,
Research Policy33(10): 1477-92.

Belderbos, R., M. Carree and B. Lokshin (2006), ntementarities in R&D Cooperation
Strategies”Review of Industrial Organizatio28, 401-426.

Benavente, J. M. (2006), “The Role of Research landvation in Promoting Productivity in
Chile”, Economics of Innovation and New Technolddy(4-5), 301-315.

36



Bérubé, C. and P. Mohnen (2009), “Are Firms thatdReed R&D Subsidies More Innovative?”,
Canadian Journal of Economic42(1), 206-225.

Blundell, R., R. Griffith and J. van Reenen (1998)arket Share, Market Value and Innovation
in a Panel of British Manufacturing Firm$Review of Economic Studjes, 529-554.

Bogliacino, F., G. Perani, M. Pianta and S. Sugg@09), “Innovation in Developing Countries.
The Evidence from Innovation Surveys”, paper pre@dor the FIRB conference Research and
Entrepreneurship in the Knowledge-based Economigrdi Universita L. Bocconi.

Brouwer, E. and A. Kleinknecht (1996), “Determiramf Innovation: A Micro Econometric
Analysis of Three Alternative Innovative Output icators”, inDeterminants of Innovation, the
Message from New Indicatora.H. Kleinknecht (ed.), Macmillan Press, Lond®8;124.

Brouwer, E. and A. Kleinknecht (1999), “Innovati@utput, and a Firm’s Propensity to Patent.
An Exploration of CIS Micro Data'Research Policy28, 615-624.

Busom, I. (2000), “An Empirical Evaluation of thdfécts of R&D Subsidies”Economics of
Innovation and New Technolag¥(2), 111-148.

Cabagnols, A. and C. Le Bas (2002), “Differenceshim Determinants of Product and Process
Innovations: The French Case”,Irmovation and Firm Performance. Econometric Expt@mns

of Survey DatdA. Kleinknecht and P. Mohnen, eds.). Palgravanpishire and New York, 112-
149.

Carter, C.F, and B.R. Williams (1958)vestment in InnovationLondon: Oxford University
Press.

Cassiman, B. and R. Veugelers (2002), “R&D Coopemand Spillovers: Some Empirical
Evidence from Belgium”American Economic Revie®2(4), 1169-1184.

Cassiman, B. and R. Veugelers (2006), “In SearcBahplementarity in Innovation Strategy:
Internal R&D and External Knowledge Acquisitiotanagement Sciencb2(1), 68-82).

Cefis, E. (2003), “Is There Any Persistence in hattve Activities?”,International Journal of
Industrial Organization21(4), 489-515.

Cespri, G. and F. Peirano (2007), “Measuring Intiovain Latin America: What We did, Where
We are and What We Want to Do”, Paper preparethloMEIDE conference, Maastricht.

Chudnovsky, D., A. Lépez, G. Pupato (2006), “Innowa and Productivity in Developing
Countries: A Study of Argentine Manufacturing FirBshavior (1992-2001)"Research Policy
35, 266-288.

Cohen, W.M. (1995), "Empirical Studies of Innovatixctivity," in Handbook of the Economics
of Innovation and Technical Change, P. Stonemau), (Bdsil Blackwell, Oxford.

Crépon, B., E. Duguet and |. Kabla (1996), “Schutepan Conjectures: A Moderate Support
from Various Innovation Measures”, iDeterminants of Innovation. The Message from New
Indicators A. Kleinknecht (ed.). Macmillan Press, London; %38

Crépon, B., E. Duguet and J. Mairesse (1998), “daesh, Innovation and Productivity: An
Econometric Analysis at the Firm LeveEconomics of Innovation and New Techno|ogyL15-
158.

37



Crespi, G., C. Criscuolo, and J. Haskel (2007 ¥otimation Technology, Organisational Change
and Productivity Growth: Evidence from UK Firms’EER Discussion Paper no. 783.

Czarnitzki, D., B. Ebersberger and A. Fier (2008Jhe Relationship Between R&D
Collaboration, Subsidies and Patenting Activity: fincal Evidence from Finland and
Germany”,Journal of Applied Econometric82 (7), 1347-1366.

Czarnitzki, D. and G. Licht (2006), “Additionalitpf Public R&D Grants in a Transition
Economy: The case of Eastern Germamgconomics of Transitigri4(1), 101-131.

Debresson, C. et al. (199@¢conomic Interdependence and Innovative Actiigward Elgar,
Cheltenham U.K.

De Negri, J., F. De Negri and F.Freitas (2006),eé®adechnological Innovation leads to Export
in Brazil and Argentina?”, IPEA Mimeo.

Diederen, P., H. van Meijl and A. Wolters (2003dprfovation and Farm performance: The Case
of Dutch Agriculture”, in Kleinknecht, A. and P. Moen (eds.), op. cit.

Duguet, E. (2006), “Innovation Height, SpilloversdaTFP Growth at the Firm Level: Evidence
from French Manufacturing’conomics of Innovation and New Technol|aty(4-5), pp. 415-
442.

Duguet, E. and C. Lelarge (2006), “Does Patentimgdase the Private Incentives to Innovate?
A Microeconometric Analysis”, CREST working pap€05-09.

Galia, F. and D. Legros (2004), “ComplementariBesween Obstacles to Innovation: Evidence
from France” Research Poligy33, 1185-1199.

Geroski, P., J. Van Reenen and C. Walters (1994w"* Persistently Do Firms Innovate?*,
Research Policgy26, 33-48.

Godin, B. (2002), “The Rise of Innovation Surveyedséuring a Fuzzy Concept”, Canadian
Science and Innovation Indicators Consortium, Rtogn the History and Sociology of S&T
Statistics, Paper No. 16t{p://www.csiic.ca/PDF/Godin_16.pdf

Gonzalez, X., J. Jaumandreu and C. Pazd (2005)rritBs to Innovation and Subsidy
Effectiveness”’Rand Journal of Economic86(4), 930-950.

Griffith, R., E. Huergo, J. Mairesse and B. Pe{@®06), “Innovation and Productivity Across
Four European countriedQxford Review of Economic Polic32(4), 483-498.

Hall, B. H. and J. Mairesse (2006) "Empirical Saglof Innovation in the Knowledge Driven
Economy", Introduction to a special issuee@bnomics of Innovation and New Techno|aps.
B. Hall and J. Mairesse, 15(4/5), 289-299.

Hall, B. H., F. Lotti and J. Mairesse (2008), “Emyrnent, Innovation and Productivity:
Evidence from Italian Micro Datalndustrial and Corporate Changé&7 (4), 813-839.

Hall, B. H., F. Lotti and J. Mairesse (2009), “Inadion and Productivity in SMEs: Empirical
Evidence for Italy”,Small Business Economj&3, 13-33.

Hall, B. H. and A. Maffioli (2008), “Evaluating thenpact of Technology Development Funds
in Emerging Economies: Evidence from Latin AmericBuropean Journal of Development
Research20(2), 172-198.

38



Harrison, R., J. Jaumandreu, J. Mairesse and Ber$?€2008), “Does Innovation Stimulate
Employment? A Firm Level Analysis Using Comparaldiécro Data from Four European
Countries”, NBER working paper 14206.

Heckman, J. and B. Singer (1984a), “The Identifigbof the Proportional Hazard Model,”
Review of Economic Studjésl(2), 231-241.

Heckman, J. and B. Singer (1984b), “Econometri@ation analysis,Journal of Econometri¢s
24(1-2), 63-132.

Hollenstein, H. (1996), "A Composite Indicator of Farm's Innovativeness. An Empirical
Analysis Based on Survey Data for Swiss ManufactifiResearch Policy25, 633-645.

Huergo, E. and J. Jaumandreu (2004), “Firms’ Agmc€&ss Innovation and Productivity
Growth”, International Journal of Industrial Organizatip22(4), 541-560.

Janz, N., H. LOof, and B. Peters (2004), “Firm lenmovation and Productivity — Is There a
Common Story across Countrie®roblems and Perspectives in Managemanii84-204.

Jaramillo, H., G. Lugones and M. Salazar (20013n&ardization of Indicators of Technological
Innovation in Latin American and Carribean Courstrie Bogota  Manual,
RICYT/OAS/CYTED/COLCIENCIAS/OCYT.

Jefferson, G., B. Huamao, G. Xioajing and Y. Xiany@006), “R&D Performance in Chinese
Industry”, Economics of Innovation and New Technologiég4/5), 345-366.

Kaiser, U. (2002), “An Empirical Test of Models Haming Research Expenditures and
Research Cooperation: Evidence from the GermanicgeiSector”,International Journal of
Industrial Organisation20, 747-774.

Kleinknecht, A. and P. Mohnen (2002kpnovation and Firm PerformanceEconometric
Explorations of Survey Dat&algrave, New York.

Kleinknecht, A. and R. Oostendorp (2002), “R&D dixport Performance”, itnnovation and
Firm Performance Econometric Explorations of Survey Datéleinknecht A. and P. Mohnen,
(eds.). Palgrave, New York.

Klomp, L. and G. van Leeuwen (2001), “Linking Inmation and Firm Performance: A New
Approach”,International Journal of the Economics of Businex8), 343-364.

Lachenmaier S. and L. W6Bmann (2006), "Does InnowaCause Exports? Evidence from
Exogenous Innovation Impulses and Obstacles Usiagn@n Micro Data,'Oxford Economic
Papers 58(2), 317-35.

Leiponen, A. (2002), “Why Do Firm$Not Collaborate? The Role of Competencies and
Technological Regimes”, itnnovation and Firm Performancdconometric Explorations of
Survey DataKleinknecht A. and P. Mohnen, (eds.). PalgravewN ork.

Leiponen, A. (2005), “Skills and Innovatiorfhternational Journal of Industrial Organization
23 (5-6), 303-323.

L’huillery, S. and E. Pfister (2009), “R&D Coopei@t and Failures in Innovation Projects:
Empirical Evidence from French CIS dat&esearch Policy38, 45-57.

39



Lokshin, B., R. Belderbos and M. Carree (2008), éTRroductivity Effects of Internal and
External R&D: Evidence from a Dynamic Panel Datadéld, Oxford Bulletin of Economics and
Statistics 70(3): 399-413.

Loof, H., A. Heshmati, R. Apslund and S.0. Nas @00‘Innovation and Performance in
Manufacturing Firms: A Comparison of the Nordic @uies”, International Journal of
Management Research, 5-36.

L6of, H. and A. Heshmati (2006), “On the Relatiopsbetween Innovation and Performance: A
Sensitivity Analysis” Economics of Innovation and New Techno|ddy(4/5), 317-344.

Lépez, A. (2008), “Determinants of R&D cooperatidividence from Spanish Manufacturing
Firms”, International Journal of Industrial Organizatio26, 113-136.

Mairesse, J. and P. Mohnen (2001), “To Be or NotB® Innovative: An Exercise in
Measurement’Science-Technology Industry Revj&®aris, OCDE, 27, 103-127.

Mairesse, J. and P. Mohnen (2002), “Accountinglfimovation and Measuring Innovativeness :
An lllustrative Framework and an ApplicationAmerican Economic Review, Papers and
Proceedings92(2), 226-230.

Mairesse, J. and P. Mohnen (2004), “Intellectualp@rty in Services: What Do We Learn from
Innovation Surveys?”, ifPatents, Innovation, and Economic Performgn©o&CD Conference
Proceedings, OECD, Paris, 227-245.

Mairesse, J. and P. Mohnen (2005), “The ImportasfcR&D for Innovation: A Reassessment
Using French survey dataJpurnal of Technology Transfe30(1-2), 183-197.

Mairesse, J., P. Mohnen and E. Kremp (2005), “Tinpdrtance of R&D and Innovation for
Productivity: A Reexamination in Light of the 20@&rench Innovation Survey”Annales
d’Economie et de Statistiqué9/80, 489-529.

Malerba, F. and L. Orsenigo (1999), “TechnologiEaltry, Exit and Survival: An Empirical
Analysis of Patent DataResearch Policy28, 643-660.

Martinez-Ros, E. and J. M. Labeaga (2002), “Modgllinnovation Activities Using Discrete
Choice Panel Data Models”, Innovation and Firm Performance. Econometric Exptans of
Survey DataA. Kleinknecht and P. Mohnen (eds.), PalgraveyNerk, 150-171.

Masso, J. and P. Vather (2008), “Technological W@mtion and Productivity in Late-Transition
Estonia: Econometric Evidence from Innovation SysVgEuropean Journal of Development
Research20(2), 240-261.

Miotti, L. and F. Sachwald (2003), “Cooperative R&W/hy and With Whom? An Integrated
Framework of Analysis”"Research Policy32, 1481-1499.

Miravete, E. and J. Pernias (2006), “Innovation @Ementarity and Scale of Production”,
Journal of Industrial Economi¢$4, 1-29.

Mohnen, P. and M. Dagenais (2002), “Towards anvation Intensity Index. The Case of CIS-I
in Denmark and Ireland,” itnnovation and Firm Performance. Econometric Exptans of
Survey DataA. Kleinknecht and P. Mohnen (eds.), PalgraveyNerk, 3-30.

40



Mohnen, P. and C. Hoareau (2003), “What Type ofeEmise Forges Close Links with
Universities and Government Labs? Evidence from @IS Managerial and Decision
Economics24(2-3), 133-145.

Mohnen, P., J. Mairesse and M. Dagenais (200@naMativity: A Comparison across Seven
European countriesgconomics of Innovation and New Technologiég4/5), 391-413.

Mohnen, P. and L.-H. Rodller (2005), “Complementastin Innovation Policy”,European
Economic Review49(6), 1431-1450.

Mohnen, P. and J. Rosa (2002), “Barriers to Innowatn Service Industries in Canada,” in
Institutions and Systems in the Geography of InfionaM. Feldman and N. Massard (eds.),
Kluwer Academic Publishers, Boston, 231-250.

Mohnen, P. and P. Therrien (2003), “Comparing th@Vation Performance of Manufacturing
Firms in Canada and in Selected European Countrés: Econometric Analysis”, in
Understanding Innovation in Canadian Industdy. Gault (ed.), School of Policy Studies,
Queen’s University, Kingston and Montreal: McGills€en’s University Press, 313-339.

Monjon, Stephanie & Waelbroeck, Patrick, 2003. "#@sss8ng Spillovers from Universities to
Firms: Evidence from French Firm-Level DatalJhternational Journal of Industrial
Organization,21(9), 1255-1270.

Mytelka, L., M. Goedhuys, A. Arundel and G. Gachif&®04), Designing a Policy-Relevant
Innovation Survey for NEPAD, A Study prepared féreTDevelopment Bank of Southern Africa
Limited. United Nations University for New Techngles (UNU-INTECH).

Organization for Economic Co-operation and Develepim(1992, 1996, 20050 )slo Manual
Paris, 1st, %', 3rd edition.

Organization for Economic Co-operation and Develepm(1999),Science, Technology and
Industry Scoreboard. Benchmarking Knowledge-bassmh&miesParis.

Organization for Economic Co-operation and Develeptm(2002), The Measurement of
Scientific Technical Activities. Frascati Manual(®0 Proposed Standard Practice for Surveys
of Research and Experimental Developme@atris.

Organization for Economic Co-operation and Develeptm(2009),Innovation in Firms. A
Microeconomic Perspectiv@aris.

Parisi, M.L., F. Schiantarelli, and A. Semben&l®(6), “Productivity, Innovation Creation and
Absorption, and R&D: Micro Evidence for Italyguropean Economic Review0, 2037-2061.

Pavitt, K. (1984), “Sectoral Patterns of TechniChlange: Towards a Taxonomy and a Theory”,
Research Policyl3, 343-373.

Peters, B. (2009), “Persistence of Innovation:is¢g Facts and Panel Data Evidenckurnal
of Technology TransfeB4, 226-243.

Polder, M., G. van Leeuwen, P. Mohnen and W. Raym(@009), “Productivity Effects of
Innovation Modes”, Amsterdam: Statistics Netherkidorking Paper 09033.

Raffo, Julio, Stéphane L’huillery and Luis Miot8@08), “Northern and Southern Innovativity: a
Comparison across European and Latin American CieshtEuropean Journal of Development
Research20(2), 219-239.

41



Raymond, W., P. Mohnen, F. Palm and S. Schim varLdeff (2006), “An Empirically-Based
Taxonomy of Dutch Manufacturing: Innovation Poliogplications,”De Economist154(1), 85-
105.

Raymond, W., P. Mohnen, F. Palm, and S. Schim van Labeff (2010), “Persistence of
Innovation in Dutch Manufacturing: Is it Spurious®Review of Economics and Statistics
forthcoming.

Robson, M., J. Townsend and K. Pavitt (1988), “SedtPatterns of Production and Use of
Innovations in the UK: 1945-1983Research Policyl7, 1-14.

Roper, S., J. Du, J.H. Love (2008), ‘Modelling timmovation Value Chain’Research Policy
37, 961-977.

Savignac F. (2008) "Impact of Financial Constramtsinnovation: What Can Be Learned from
a Direct Measure=conomics of Innovation and New Technologie46), 553-569.

Schaan, S. (2003), “An Innovation System for theeBbSector” ifJnderstanding Innovation in
Canadian IndustryF. Gault (ed.), School of Policy Studies, McGllieen’s University Press,
345-366

Schibany A. and G. Streicher (2008), “The Europd&amovation Scoreboard:Drowning by
Numbers?” Science and Public Policg5 (10), 717-732.

Sterlacchini, A. (1999), "Do Innovative Activitiédatter to Small Firms in Non-R&D-Intensive
Industries? An Application to Export Performandegsearch Policy28(8) 819-832,

Tether, B. (2002), “Who Co-operates for Innovatiand Why? An Empirical Analysis”,
Research Policy31, 947-967.

Therrien, P. and P. Mohnen (2003), “How Innovatare Canadian Firms Compared to Some
European Firms? A comparative look at innovatioveys,” Technovation23(4), 359-369.

Tiwari, A., P. Mohnen, F. Palm, Sybrand Schim van ldoeff (2008), “Financial Constraint and
R&D Investment: Evidence from CIS”, iDeterminants of Innovative Behaviour. A Firm’s
Internal Practices and its External Environme@t, van Beers, A. Kleinknecht, R. Ortt and R.
Verburg (eds.), Palgrave Macmillan, Hampshire, 242-

van Beers, C., A. Kleinknecht, R. Ortt and R. Vego(2008), Determinants of Innovative
Behaviour. A firm's Internal Practices and its Bxi@ Environmerit Palgrave, New York, N.Y.

van Leeuwen, G. and L. Klomp (2006), “On the Cdnition of Innovation to Multi-Factor
Productivity Growth”,Economics of Innovation and New Technologiég4/5), 67-390.

van Ophem, H., E. Brouwer, A. Kleinknecht and P.hden (2002), “The Mutual Relation
between Patents and R&D,” innovation and Firm Performance. Econometric Exptans of
Survey DataA. Kleinknecht and P. Mohnen (eds.), Palgrave, Nenk, 56-72.

Veugelers, R. (1997), “Internal R&D Expendituresdaixternal Technology Sourcing”,
Research Poligy26, 303-315.

von Hirschhausen, C. and J. Schmidt-Ehmcke (2008g DIW Innovation Indicator: An
Integrated Approach. Presentation, Berlin: DIWhi#p://www.diw.de.

42



The UNU-MERIT WORKING Paper Series

2010-01 Endogenous Economic Growth through Connectivity by Adriaan van Zon and Evans
Mupela

2010-02 Human resource management and learning for innovation: pharmaceuticals in Mexico
by Fernando Santiago

2010-03 Understanding multilevel interactions in economic development by Micheline Goedhuys
and Martin Srholec

2010-04 The Impact of the Credit Crisis on Poor Developing Countries and the Role of China in
Pulling and Crowding Us Out by Thomas H.W. Ziesemer

2010-051s there complementarity or substitutability between internal and external R&D
strategies? by John Hagedoorn and Ning Wang

2010-06 Measuring the Returns to R&D by Bronwyn H. Hall, Jacques Mairesse and Pierre
Mohnen

2010-07 Importance of Technological Innovation for SME Growth: Evidence from India by M. H.
Bala Subrahmanya, M. Mathirajan and K. N. Krishnaswamy

2010-08 Economic Adversity and Entrepreneurship-led Growth: Lessons from the Indian
Software Sector by Suma Athreye

2010-09 Net-immigration of developing countries: The role of economic determinants, disasters,
conflicts, and political instability by Thomas H.W. Ziesemer

2010-10Business and financial method patents, innovation, and policy by Bronwyn H. Hall

2010-11Financial patenting in Europe by Bronwyn H. Hall, Grid Thoma and Salvatore Torrisi

2010-12 The financing of R&D and innovation by Bronwyn H. Hall and Josh Lerner

2010-13 Occupation choice: Family, Social and Market influences by Ezequiel Tacsir

2010-14 Choosing a career in Science and Technology by Ezequiel Tacsir

2010-15How novel is social capital: Three cases from the British history that reflect social
capital by Semih Akcomak and Paul Stoneman

2010-16 Global Players from Brazil: drivers and challenges in the internationalization process of
Brazilian firms by Flavia Carvalho, lonara Costa and Geert Duysters

2010-17 Drivers of Brazilian foreign investments — technology seeking and technology exploiting
as determinants of emerging FDI by Flavia Carvalho, Geert Duysters and lonara Costa

2010-18 On the Delivery of Pro-Poor Innovations: Managerial Lessons from Sanitation Activists
in India by Shyama V. Ramani, Shuan SadreGhazi and Geert Duysters

2010-19 Catching up in pharmaceuticals: a comparative study of India and Brazil by Samira
Guennif and Shyama V. Ramani

2010-20Below the Radar: What does Innovation in Emerging Economies have to offer other
Low Income Economies? by Raphael Kaplinsky, Joanna Chataway, Norman Clark,
Rebecca Hanlin, Dinar Kale, Lois Muraguri, Theo Papaioannou, Peter Robbins and
Watu Wamae

2010-21 Much ado about nothing, or sirens of a brave new world? MNE activity from developing
countries and its significance for development by Rajneesh Narula

2010-22 From trends in commodities and manufactures to country terms of trade by Thomas
H.W. Ziesemer

2010-23 Using innovation surveys for econometric analysis by Jacques Mairesse and Pierre
Mohnen

43



