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Using LDPC-Coded Modulation and Coherent
Detection for Ultra Highspeed

Optical Transmission
Ivan B. Djordjevic, Milorad Cvijetic, Lei Xu, and Ting Wang

Abstract—We propose the coded modulation schemes for
ultrahigh-speed transmission (100 Gb/s and above) by using com-
mercially available components operating at 40 gigasymbols/s. The
bit-interleaved coded modulation in combination with the low-
density parity-check codes that are used as component codes
has been applied. The modulation is based on either M -ary
quadrature-amplitude modulation or M -ary phase-shift keying.
Log

2
M bits are mapped into the corresponding signal constella-

tion point using either Gray or natural mapping. The coherent de-
tection scheme has been found to outperform the direct detection
one and to provide an additional margin much needed for longer
transmission distances or for application in an all-optical network
scenario.

Index Terms—Bit-interleaved coded modulation (BICM), co-
herent detection, low-density parity-check (LDPC) codes, optical
communications.

I. INTRODUCTION

THE FUTURE Internet traffic growth will need the deploy-

ment of optical transmission systems with bit rates higher

than the rate of currently available 40-Gb/s systems, as analyzed

recently [1]–[7]. However, at those data rates, such as 100 Gb/s

and beyond, the signal quality is significantly degraded mainly

due to the impact of polarization-mode dispersion (PMD) and

intrachannel nonlinear effects. Currently, the main components

related to electrically time-division multiplexed (ETDM) trans-

ceivers operating at ∼100 Gb/s are becoming commercially

available, but they are still expensive. On the other hand, there is

an option to use commercially available components operating

at lower speed as an alternative approach to ultrahigh-speed

optical transmission (100 Gb/s and beyond).

In this paper, we present and analyze such a transmission

scenario by using commercially available components oper-

ating at lower bit rates. The main element in our approach
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includes the bit-interleaved coded modulation (BICM) scheme

(presented in Section II) combined with the low-density parity-

check (LDPC) codes used as component codes [1]. In our

approach, modulation, coding, and multiplexing are performed

in an unified fashion, which means that not only transmission

but also all signal processing related to detection and decod-

ing are effectively done at much lower symbol rates (e.g.,

40 gigasymbols/s). Accordingly, dealing with the nonlinear ef-

fects and PMD becomes more manageable, while the aggregate

data rate is maintained at or above 100 Gb/s.

This coding and modulation scheme is combined with co-

herent detection to gain an additional improvement. We ap-

plied the extrinsic information transfer (EXIT) chart analysis

to study the convergence behavior. The modulation formats

that have been studied in this paper are M -ary quadrature-

amplitude modulation (QAM) and M -ary phase-shift keying

(PSK), where M = 2, . . . , 16, both combined with either Gray

or natural mapping rule. It is worth mentioning that the results

presented in our previous work [3], which was related to dif-

ferential PSK (DPSK) modulation and direct detection scheme,

can be considered as a reference case for the comprehensive

transmission architecture presented here.

This paper is organized as follows: The bit-interleaved

LDPC-coded modulation (BI-LDPC-CM) scheme with coher-

ent detection is introduced in Section II. The iterative demap-

ping and decoding is described in Section III, while the LDPC

codes suitable for BICM are introduced in Section IV. Numer-

ical results are reported in Section V, while the most important

conclusions are presented in Section VI.

II. BI-LDPC-CM WITH COHERENT DETECTION

Let us introduce the transmitter architecture employing the

BI-LDPC-CM scheme in combination with the coherent de-

tection scheme. It should be mentioned that in this paper, we

also analyzed direct detection and used that as a reference case

[see Fig. 1(a)–(c)]. The source bit streams coming from m
information sources (e.g., carrying 40 Gb/s traffic) are encoded

by using identical (n, k) LDPC codes of code rate r = k/n
(where k is the number of information bits, and n is the code

word length). The LDPC decoder outputs are written to the

m× n block interleaver row-wise. The mapper accepts m bits

c = (c1, c2, . . . , cm) at time instance i from the (m× n) inter-

leaver column-wise and determines the corresponding M -ary

(M = 2m) constellation point si = (Ii, Qi) = |si| exp(jφi)
[see Fig. 1(a)]. In the coherent detection case, the data

0733-8724/$25.00 © 2007 IEEE
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Fig. 1. BI-LDPC-CM scheme. (a) Transmitter architecture. (b) Direct detection as a reference case in accordance to [3]. (c) Coherent detection receiver
architecture. Ts = 1/Rs, where Rs is the symbol rate.

phasor φi ∈ {0, 2π/M, . . . , 2π(M − 1)/M} is sent at each ith
transmission interval. On the other side, in direct detection,

which serves here as a reference case, the differential en-

coding is required so that the data phasor φi = φi−1 + ∆φi,

where ∆φi ∈ {0, 2π/M, . . . , 2π(M − 1)/M} is sent instead at

each ith transmission interval. The mapper outputs for M -ary

PSK/DPSK Ii and Qi are proportional to cosφi and sinφi,

respectively. The corresponding signal constellation diagram

for 8-PSK/DPSK is given in our recent paper [4]. The coor-

dinates of the ith signal constellation point for a square M -ary

QAM signal constellation are given by the equation shown at

the bottom of the page. For example, for M = 16, the signal

constellation points are given by

{Ii, Qi} =







(−3, 3) (−1, 3) (1, 3) (3, 3)
(−3, 1) (−1, 1) (1, 1) (3, 1)

(−3,−1) (−1,−1) (1,−1) (3,−1)
(−3,−3) (−1,−3) (1,−3) (3,−3)






.

The signal constellation diagrams for different values of M
are given in [17].

The receiver input electrical field at time instance i for an

optical M -ary DPSK receiver configuration from Fig. 1(b)

is denoted by Ei = |Ei| exp(jϕi). The outputs of the I- and

Q-branches [upper and lower branches in Fig. 1(b)] are pro-

portional to Re{EiE
∗
i−1} and Im{EiE

∗
i−1}, respectively. The

corresponding coherent detector receiver architecture is shown

in Fig. 1(c), where Si = |S|ejϕS,i(ϕS,i = ωSt+ ϕi + ϕS,PN)
is the coherent receiver input electrical field at time instance i,
while L = |L|ejϕL(ϕL = ωLt+ ϕL,PN) is the local laser elec-

trical field. For homodyne detection, the frequency of the

local laser (ωL) is the same as that of the incoming opti-

cal signal (ωL) so that the balanced outputs of the I- and

Q-channel branches [upper and lower branches of Fig. 1(c)] can

be written as

vI(t) =R|Sk||L| cos(ϕi + ϕS,PN − ϕL,PN),

(i− 1)Ts ≤ t < iTs

vQ(t) =R|Sk||L| sin(ϕi + ϕS,PN − ϕL,PN),

(i− 1)Ts ≤ t < iTs (1)

where R is the photodiode responsivity, while ϕS,PN and

ϕL,PN represent the laser phase noise of the transmitting and

receiving (local) laser, respectively. These two noise sources

are commonly modeled as a Wiener–Lévy process [8], which

is a zero-mean Gaussian process with variance 2π(∆νS +
∆νL)|t|, where ∆νS and ∆νL are the laser linewidths of the

transmitting and receiving laser, respectively. The transmitted

signal constellation point si = |si| exp(jφi) can be perfectly

{Ii, Qi} =









(−
√
M + 1,

√
M − 1) (−

√
M + 3,

√
M − 1) . . . (

√
M − 1,

√
M − 1)
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√
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√
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√
M + 3,

√
M − 3) . . . (
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M − 1,

√
M − 3)

...
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...
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recovered in accordance with (1) only in the absence of laser

phase noise.

III. ITERATIVE DEMAPPING AND DECODING

The outputs at the I- and Q-branches (in either coherent

or direct detection case) are sampled at the symbol rate,

while the symbol log-likelihood ratios (LLRs) are calculated in

a posteriori probability (APP) demapper block as

λ(s) = log
P (s = s0|r)

P (s �= s0|r)
(2)

where P (s|r) is determined by using Bayes’ rule as

P (s|r) =
P (r|s)P (s)

∑

s
′ P (r|s′)P (s′)

. (3)

Note that s = (Ii, Qi) (as mentioned earlier) is the trans-

mitted signal constellation point at time instance i, while

r = (rI , rQ), rI = vI(t = iTs), and rQ = vQ(t = iTs) are the

samples of the I- and Q-detection branches from Fig. 1(b)

and (c). P (r|s) from (3) is estimated by evaluation of the

histograms, i.e., employing a sufficiently long training sequence

in a fashion similar to that reported in [1]. We denoted the

a priori probability of symbol s with P (s), while s0 is a

referent symbol. We also need to mention that the normalization

in (2) is introduced to equalize the denominator from (3). The

bit LLRs cj(j = 1, 2, . . . ,m) are determined from the symbol

LLRs of (2) as

L(ĉj) = log

∑

s:cj=0
exp [λ(s)]

∑

s:cj=1
exp[λ(s)]

. (4)

The APP demapper extrinsic LLRs (the difference of demapper

bit LLRs and LDPC decoder LLRs from the previous step) for

the LDPC decoders become

LM,e(ĉj) = L(ĉj) − LD,e(cj). (5)

We denoted the LDPC decoder extrinsic LLRs with LD,e(c),
which is initially set to zero value. The LDPC decoder is

implemented by employing the sum–product algorithm. The

LDPC decoder extrinsic LLRs (the difference between the

LDPC decoder output and the input LLRs) LD,e are forwarded

to the APP demapper as a priori bit LLRs (LM,a) so that the

symbol a priori LLRs are calculated as

λa(s) = logP (s) =

m−1
∑

j=0

(1 − cj)LD,e(cj). (6)

By substituting (6) into (3) and then (2), we are able to calculate

the symbol LLRs for the subsequent iteration. The iteration be-

tween the APP demapper and the LDPC decoder is performed

until the maximum number of iterations is reached or the valid

code words are obtained.

For convergence behavior analysis, the EXIT chart analysis

should be performed. To determine the mutual information (MI)

transfer characteristics of the demapper, we model the a priori
input LLR LM,a as a conditional Gaussian random variable

[10]. The MI between c and LM,a is determined numerically,

as explained in [10]–[12]. Similarly, the MI ILM,e between

c and LM,e is numerically calculated but with the probability

density function of c and LM,e determined from the histogram

obtained by Monte Carlo simulation, as explained in [10]. By

observing ILM,e as a function of the MI of ILM,a and the

optical signal-to-noise ratio (OSNR, in decibels), the demapper

EXIT characteristic (denoted as TM ) is given by

ILM,e = TM (ILM,a,OSNR). (7)

The EXIT characteristic of the LDPC decoder (denoted as

TD) is defined in a similar fashion as

ILD,e = TD(ILD,a). (8)

The “turbo” demapping-based receiver operates by passing

extrinsic LLRs between the demapper and the LDPC decoder.

The iterative process starts with an initial demapping in which

LM,a is set to zero, and as a consequence, ILM,a becomes zero

as well. The demapper output LLRs described by

ILM,e = ILD,a (9)

are fed to the LDPC decoder. The LDPC decoder output LLRs

described by

ILD,e = ILM,a (10)

are fed to the APP demapper. The iterative procedure is

repeated until the convergence or the maximum number of

iterations has been reached. This procedure is illustrated in

Fig. 2, where the APP demapper and LDPC decoder EXIT

charts are shown together on the same graph. Three modulation

formats (8-PSK, 16-PSK, and 16-QAM) are observed, as well

as the following mappings: natural, Gray, and anti-Gray. The

EXIT curves have different slopes for different mappings. The

existence of a “tunnel” between the corresponding demapping

and decoder curves indicates that the iteration between demap-

per and decoder will be successful. The smallest OSNR, at

which the iterative scheme starts to converge, is known as the

threshold (pinch-off) limit [10]. The threshold limit in the case

of 16-PSK [Fig. 2(b)] is about 3 dB worse, as compared to

8-PSK [Fig. 2(a)]. The 16-QAM mapping curve is well above

the 16-PSK curve [see Fig. 2(b)], which indicates that the

16-QAM scheme is going to significantly outperform the

16-PSK one.

IV. LDPC CODES

In this section, we will introduce three classes of LDPC

codes that are suitable for use in BICM. The first one is the

class of girth-8 regular LDPC codes, which are structured

based on the concept of balanced-incomplete block designs
(BIBDs) [13]. The second class of codes is that of irregu-
lar girth-8 LDPC codes obtained from combinatorial objects

known as pairwise balanced designs (PBDs) [13]. A PBD,
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Fig. 2. EXIT chart for different mappings and modulations.

which is denoted as PBD(v,K, {0, 1, . . . , λ}), is a collection

of subsets (blocks) of a v-set V with the size of each block

ki ∈ K(ki ≤ v) so that each pair of elements occurs in at

most λ of the blocks. It should be noticed that we have

relaxed the constraint in the definition of PBD from [13] by

replacing the word exact with at most. The purpose of this

relaxation is to increase the number of possible PBDs that

results in LDPC codes of high code rates. As an example,

the blocks {1, 6, 9}, {2, 7, 10}, {3, 8, 11}, {4, 12}, {5, 13},

{1, 7, 11}, {2, 8, 12}, {3, 13}, {1, 8, 13}, {2, 9}, {3, 10},

{4, 6, 11}, {5, 7, 12}, {1, 10}, {2, 11}, {3, 6, 12}, {4, 7, 13},

{5, 8, 9}, {1, 12}, {2, 6, 13}, {3, 7, 9}, {4, 8, 10}, and {5, 11}
create PBD(13, {2, 3}, {0, 1}). There are nine blocks of size 2

and 14 blocks of size 3, all with the parameter λ ≤ 1. By

considering the elements of blocks as the position of the ones

in the corresponding element-block incidence matrix, a parity-

check matrix of an equivalent irregular LDPC code of girth-6 is

obtained. To increase the girth to 8, certain blocks from PBD are

to be removed. (The BIBD is a special class of PBD in which

all of the blocks are of the same size.)

The third class of codes is the class of block-circulant (BC)

LDPC codes [14], which are also known as array LDPC codes

Fig. 3. Performance of the proposed LDPC codes versus performance of PG,
RS, convolutional, concatenated RS, and concatenation of convolutional and
RS codes on an AWGN channel.

[15] of girth-8. The parity-check matrix of BC codes can be

described as

H =









P i1 P i2 P i3 · · · P iq

P iq P i1 P i2 · · · P iq−1

...
...

...
...

...

P iq−r+2 P iq−r+3 P iq−r+4 · · · P iq−r+1









(11)

where P is the permutation matrix P = (pij)n×n, pi,i+1 =
pn,1 = 1 (zero otherwise). The exponents i1, i2, . . . , iq in (11)

are carefully chosen to avoid cycles of length six in the cor-

responding bipartite graph of a parity-check matrix. For more

details on BC codes, the interested reader is referred to [14].

The proposed LDPC codes are compared against the

Reed–Solomon (RS) (255, 223) code, concatenated RS code

of rate 0.82, convolutional code (CC) (of constraint length 5),

and projective geometry (PG) girth-6 LDPC code (4161, 3431),

and the results are shown in Fig. 3. It can be seen that LDPC

codes, both regular and irregular, offer much better performance

than the other codes. It should be noticed that the PBD-based

irregular LDPC code of rate 0.75 is only 0.4 dB away from the

concatenation of convolutional RS codes (denoted in the figure

as RS + CC) with significantly lower code rate R = 0.44 at

a bit error rate (BER) of 10−6. As expected, irregular LDPC

codes (black colored curves) outperform regular LDPC codes

(pink colored curves).

V. PERFORMANCE ANALYSIS

The results of simulations for 30 iterations in the

sum–product algorithm and ten APP demapper–LDPC decoder

iterations for an additive white Gaussian noise (AWGN) chan-

nel model are shown in Fig. 4 and Table I. The information sym-

bol rate is set to 40 gigasymbols/s, while 8-PSK is employed, so

the aggregate bit rate becomes 120 Gb/s. Two different mappers

are considered: Gray and natural mapping. The coding gain for

8-PSK at a BER of 10−9 is about 9.5 dB, and a much larger

coding gain is expected at a BER below 10−12.
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Fig. 4. BER of the coherent detection BI-LDPC-CM scheme versus the direct
detection one on an AWGN channel model.

TABLE I
CODING GAIN IMPROVEMENT OVER THE LDPC-CODED ON–OFF KEYING

AT A BER OF 10
−9 FOR AN AGGREGATE RATE OF 120 Gb/s

The coherent detection scheme offers an improvement of at

least 2.3 dB, as compared to the corresponding direct detection

scheme. The BER performance of the coherent BICM with the

LDPC (4320, 3242) code employed as the component code

for different modulations is shown in Fig. 5. We can see that

16-QAM (with an aggregate rate of 160 Gb/s) outperforms

16-PSK by more than 3 dB. It is also interesting that 16-QAM

slightly outperforms the 8-PSK scheme of lower aggregate

data rate (120 Gb/s). The 8-PSK scheme of aggregate rate

of 120 Gb/s outperforms the BPSK scheme of data rate

120 Gb/s. Moreover, since the transmission symbol rate for

8-PSK is 53.4 gigasymbols/s, the impact of PMD and in-

trachannel nonlinearities is much less important than that at

120 G/s. Consequently, for 100-Gb/s Ethernet transmission, it

is better to multiplex two 50-Gb/s channels than four 25-Gb/s

channels.

Fig. 5. Performance comparison for different modulation schemes (Gray
mapping rule is applied).

Fig. 6. Comparison for different component LDPC codes (Gray mapping rule
is applied).

The comparison for different LDPC component codes is

given in Fig. 6. The BICM scheme employing the BIBD-

based girth-8 LDPC code of rate 0.81 performs slightly worse

or comparable to the BC-based scheme of lower code rate

(R = 0.75). The BICM scheme of rate 0.75, based on the

PBD irregular LDPC code, outperforms the schemes based on

regular LDPC codes.

The results of Monte Carlo simulations for the dispersion

map shown in Fig. 7 are shown in Fig. 8. The dispersion map

under consideration has N spans of total length L = 120 km,
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Fig. 7. Dispersion map used for simulations.

Fig. 8. BER performance of BI-LDPC-CM/coherent detection scheme for
dispersion map from Fig. 7.

where each span consists of 2L/3 km of D+ fiber followed by

L/3 km of D− fiber. The precompensation of −1600 ps/nm

is also employed. The fiber parameters are listed in Table II.

The simulations were carried out with an average transmitted

power per symbol of 0 dBm, and the central wavelength is

set to 1552.524 nm, while 8-DPSK/8-PSK with return-to-zero

pulses of duty cycle 33% are considered. The propagation of a

signal is modeled by the nonlinear Schrödinger equation. The

effects of self-phase modulation, nonlinear phase noise, intra-

channel cross-phase modulation, intrachannel four-wave mix-

ing, stimulated Raman scattering, chromatic dispersion, laser

phase noise, amplified spontaneous emission (ASE) noise, and

intersymbol interference are all taken into account. While, by

using BI-LDPC-CM and direct detection in a point-to-point

transmission scenario, it was possible to achieve the transmis-

sion distance of 2760 km at 120-Gb/s aggregate rate with LDPC

codes with BER threshold of 10−2, the coherent detection

scheme is able to extend the transmission distance by about

600 km. It was shown that the laser phase noise did not have

a major impact on transmission performance.

TABLE II
FIBER PARAMETERS

To estimate the probability density functions required for

the calculation of symbol LLRs [see (2)], we propagated the

encoded sequence of length 215 many times for different ASE

noise realizations. For more details about this procedure, the

interested reader is referred to our recent paper [1].

It was found that the coherent detection for an aggregate

rate of 120 Gb/s outperforms the corresponding direct detection

scheme by achieving an additional margin of at least 2.3 dB

at a BER of 10−9. At the same time, the coherent scheme

with an aggregate rate of 160 Gb/s provides 3.2-dB improve-

ment over the direct detection one. With this, we confirm that

the advantage increases in proportion to the growth of signal

constellation size. It is also worth to notice that 16-QAM

provides improvement over 16-PSK in the range of about

3 dB, which was expected having in mind the EXIT charts

from Fig. 2(b).

The improvement brought by the coherent detection scheme

applied here is very significant from the optical networking

perspective if we consider transmission in an all-optical envi-

ronment where a number of reconfigurable optical add–drop

multiplexers (ROADM) and/or wavelength crossconnects

(WXC) may be employed at the wavelength path. We assume

that the additional margin created by the employment of the

coherent detection scheme is enough to keep the same distance

as the one attributed to the direct detection scheme in a point-

to-point transmission scenario but, this time, with the inclusion

of all-optical networking constraints, i.e., penalties due to the

deployment of ROADMs and WXC.

Notice that in the simulations above, we assumed that the

PMD is compensated by using the LDPC-coded turbo equal-

ization scheme we reported in [16]; therefore, the influence of

PMD is not considered here.

VI. CONCLUSION

An ultrahigh-speed transmission architecture, which

employs a bandwidth-efficient LDPC-coded modulation,

BI-LDPC-CM, and coherent detection scheme, has been

proposed. In this architecture, the aggregate bit rate at or above
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100 Gb/s is maintained, while modulation, coding, signal

processing, and transmission are done at 40 Gb/s, which makes

the implementation easier, while the impact of nonlinearities

and PMD is less important. From the standardization

perspective, and as per International Telecommunication Union

Telecommunication Standardization nomenclature, everything

is based on the optical data unit (ODU-3) and optical trans-

mission unit (OTU-3), while future ODU/OUT-x (x > 3) are

effectively supported. Moreover, once the ETDM technology

at 100 Gb/s becomes mature enough, the schemes considered

in this paper can be used to achieve transmission at much

higher rates than 100 Gb/s. It was also found that the coherent

detection scheme is well aligned with the proposed architecture

and brings an additional benefit of at least 2.3 dB in power

margin at a BER of 10−9, which can be effectively used

either to extend the transmission distance by about 25% or to

compensate for penalties due to the deployment of ROADMs

and WXC. However, this study is left for future research.
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