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Abstract: The opportunity for large amounts of open-for-public and available data is one of the
main drivers of the development of an information society at the beginning of the 21st century. In
this sense, acquiring knowledge from these data using different methods of machine learning is a
prerequisite for solving complex problems in many spheres of human activity, starting from medicine
to education and the economy, including traffic as today’s important economic branch. Having this
in mind, this paper deals with the prediction of the risk of traffic incidents using both historical
and real-time data for different atmospheric factors. The main goal is to construct an ensemble
model based on the use of several machine learning algorithms which has better characteristics of
prediction than any of those installed when individually applied. In global, a case-proposed model
could be a multi-agent system, but in a considered case study, a two-agent system is used so that
one agent solves the prediction task by learning from the historical data, and the other agent uses
the real time data. The authors evaluated the obtained model based on a case study and data for
the city of Niš from the Republic of Serbia and also described its implementation as a practical web
citizen application.

Keywords: machine learning; regression; classification; prediction; meteorological parameters; traffic
incidents; multi-agent architecture
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1. Introduction

The parameters affecting the occurrence of traffic incidents (TI) comprise three main
groups, and they are as follows: human factors, vehicle and environment [1]. However,
in [2], the authors divide the main factors into five groups, i.e., in addition to the listed three
groups, they add roadway as well as occupants and other road users, and in [3], the authors
consider more types of parameters without any groups; therefore, it could be concluded
that there is no single taxonomy. In this paper, the authors consider the influence of the
mentioned third group, environmental factors, and in it, just the meteorological subgroup
which belongs to a wider subgroup of atmospheric parameters from the environment factors
group (Dastoorpoor et al. [4]). The prediction of the impact of atmospheric parameters on
TI is an important task for solving one global, serious problem because they cause not only
human losses but also economic damages. By 2030, TIs are predicted to become the sixth
leading cause of death, overtaking cancer [5], i.e., the seventh leading cause of death, and
overtaking HIV/AIDS [6] worldwide. TIs also have an economic importance because they
cause 3% of the gross domestic product yearly loss globally and roughly double that in
lower-middle-income countries [6].

Having in mind the above-mentioned data on the significantly expressed negative
consequences of the occurrence of TI on human lives and the economy, it is obvious that
the previously mentioned prediction of the influence of various (including meteorological),
factors is one important task in preventing their occurrences. This process of predicting
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the impact of different factors on the occurrence of a traffic accident has two main tasks:
firstly, to help citizens themselves reduce the possibility that they will have any incidents
in traffic, and, secondly, to help traffic police increase their control over known locations in
specific weather conditions and, in this way, reduce the number of incidents. In this way,
with the realization of those two main tasks, using the mentioned prediction, consequently,
can reduce human casualties as well as economic damage. As we already mentioned, the
subject of this paper is the prediction of the impact of meteorological factors as a subgroup
of the group of atmospheric parameters and the wider group of environmental param-
eters. All those parameters included and others, such as sociological, geographical and
so on, are of a different type and can be viewed in different ways. Therefore, for example,
Chan et al. in [7] observe those parameters in groups of meteorological variables (temperature,
pressure, humidity, wind speed, etc.), pollutant variables (PM, CO, O3, SO2, etc.), auxil-
iary variables (geographical, time, sociological, economic, relation to the type of road, etc.).
Jalilian et al. in [8] consider each factor individually without their grouping. It is very
important to remark that many of these groups of factors are considered as variables with
different values through time historically which enables later learning of knowledge from
them. The authors deal, in this paper, only with the first group of meteorological factors,
from all the mentioned groups, and their impact on traffic accidents in a day. Therefore, the
authors suggest that, in addition to the available data in real life from competent institu-
tions, there are also large amounts of historical data collected in those institutions for the
purpose of gaining knowledge using machine learning (ML) to predict the impact of the
meteorological factors on the occurrence of TI.

Furthermore, in the paper, the authors propose an ensemble method of aggregation to
solve the task of prediction. For this purpose, they used one aggregation of the mentioned
two approaches of using historical and real-time data into a methodology that can be
effectively implemented in a multi-agent system using modern intelligent technology.

For the evaluation of the impact of these factors on TI, we can find in the literature
several classic statistical methods, and the most used among these is regression analysis,
followed by factor and discriminant analysis and, on the other hand, some algorithms of
data mining and artificial intelligence—between which, the most used are artificial neural
networks and different algorithms of classification. Practically, this process means that the
choice of the subset from the set of parameters must lead to the problem of the feature
selection before creating a prediction [9]. Having in mind these facts, the authors set out
to provide the report on one research method as the main objective of this manuscript,
and the advantage of aggregation in the prediction model for determining the impact of
the meteorological factors on TI in two methods will be discussed. These two methods
that the authors proposed are the most used methods from the previously mentioned
two groups, both in one ensemble ML prediction model: from the group of statistical
methods, binary regression and from the group of ML methods, classification with feature
selection. Moreover, as an obligatory part of this research was considering the realization
of a developed ensemble model as one multi-agent system (MAS) in a global case, concrete
in this paper is a two-agent system in which agent 1 draws knowledge through ML from
historically available data, and then agent 2 deals with those same parameters, but in real
time. Such two-agent architecture enables decision making using the algorithm which
could be a decision matrix from the group of decision makers, and this will be proposed in
the paper in the section which deals with the technical solution of the implementation of the
proposed MAS including one emergent intelligence technique which enables the integration
of MAS into a collaborative whole precisely based on that algorithm. Having in mind the
complexity of the considered problem and the already-mentioned fact that the impact of
meteorological factors on TI is only one small part of all the groups of factors—such as the
presence of human factors, vehicle factors, other environmental parameters from different
particles in the atmosphere including air pollution, road factors, geographical factors as
well as factors of economic development and so on—it is an obvious need that this model
implementation with one MAS must enable its permanent, continuous upgrading. Such a
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solution, based on the approach of using MAS in the proposed form, the authors could not
find in the literature.

In this paper, for the purpose of evaluating the proposed model, the authors used one
case study which observes daily TI data for the city of Niš in the Republic of Serbia in the
period from 1999–2009 and data for different meteorological factors for this period for the
same city. This study determines individual influence of each of considered meteorological
factor on a happening of TIs using for that the model of aggregation different classification
algorithms. It is based on an algorithm which was previously pre-processed using different
methods of feature selection from ML and binary regression analysis from the group
of traditional statistics methodologies in one ensemble method of ML. In this way, the
conditions for implementation are ensured in the already-described two-agent system for
early warning of interested parties, before everyone else, all ordinary citizens and traffic
police, including and using today’s most popular social media platforms as can be found
in the paper of Lu et al. [10]

Description of influence of different meteorological conditions on TI can be found in
papers that use the application of different forms of regression models, from linear and
binary regression, than general linearized model to the combination of artificial intelligence
and regression and different autoregressive methods for that purpose. This type of statistical
models is also often used for the predicting and impact of different mentioned groups as,
for example, from an environmental group that could be a location, type of road, date and
time and so on, and some individual factors from these groups and their combinations. The
global review of possibilities and characteristics of different types of regression methods
could be found in Trencevski et al. [11] and Gupta et al. [12]. Too many studies address
the impacts of different meteorological parameters on traffic safety [13]. In one of them,
a meta-analysis of 34 studies which deal with the effect of precipitation is given and, as
a result, gave an average increase in traffic accidents of 71% and 84%, in case of rain and
snowfall, respectively [14]. However, in [15], authors considered terms of crash severity
and concluded that there is a significant reduction under rainy conditions compared to
fine weather. Additionally, the effect of precipitation on traffic accidents is considered on
Finnish motorways and it is concluded it could be different for different types of accidents,
so that the relative risk for single accidents in relation with multiple accidents in case of
snow is 3.37/1.98 [16]. In the paper [17] we find one investigation on the influence of
17 meteorological factors on the number of crashes in the Netherlands during 2002. The
impact of a combination of the meteorological factors of temperature and precipitation is
given in [18]. Study [19] investigates the impact of weather elements and extreme snow or
rain weather changes on seven crash types using five years of data collected for the City of
Edmonton in Canada. In [20], authors deal with different vehicle types, from high-sided
trucks and buses to vans that are the most affected by strong wind; also, we can find in
literature that in general, greater wind speeds increase the severity of traffic accidents
caused by single trucks [21].

The effect of the sun glare on traffic accidents is the subject of a small number of
studies, but authors of the paper [22] deal with this problem using data from signalized
crossroads in the city of Tucson, USA.

They concluded that traffic accidents occur more frequently during glares from the
rear-end and sideways and that a sun glare has no effect on the crash severity. However,
in paper [23] we can find that traffic accidents in Japan indicate that the sun glare has a
strong impact on pedestrian traffic accidents, crashes at crossroads, and bicycle crashes,
while there is no indication that the impact of sun glare increases with vehicle speed [23].

In [24], authors deal with determining the impact of snowfall on TI. The different
studies mentioned are focused on the impacts of individual or a group of meteorological
factors on specific traffic accident types, but these studies could differ with relation to
region, time period and methodology, and because of that, they are difficult for comparing
the results.
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In [25], the study in which correlation and linear regression analysis were conducted to
estimate the influence of meteorological factors on road traffic injuries stratified by severity
is presented. The study Khan et al. [26] shows that the occurrence of traffic accidents
in hazardous weather conditions of wind, rainfall, snowfall and fog broadly follows the
patterns for those weather parameters. A paper which deals with weather impacts on
various types of road crashes: a quantitative analysis using Generalized Additive Model
(GAM) method we can find in [27], but the paper [28] considers the same problem using
the combined backward propagation-artificial neural network model (BP–ANN) regression
model. In [29] one integer autoregressive model for prediction with four traffic safety cate-
gories: vehicle accidents, vehicle fatalities, pedestrian accidents and pedestrian fatalities in
Athens was proposed. In [30], we can find the application of one autoregressive integrated
moving average (ARIMA) model for determining the impact of weather factors on TI in
France and comparing the general linearized model and ARIMA in [31] in the case of
considering this problem in France, Greece, and the Netherlands. In [10], we can find the
use of the regression model in one modern, conceptualized, complex system for prediction
of influence of different whether factors on TI in China with help of data obtained from
modern social media, combining these with physically sensed data and also with the help
of regression methodology.

On the other hand, using ML algorithms for determining the importance of the
individual impact of each of the many meteorological factors on traffic accidents as well
as in determining suitable prediction models to solve this problem is today the other
frequently used methodology. We can find more and more papers in the existing literature
that use these two groups of methods to solve the posed problem discussed in this paper.
These methods belong to different individual types of ML: classification, clustering, neural
networks, and other standard ML methods; to the aggregations of these standard ML
methods mutually or with classic statistical methods as for example regression, and in
the end, the newest different ensemble methods is where the solution proposed by the
authors belongs.

Thus, in [32], Zheng et al. consider different groups of atmospheric factors: meteoro-
logical variables (temperature, pressure, humidity, wind speed, etc.), pollutant variables
(PM, CO, O3, SO2, etc.), auxiliary variables (geographical, time, sociological, related to the
type of road, etc.), and we could practically find one comprehensive review and taxonomy
of different types of ML methods which could be applied in atmospheric environment stud-
ies on TI for what is compatible with content presented in the already-cited reference [11],
which particularly processed regression models. A similar problem from the standpoint of
sensor using in this purpose is presented in [33], but in [34], a review of urban traffic flow
prediction techniques with special focus on the literature review is presented. In [35–38],
we can also find a similar comprehensive review of different artificial neural network
(ANN) methods used for the same purpose. Using ML models based on ANN is a highly
effective way to simulate the atmospheric environment, which is very important in the
case of time-limited applications [39], and in this group, deep learning has received special
research attention [40–42]. Different models of ANN are available, for example, recurrent
ANN [43]. Additionally, the ANN predictions of meteorological impact factors on traffic
accidents are available for geographically diverse areas across the globe: Switzerland [44],
Bangladesh [45], Jordan [46], Iran [47], the USA [48], Australia [49], and are generally
considered for developing countries [50].

Moreover, in the literature, we can find an aggregation of the most applicable ML
ANN method with other ML methods: for example, with genetic algorithms in [51], with
cluster algorithms in [52], using a logit model and factor analysis [53], with the random
forest [54,55], and with the second most used ML the decision tree from a classification
group of methods in the case study for data from Nigeria in [56]. Additionally, it is used in
the case study of Nord England using the UK stats19 data set [57], and in the case study for
data from the USA [58]. We can find the application of aggregated different classification
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methods in papers such as J48,ID3, classification and regression tree (CART), decision tree
and Naive Bayes in [59]; and CHAID, J48 decision tree and Naive Bayes in [60].

In the already-cited reference [32], it is remarked that increasing the model type of ML
models for prediction of the impact of atmospheric parameters on different fields of human
life were ensemble models; this is the case in the field of traffic accident prediction as well.
In [61], one systematic review of ML methods is given where ensemble methods, as most
modern types, are considered in separate sections and in [62–65] we could find descriptions
of different ensemble methods which deal with ensemble learning for predicting traffic
accidents affected by meteorological parameters. Having in mind the model which authors
will propose in this paper, it is especially important to remark that the ensemble methods
based on aggregation classification and regression tree in one ensemble algorithm for the
purpose to solve the considered problem of prediction as an impact of meteorological
factors on traffic accidents are very rarely in the literature, but they could be found, as, for
example, in [66].

Particularly, there is a trend of developing forecast models to predict future states in all
types of traffic at the beginning of the 21st century. Different taxonomies of those models can
be found, for example the division into parametric and non-parametric models depending
on the distribution of input values [67], then a division into deterministic models in which
the model outputs are fully determined by the input factors values, and probabilistic, i.e.,
stochastic models [68]. ARIMA is one of the most-used parametric methodologies with
its different subtypes: for example, multivariate spatial-temporal autoregressive (MSTAR)
model [69], which at the same time belongs into probabilistic methods according to the
second mentioned division while time-series analysis and trends belong to deterministic
methodology, for example [70].

Bayesian deep learning approach and convolutional neural networks are increasingly
present in recently published literature to predict the influence of uncertain environmental
parameters, including the meteorological factors considered in the paper on the TI [71].
It is especially expressed in the subfield of so-called short-term predictions of trajectories
in different types of public traffic, for example, in aircraft trajectory predicting [71,72] as
well as in the prediction of road traffic in general and autonomous driving [73]. Because
the authors set as the main goal of this paper that it should give an answer to the two
research questions:

(1) Is it possible to construct one ML ensemble method which aggregates ML classi-
fication methods and methods of future selection for attribute selection with the binary
regression method and which demonstrated better characteristics of prediction than each
individually of included in ensemble method?

(2) Can this new ensemble method be implemented in one multi-agent supported
technological system?

To give an answer on these two research questions and confirm those two hypotheses,
the authors used evaluation of the proposed ensemble model on the case study for the
city of Niš, Republic of Serbia, using its meteorological and data for TI for ten years in the
beginning of 21 century.

In order to realize the set goal and present that the proposed ensemble model is an
effective solution for the considered problem of predicting traffic accidents, the authors real-
ized the rest of this manuscript in the following way: after this first section, the Introduction,
the second section follows: Materials and Methods, where the authors gave a description
of the material used and a comprehensive review of applied methodologies; then comes
the third section—Results and Findings, in which the results of applying the proposed
model in the case study are described; in the next section—Technological Implementation
of Proposed Ensemble Model, the authors described the implementation of the proposed
model as one technical solution and at the end there is a fifth section—Conclusions, in
which contributions of this research are given and future work on efficiently solving the
problem discussed in this paper is proposed.
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2. Materials and Methods

Having in mind the present development of improved solutions for the prediction
of the impact of atmospheric parameters on the occurrence of traffic accidents which are
computer based and often using the ML techniques existing today, it could be said that
its group of mentioned ensemble methods is a trend in solving such a complex problem.
Implementation of such solutions using multi-agent solutions follows this trend directly.
However, in the literature, there is still not a large enough number of references which
integrate more methods of ML, different or of the same type in the ensemble models of
prediction, so additional research of such methods is needed; that was the motivation for
the authors to develop one such novel method.

In this paper, the authors described not only the new proposed model but also its
implementation as one of agents in one multi-agent system of emergent intelligence tech-
nique (EIT) for the purpose of one citizens warning system. For the evaluation of the model
proposed as such, the authors conduct the material from case study for the City of Niš
in the Republic of Serbia which is presented in this paper. In it, the analyzed material is
classified so that all data in the period considered is divided into two classes: positive when
the daily number of traffic accidents is bigger than the average value for this period, and
negative in all other cases. This way, it could be said that the positive class includes the
instances when conditions significant enough for the occurrence of traffic accidents on that
day are present in the atmosphere.

2.1. Methods

The problem of predicting the impact of meteorological parameters on TI that is the
subject of consideration in this paper belongs to the group of classification problems for
whose solving two main groups of methods are available: the classic statistical methods of
logical regression and ML based classification.

With the logistic regression model, we describe the relationship between predictors
that can be continuous, binary, categorical and categorically dependent variables. For
example, the dependent variable can be binary-based on some predictors; we predict
whether something will happen or not. We actually estimate the probabilities of belonging
to each category for a given set of predictors. Depending on the type of dependent variable,
we have:

Binary logistic regression—the dependent variable is binary (for example: answer true
or false on the questions);

Nominal logistic regression—the dependent variable has three or more categories that
cannot be compared in value (for example, colors (white, black, red, green, blue, etc.);

Ordinal logistic regression—the dependent variable has three or more categories that
can naturally be compared, but the ranking does not necessarily mean that the “distances”
between them are equal (for example: health status (stable, serious or critical).

Logistic regression is used when the dependent variable takes only a finite set of values.
We wonder if we can still use linear regression in classification problems. In the case

of binary logistic regression, we consider the dependent variable to be a Bernoulli random
variable in notation Y as it is shown in Equation (1). Then, we have two categories that we
code with: 0 for failure and 1 for success.

Y =
0− failure
1− success

(1)

Therefore, the dependent variable is a Bernoulli and not some continuous random
variable, meaning that errors cannot be normal. Additionally, if we did run a linear
regression, we would get some meaningless fitted values—values outside the set {0,1}. In
the case of a binary dependent variable, one way to use linear regression for a classification
problem can be as follows: for a given set of predictors, if the fitted value by linear regression
is greater than 0.5, then we classify that observation as a success, and if not, a failure. This
method is then equivalent to the linear discriminant analysis, which we will discuss later.
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With this method, we only get a classification for some observation: “success” or “failure”.
If the fitted values by linear regression are close to 0.5, then we are less confident in our
decision. We will also say that, if the dependent variable takes more than two values, then
linear regression cannot be used as we described a moment ago, but the linear discriminant
analysis must be used instead.

ML is one comprehensive discipline based on statistical analysis and artificial intel-
ligence and it is used for learning of knowledge, i.e., concrete learning of rules, concepts,
models, etc. which should be understood and accepted by the people. In the ML process,
it is obligatory to have some kind of evaluation of the validity of the knowledge learned
in this process, i.e., some kind evaluation of obtained rules, concepts, or models. For this
purpose, two evaluation methods are available based on the process in which the available
set is divided in different ways into a learning set and a test set:

(1) Evaluation using the test suite-holdout method, whose technique divides the original
data set into two disjoint subsets, for training and for classifier testing (e.g., in a ratio
of 70:30). Then, the model of classification is obtained on the basis of training data,
after which the performance model on test data is evaluated. Thus, the accuracy of
the classification can be assessed based on the test data;

(2) K-fold cross-validation is a classification model evaluation technique that is a better
choice compared to evaluation using a test set. In general, it is performed by dividing
the original data set into k equal subsets (layers). One subset is used for testing and
all others for training. The resulting model makes predictions on the current layer.
This procedure is repeated for k iterations using each subset exactly once for testing.

One of the most important measures of success of learned knowledge is named
predictive accuracy. It is the ratio of the total number of successful classifications to the
total number of classifications. For measuring a success of learned knowledge are also
often used and precision, recall, F1 measure and receiver operating characteristic curve
which will be described in the continuation of this chapter. The basic goal of any predicting
process is to obtain one model based on the exact numerically determined combination
of independent variables for the dependent variable. It is important to remark that in
this process, the choice of variables that will be included in this process from a given data
set affects the accuracy and other measures of the obtained prediction model, so because
of that, it is necessary to use different techniques for a selection of variables in the data
preparation phase, i.e., to apply some method of the so-called feature selection procedure.

One ensemble model of ML is proposed in this paper for predicting the potential
risk of traffic accidents caused from meteorological, i.e., atmospheric parameters. As we
already mentioned, the proposed method is one aggregation that optimizes more different
classification algorithms using attribute reduction and binary regression. Implementation
of this algorithm could represent one agent in considered and described two-agent system
in this paper in which other agent realizes alarm calculations accordingly to value of
meteorological parameters in real time. This two-agent system could be proposed in
general as a wider and more complex multi-agent system which could be included and
other types of environment parameters beside meteorological and which could be based
on different possible forms of emergent intelligence for collective decision making. Such an
implementation of an EIT solution as an emergency software tool could be realized as a
web application accessible to all stakeholders of human society, starting with citizens and
other interested parties.

The subchapters which follow in this paper are devoted for a brief description of these
methodologies because the proposed ensemble method aggregates the method of logical
regression with ML methods of classification methods and feature selection.

2.1.1. Classification Methodology

Classification algorithms belong to the supervised ML technique and can be used for
the task of predictive modelling. Using the classification methodology for this purpose
implies the existence of labeled instances in each of more than one class (attribute) of objects
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so that it predicts the value of obligatory categorical type of class (attribute) using the
values of the remaining predicting attributes [74].

The selection of the appropriate classification algorithm for the concrete considered
application is not only the beginning but is also the most important place in the process
of ML from big data. For solving the problem which is considered in this paper, in their
proposed ensemble model, the authors use a classification which makes the classification
into two classes, positive and negative that correspond to true or false in both of them. All
possible outcomes of prediction are presented in the confusion matrix shown in Table 1.

Table 1. The confusion matrix for the two-class classifier.

Predicted Label

Positive Negative

Actual label
Positive TP(true positive) FN(false negative)

Negative FP(false positive) TN(true negative)

The number of members in the considered set shown in Table 1 is the sum of positive
and negative cases and will be classified in notation N, i.e., TP + FN + FP + TN = N. All
results that are presented in Table 1, for a considered case of two-class classifier, can be
given for the most important measures of classification accuracy, precision, recall and
F1 measure with the following formulas:

Accuracy = (TP + TN)/N (2)

Precision = TP/(TP + FP) (3)

Recall = TP/(TP + FN) (4)

F1measure = 2 · precision · recall
precision + recall

(5)

In the evaluation of the prediction performance of any classifier, the Receiver Operating
Characteristic (ROC) curve is also often used; it represents the value of false positive on the
OX axis, and on the OY axis, the value of true positive cases [75,76], so that, for example,
point (0, 1) represents perfect prediction, where all the samples are classified correctly, and
point (1, 0) represents a classification that classifies all samples incorrectly. Therefore, it is
important to known that the output in ROC space produced from naive neural networks
or Bayes classifier is a probability which is a score-numeric value and discrete classifiers
produce only a single point, but in both cases they represent the degree to which a particular
instance belongs to a certain class [77]. The area under the curve (AUC) is the most-used
measure of diagnostic accuracy of the model and AUC values greater than 70% have good
classification processes.

Practically, classification is the task of ML, but can also be the task of data mining,
which performs separation of instances of a considered data set based on the value of the
input variables into one of pre-determined ones class of the output variable [78].

The literature review shows that the most commonly applied classifiers include Neural
networks, Bayes networks, Decision Trees, K–nearest neighbor, etc. [79].

For the proposed model, the authors used some of the most-used classification algo-
rithms which belong to five different groups of types as it is grouped in one of the most
used software for this purpose, Weka [80], i.e., Bayes, meta, trees, rules and functions.
Because of that, below this subchapter is a short description of one selected algorithm from
each of the mentioned Weka classifiers groups.

The Naive Bayes classifier [81,82] from the Bayes group of Weka belonging to the
group of oldest classification algorithms and generates a prediction model using Bayes’
theorem. It is called “naive”, because of that simplifies the problem of classification by
two important assumptions, first that the attributes used in the prediction procedure are
conditionally independent and with a known classification, and second, that there are no
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hidden attributes that could affect the prediction. In this way, these assumptions allow an
efficient classification ML algorithm. For conditionally independent attributes A1, . . . , Ak
probability for class attribute A is calculated using the following rule:

P(A1, . . . , Ak|A) =
k

∏
i=1

(Ai|A) (6)

The main advantages of the Naive Bayes classifier in relation to other classifiers are
primarily efficiency, simplicty, and convenience for small data sets of data.

The LogitBoost classifier from the meta group of Weka is widely applied in practice
because it has very good characteristics, primarily thanks to the boosting algorithm [83].
This classifier uses the principle that finding multiple simple rules could be more efficient
than finding a single precise rule, and because of that, usually complex prediction rules. It
represents, essentially, one general method for improving the accuracy of ML algorithms.

Decision trees [84] from the trees group of Weka is the most used classification tech-
nique, because it includes more possible ways of its construction that are very convenient
for interpretation. The trees can be used with all kinds of classification attributes (categori-
cal or numerical). ID3 [85] and C4.5 [86] are the most-used algorithms from this group of
classifiers and from the trees in the Weka tool, one of the most known is tree J48.

The PART classifier from the rules group of Weka builds a partial decision tree so
that it uses the C4.5 decision tree classifier in each of its iterations and constructs the best
sheet and a suitable rule in the tree. This classifier does not belong to the group of oft-used
classifiers, but it is useful in binary classification, as applied in this paper.

SMO from the functions group of Weka refers to the specific efficient optimization
algorithm used inside the support vector machines (SVM) algorithm implementation.
Practically, it solves the quadratic programming problem, which arises during the training
of SVM on classification tasks defined on sparse sets of data. Additionally, it is not one
of the oft-used classifiers, but it is used in this paper because it is appropriate for binary
classification with numerical and binary types of attributes, which is the case in this paper.

2.1.2. Logistic Regression

In ML, in many cases, probabilistic classifiers that return not only the label for the most
likely class, but also the probability of that class, are needed. Such a so-called probabilistic
classifier is well-calibrated if the predicted probability matches the true probability of the
event which is of interest and can be checked using a calibration plot, which demonstrates
how good a classifier is in a given set of data with known outcomes that is valid for the
binary classifiers considered in this paper (in the case of multi-class classifiers, a separate
calibration plot is needed for each of classes).

The authors used the idea of calibration, like many other authors did, as, for exam-
ple, in [87], and as seen in [83], the univariate calibration using logistic regression for
transforming classifier scores into probabilities of class membership for the two-class case.

The main goal of logistic regression is to obtain the best-fitting model for describing
the relationship between the dichotomous characteristic of interest, which is a dependent
variable (response or outcome variable) with a set of independent variables (predictor or
explanatory variables).

Logistic regression generates the coefficients of a formula to predict a logit transforma-
tion of the characteristic of interest presence probability which can be notated as p (with
determined standard error and significance level):

logit(p) = b0 + b1X1 + b2X2 + . . . + bkXk (7)

The logit transformation is defined as the logged odds:

odds =
p

1− p
=

probability of characteristics presence
probability of characteristics absence

(8)
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and
logit(p) = ln(

p
1− p

) (9)

In ordinary regression, the choosing of parameters that minimize the sum of squared
errors is present, while in logistic regression it chooses parameters that maximize the likeli-
hood of observed sample values. The regression equation coefficients are the coefficients
b0, b1, b2, . . . bk. The logistic regression coefficients show increasing (when bi > 0), and
decreasing (when bi < 0) in the predicted logged odds for the independent variables. In
the case the independent variables Xa and Xb are dichotomous, then the impact of these on
the dependent variable is simply determined by comparing their coefficients of regression
ba and bb. By taking the exponent for both sides in the regression equation as it is shown
above, the equation can be given as one of form of logistic regression:

odds =
p

1− p
= eb0 ·eb1X1 ·eb2X2 ·ebsXs · . . . ·ebkXk (10)

From the given formula, it is evident that when a variable Xi increases by 1 unit, and
all other parameters remain unchanged, then the odds will increase by a parameter ebi .

ebt(1+Xt) − ebtXt = ebtXt = ebt(1+Xt)−btXt = ebt+btXt−btXt = ebt (11)

This factor ebi is the odds ratio (O.R.) for the independent variable Xi, and it gives
the relative amount by which the odds of the outcome increase (O.R. greater than 1) or
decrease (O.R. less than 1) when the value of the independent variable is increased by
one unit.

Implementation of several methods for performing logistic regression can be found
in statistical programs, of which IBM SPSS [88] is the most famous. This tool realizes
three basic methods of binary regression and that is the enter method, stepwise method
and hierarchical method. The enter method includes all the independent variables in
the regression model together, stepwise methods include two categories of regression
procedures-forward selection and backward elimination, and in the hierarchical method,
the researcher themself determines the order of inclusion of independent variables in the
model. Otherwise, all of the three methods are used to remove independent variables that
are weakly correlated with the dependent variable. The authors use the standard enter
method for the model proposed in this paper.

2.1.3. Future Selection Techniques

Classification methods of ML are sensitive from data dimensionality and it is showed
evidently that application of dimensionality reduction enables them giving better results.
Selecting a suitable subset before the application of these methods finds a set of attributes
which together achieve the best result.

Algorithms for feature subset extraction perform a space search based on candidate
evaluation [89]. The optimal subset is selected when the search is complete. Some of the ex-
isting evaluation measures that have been shown to be effective in removing irrelevant and
redundant features include the consistency measure [90] and the correlation measure [91].
The consistency measure seeks to find the minimum number of features that consistently
separate the class labels into a complete set. An inconsistency is defined for two instances
that have different class labels for the same feature values.

• Future selection methods can be realized using three groups of methods [92]:
• Filter, where the most known are Relief, Infogain, Gainratio, and so on.
• Wrapper, among which the most well-known are BestFirst, RankSearch, GeneticSerch,

and so on.

Embedded, which combine the qualities of the filter and wrapper methods and where,
among others, ridge regression (as one technique for analyzing multiple regression data
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that suffer from multicollinearity) and different types of decision tree based algorithms as
BoostedTrees, RandomForest, NBTree, and so on, belong.

One of the free-to-use software that has an option that performs feature selection,
reducing the amount of included attributes by applying different type algorithms, is the
already-mentioned software tool Weka [80]. Because of that, this software was used to
evaluate the proposed model on a selected case study. Practically, this evaluation results
in determining the importance of factors that influence the risk of a traffic accident as
well as for determining one prediction model using techniques such as regression and/or
classification for this tasks.

Because the first two groups of methods are used in model which authors proposed in
this paper these are described in short hereinafter.

Filter-Ranker Methods

Filter models rely on the general characteristics of the data to estimate the exclusion
features of the learning algorithm. For some data set D, the filter algorithm starts the search
by initializing a subset S1 (the empty set, the full set, or a randomly selected subset) and
searches the feature value space using a specific search strategy. Each generated subset
S is evaluated against an independent measure and compared to the previous best. If
it is found to be better than the previous best, it is considered the current best subset.
The search continues until a previously defined stopping criterion is met. The output of
the algorithm is the last best subset and that is the final result. By changing the search
strategy and evaluation measure, different algorithms can be implemented within the filter
model. The feature selection process often uses the entropy measure as one characteriza-
tion of the purity of an arbitrary collection of examples, and considers a measure of the
system’s unpredictability.

The entropy of Y is:
H(Y) = −∑

y⊂Y
p(y)· log2(p(y)) (12)

At the same time, feature selection methods differ in how they treat the problems of
irrelevant as well as redundant attributes [93].

For the proposed model, authors used the following five shortly described filter algorithms.
Having in mind that the entropy could be a criterion of impurity in a training set S,

it is possible to define a measure reflecting additional information about each Attribute
which is generated by Class, and that is the amount by which the entropy of Attribute
decreases [94]. This measure is named the information gain and, in abbreviation, is notated
as InfoGain and favors variables with more values.

InfoGain evaluates the worth of an Attribute according to Class using the following
formula:

InfoGain(Class, Attribute) = H(Class) – H(Class|Attribute) (13)

where H is the entropy of information. The information gained about an attribute after
observing class is equal to the information gained using observation in the reverse direction.

The information gain ratio, noted as GainRatio, is one so-called non-symmetrical
measure that was introduced in the theory of feature selection to compensate for the bias of
the already-described measure InfoGain [95]. GainRatio is one modification of the InfoGain
that reduces its bias on different attributes and it is given with the following formula:

GainRatio =
InfoGain
H(Class)

(14)

As it is given in Formula (13), when it is needed to predict some variable-Attribute,
the InfoGain is normalized so that it is divided by the entropy of Class, and in vice versa.
This normalization enables that the GainRatio values must be ever in the range [0, 1].
GainRatio = 1 means that the knowledge of Class completely predicts variable-Attribute,
but GainRatio = 0 indicates that there is no relation between variable-Attribute and Class.
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The GainRatio favors variables with fewer values. Thus, for example, the decision tree
classification algorithms C4.5 [96] and ID3 [97] use the GainRatio criterion to select the
attributes that should be at every node of the tree.

FilteredAttributeEval is a classifier class for running an arbitrary evaluator on data
that has been passed through an arbitrary filter which are structured based exclusively
on training data. This classifier executes nominal and binary classifications with nominal,
string, relational, binary, unary, as well as missing attributes.

SymmetricalUncertAttributeEval is a classifier which evaluates the worth of an at-
tribute by measuring the symmetrical uncertainty with respect to the class.

SymmU(Class, Attribute) = 2 ∗ (H(Class)−H(Class|Attribute))/H(Class) + H(Attribute) (15)

This classifier executes nominal, binary, and classification of missing classes with
nominal, binary, unary, as well as attributes.

ChiSquaredAttributeEaval is a classifier based on the chi-square test used to test
the independence of two events so that, for the given data of two variables, we can
obtain the observed count O and the expected count E and, using the Chi-Square measure,
how expected count E and observed count O deviate from each other, which is shown
in Equation (16):

χ2
c = ∑

i

(Oi − Ei)
2

Ei
(16)

In Equation (16) c is degrees of freedom, Oi is observed value and Ei is expected
value whereby degrees of freedom refer to the total number of observations reduced by the
number of independent constraints which are imposed with the observations, and having
in mind definitions that the random variable follows chi-square distribution only if it can
be written in the form of the sum of squared standard normal variables like it is given
in Equation (17):

χ2 = ∑
i

Zi
2 (17)

where Zi are standard normal variables.
Degrees of freedom refer to the maximum number of logically independent values,

which have the freedom to vary. In simple words, it can be defined as the total number of
observations minus the number of independent constraints imposed on the observations.

Wrapper Methods

In the case of these learning methods, certain modeling algorithms are used in order
to evaluate subsets of attributes in relation to their classification or predictive power. It
is a computationally very demanding procedure due to the frequent execution of the ML
algorithm. It is practically necessary to evaluate the performance of the corresponding
model for each subset of attributes, and the total number of subsets grows exponentially
when the number of attributes increases. For these reasons, different search techniques
are used from the group of greedy techniques, which represent an approach to solving the
problem based on the best selected option available at that moment [98].

According to some of the classification frameworks [99], wrapper methods can be
broadly classified according to the method of searching a set of attributes into deterministic
and randomized wrapper methods. The first subgroup of wrapper methods—deterministic
wrapper methods, use a complete strategy of attribute space search in one sub-subgroup
and certainly give the best results with a very demanding time and sequential strategies
or heuristic search in the second subgroup of deterministic wrapper methods. Another
subgroup of wrapper methods consists of randomized methods, which in turn rely on
stochastic search approaches. The authors chose and used five methods from this wrapper
group of methods for the proposed model in this paper which are implemented in the Weka
software, and those are: from the deterministic subgroup and sub-subgroup of complete
strategy search the ExhaustiveSearch and sub-subgroup sequential strategies or heuristic
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search—three of them—Best First, LinearForvardSelection, and GreediStepvise, and from
another subgroup of wrapper methods named stohastic-GeneticSearch, and all of them
with CfsSubsetEval classifier.

I. Algorithms from the group of deterministic search wrapper methods

I.1 The first subgroup are those with full search, and these algorithms usually
showed the good results.

ExhaustiveSearch is the most well-known algorithm from this subgroup; it conducts
an exhaustive search through the complete space of attribute subsets starting from the
empty set of attributes. On end reports the best subset found.

I.2 The second subgroup of deterministic search wrapper methods is the group of
algorithms with sequential search techniques which are the most-used wrapper
algorithms, and because of that, the authors use primarily different algorithms
from this subgroup in the proposed algorithm.

The BestFirst algorithm as a basic algorithm from this subgroup searches the space
of attribute subsets by greedy hill climbing augmented with a backtracking facility. This
algorithm may start with the empty set of attributes and search forward, or start with the
full set, i.e., all attributes and search backward, or start at any point between those, and
search in both directions.

The LinearForwardSelection algorithm is one Extension of the BestFirst algorithm.
Takes a restricted number of k attributes into account. Fixed-set selects a fixed number k
of attributes, whereas k is increased in each step when fixed-width is selected. The search
uses the initial ordering to select the top k attributes, but can also use the ranking. The
search direction is forward or floating forward selection with using optional backward
search steps.

The Subset Size Forward Selection algorithm is one Extension of the LinearForwardSe-
lection algorithm.

GreedyStepwise performs a greedy search in both directions, forward or backward,
through the space of attribute subsets. It may start with no or all attributes, or from an
arbitrary point in the space. It stops in the moment when the addition, i.e., deletion of any
remaining attributes results in a decrease in evaluation. It can also produce a ranked list of
attributes by traversing the space from one side to the other and recording the order that
attributes are selected in.

II. Algorithms from the group of stochastic search of wrapper methods

The most-known from this group is the genetic algorithm which the authors use in the
proposed algorithm as representative of that subgroup of methods. This algorithm belongs
to a wider class of so-called population methods, i.e., evolutionary algorithms that use
stochastic optimization. Genetic algorithms only select the initial population at random; in
later steps, the selection procedure is strictly defined. The steps of the genetic algorithm are
iteratively repeated until the desired target is reached value, i.e., the stopping criterion of
the algorithm.

As we already mentioned, all of the wrapper methods used are applied in the proposed
model with using the CfsSubsetEval classifiers (Correlation-based feature selection).This
method ranks and selects the attribute sets with biases towards to subsets containing
features that are highly correlated with the class, and at the same time, they are uncorrelated
with each other. Measuring the significance of attributes in this method is on the basis of
predictive ability of attributes and their redundancy degree.

2.1.4. Ensemble Method for Prediction of Meteorological Impact on Occurrence of TI

It is known that, in ML, methods that use several individual aggregated algorithms
to achieve better results than those that would be achieved with any of the algorithms
individually aggregated into it are called ensemble ML methods. To solve the predictive
problem which is considered in this paper, the authors proposed an ensemble algorithm
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showen with the procedure, which is given in Algorithm 1 and showed as the block schema
in Figure 1.

Algorithm 1: Obtaining significant predictors of TI caused by atmospheric factors

1. Perform a logistic-binary regression Enter method for a model in which n atmospheric factors
are predictors and the dependent variable is the number of TI logically determined by a threshold,
which could be a value greater than 150% of the average value of daily TI for considered case
study, and has a nominal value 1 in that case and 0 in all others. We start the algorithm in first
cycle i = 1 with referent value which represents the number of attributes which is in start step
number noted as n1–in concrete case study n1 = 27. In the Enter method of binary regression used,
all of the predictors will be included in the prediction; only in the possible presence of
impermissible collinearity of certain predictors, they will be excluded from the model. After that,
using the Cox and Snell R Square and Nagelkerke R Square test, the algorithm will determine the
value of the percentage of the variance that is explained, i.e., the connection between the tested
factors and the dependent variable, and using the Hosmer and Lemeshow tests, the algorithm
will determine its goodness-of-fit, i.e., the adaptation of the model to the given data, i.e.,
calibration which will evaluate the goodness of the proposed ensemble model in this and in the
later steps, including the most important last step of the proposed algorithm in order to use the
AUC to determine the quality measure of the classification binary regression analysis model.
2. Apply a set of at least five methods of classification which belong to different types of
classification (for example, how it is already mentioned in Weka software, so any five, each from
different types—Decision trees, Bayes, Meta, Rules, Functions, MI, etc.) and find two classification
algorithms from this set that has the highest value of AUC among other algorithms used (also
other parameters such as precision, recall, and F-measure which are with good values). That
classification algorithm will be used in the step that follows in which attribute selection is carried
out to select the best of several used attribute selection algorithms from two different types of
groups.
The values of Hosmer and Lemeshow test and even more significant AUC values that determine
the threshold of whether the desired level of goodness of the model has been reached—take the
values determined in steps 1, i.e., step 2 of this algorithm, respectively.
3. Using five algorithms from each of both groups of feature selection methods is with the basic
aim to use in this ensemble classification algorithms that are good and eliminate bad
characteristics:
3.1. Using at least five of the mentioned attribute selection algorithms from both the wrapper and
the filter groups more broadly explained in Section 2.1.3. of this paper, perform attribute
classification in one class of the two possible classes of instances which are defined in step 1 of this
algorithm and according to the criterion of whether the value of this attribute exceeds or does not
exceed the daily TI threshold.
3.1.1. Classifiers for filter attribute selection could be any five different algorithms: for example
Information-Gain Attribute evaluation, Gain-Ratio Attribute evaluation, Symmetrical Uncertainty
Attribute evaluation, Chi-Square Attribute evaluation, Filtered Attribute Eval, Relief Attribute,
Principal Components, etc. The authors used the first five of these in this paper. Those chosen
algorithms are used to determine the feature subset of attribute A′ = { . . . , ai−1, ai} and their ranks
from the starting set A = {a1, a2, . . . , an}, i ≤ n. It is necessary to remark that n is the starting
number of attributes in such a way that the decision to exclude a particular attribute is made by
the majority of exclusion decisions made individually by each of the algorithms.
3.1.2. Classifiers for wrapper attribute selection can be any five from this group of algorithms: for
example Best First, Linear Forward Selection, Genetic Search, Greedy Stepwise, Subset Size
Forward Selection, etc. The authors used the first five of these in this paper. Those chosen
algorithms are used to compute a subset A′′ = { . . . , aj−1, aj} from the starting set A = {a1, a2, . . . ,
an}, j ≤ n. It is necessary to remark that n is the starting number of attributes in such a way that
the decision to exclude a particular attribute is made by the majority of exclusion decisions made
individually by each of the algorithms.
3.2. Determine a subset A′′ ′ = A′ ∩ A′′ = { . . . , am−1, am} from the starting set A = {a1, a2, . . . , an},
m ≤ i, j, n, where n is the starting number of attributes and i and j values determined in the
previous steps of the algorithm 3.1.1 and 3.1.2
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Algorithm 1: Cont.

We could have, at the end of this step, not only a different number of selected attributes using
both groups of attribute selection algorithms considered as it is given in 3.1.1. and 3.1.2., possibly
different notated attributes as well, and that is why we use the intersection operation for these
obtained subsets A′ and A′′, which determines only common attributes as those that will be
removed from the initial, i.e., in later cycles from the observed set A.
3.3. If m < n exists, which is determined in the previous step 3.2., and Hosmer and Lemeshow test
determined the goodness of the algorithm as positive, the algorithm continues with the next step
4 using set A′′ ′ = { . . . , am−1, am} attributes; otherwise, finish with the prediction which
determined the existing number of parameters which was in the observed set.
4. Choose one from five filter classifiers with the smallest number of attributes li which has the
highest AUC value using for that already determined two classification algorithms in step 2 of
this algorithm.
5. Perform the binary regression Enter method again now with a smaller number of attributes li
selected in step 4 of this algorithm, and if the values of Hosmer and Lemeshow tests are worse
than those obtained in the previous test executed in step 3 of this algorithm or the obtained
number of attributes satisfied value preset in advance, the procedure is finished; otherwise the
procedure continues cyclically with step 3 of this algorithm with new set referent value. Preset
value of the number of selected attributes on the specific need for each case separately and for the
case study in this paper, the authors chose it at less than 15% from the starting number of
attributes.
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2.2. Materials

The weight coefficients determination applied in this study used the data covering the
period from 1992 up to 2009 of atmospheric factors and daily traffic accidents related to the
City of Niš, Republic of Serbia. The atmospheric data used in this case study is for twenty-
seven variables. Data used in this study was derived from several sources. Atmospheric
data was obtained from the Republic Hydro-meteorological Institute for 1992–2009, and the
database of the number of daily traffic accidents for the same period was supplied by the
Ministry of Interior of the Republic of Serbia. All of this data is given as a Supplementary
File in which the dependent variable is given in the excel table as twenty eighths, which is
shown in the table—Table 2. In order to conduct the case study more efficiently, the dates
were organized on daily level in the period of eighteen years which the authors consider in
the case study of this paper.

Table 2. Atmospheric parameters used in case study.

Variable Parameter

1-V1 Air pressure at 7 o’clock (mbar)
2-V2 Air pressure at 14 o’clock (mbar)
3-V3 Air pressure at 21 o’clock (mbar)
4-V4 Mean daily air pressure (mbar)
5-V5 Maximum daily temperature (◦C)
6-V6 Minimum daily temperature (◦C)
7-V7 Daily temperature amplitude (◦C)
8-V8 Temperature at 7 o’clock (◦C)
9-V9 Temperature at 14 o’clock (◦C)

10-V10 Temperature at 21 o’clock (◦C)
11-V11 Mean daily temperature (◦C)
12-V12 Relative humidity at 7 o’clock -percent
13-V13 Relative humidity at 14 o’clock -percent
14-V14 Relative humidity at 21 o’clock -percent
15-V15 Mean daily relative humidity-percent
16-V16 Water vapour saturation at 7 o’clock (mbar)
17-V17 Water vapour saturation at 14 o’clock (mbar)
18-V18 Water vapour saturation at 21 o’clock (mbar)
19-V19 Mean daily water vapour saturation (mbar)
20-V20 Mean daily wind speed (m/sec)
21-V21 Insolation (h)
22-V22 Cloudiness at 7 o’clock (in tenths of the sky)
23-V23 Cloudiness at 14 o’clock (in tenths of the sky)
24-V24 Cloudiness at 21 o’clock (in tenths of the sky)
25-V25 Mean daily cloudiness (in tenths of the sky)
26-V26 Snowfall (cm)
27-V27 Rainfall (mm)
28-V28 Number of daily traffic accidents

3. Results and Findings

Prediction of the impact of the meteorological factors on the appearance of traffic
accidents is realized in this paper using the meteorological and the traffic factor data related
to the City of Niš, Republic of Serbia. The data is for the period from 1992 up to 2009 from
which twenty-seven variables are used for meteorological and one variable was available
which represents the number of daily traffic accidents. Meteorological data used in this
study was derived from the Republic Hydro-meteorological Institute and the database of
daily traffic accidents was supplied by the Ministry of Interior of the Republic of Serbia.
All variables are given in Table 2 and the case study is realized with the data attached in
the excel table Mathematics-NovoTrafficAccidentsNaj1.

The authors had in mind that the basic aim of each prediction process is to create a
model that, using a suitable combination of independent variables, draws conclusions for
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the dependent variable. Bearing in mind the task set in the research which is the subject of
this paper, we prepare the data for daily traffic accidents in binary form. As it is mentioned
in this paper, the value of the dependent variable take value logic-exactly, i.e., binary-1 in
the case that the number of daily traffic accidents is greater than 10, which is about 150% of
the mean value for the considered period.

3.1. Application of Proposed Algorithm of Ensemble Learning

In the first step according to the steps from algorithm 1, a binary regression procedure
using SPSS 17 tool [88] was carried out on the available data. All 27 meteorological
parameters are used as predictors and the dichotomous variable of daily traffic accidents is
used as dependable variable.

The results of applied binary regression obtained are shown in Table 3.

Table 3. Results of applied binary regression—all 27 parameters.

Binary Regression

B S.E. Wald Df Sig. Exp (B)

1-V1 −0.076 0.061 1.583 1 0.208 0.927
2-V2 −0.057 0.073 0.610 1 0.435 0.945
3-V3 −0.129 0.061 4.508 1 0.034 0.879
4-V4 0.265 0.148 3.199 1 0.074 1.303
5-V5 0.078 0.095 0.661 1 0.416 1.081
6-V6 −0.045 0.097 0.215 1 0.643 0.956
7-V7 −0.020 0.092 0.050 1 0.824 0.980
8-V8 −0.018 0.067 0.077 1 0.782 0.982
9-V9 −0.094 0.065 2.088 1 0.148 0.910

10-V10 −0.137 0.085 2.572 1 0.109 0.872
11-V11 0.229 0.143 2.557 1 0.110 1.257
12-V12 0.083 0.057 2.072 1 0.150 1.086
13-V13 0.092 0.058 2.527 1 0.112 1.096
14=V14 0.068 0.058 1.368 1 0.242 1.070
15-V15 −0.220 0.170 1.672 1 0.196 0.802
16-V16 0.018 0.078 0.053 1 0.817 1.018
17-V17 −0.069 0.069 1.005 1 0.316 0.933
18-V18 0.072 0.082 0.759 1 0.384 1.074
19-V19 −0.031 0.149 0.045 1 0.832 0.969
20-V20 −0.162 0.075 4.640 1 0.031 0.850
21-V21 −0.020 0.031 0.402 1 0.526 0.981
22-V22 −0.023 0.064 0.132 1 0.716 0.977
23-V23 −0.050 0.065 0.584 1 0.445 0.951
24-V24 0.028 0.063 0.194 1 0.660 1.028
25-V25 −0.004 0.182 0.000 1 0.984 0.996

Constant 0.057 0.033 3.098 1 0.078 1.059
Classification Table a,b

Observed
Predicted Percentage Correct

Number of daily traffic
accidents > 10

0 1

Step 0
Number of daily traffic

accidents > 10
0 3522 0 100.0
1 468 0 0.0

Overall Percentage 88.3
a. Constant is included in the model. b. The cut value is 0.500.

Model Summary
Step −2 Log likelihood Cox–Snell R Square Nagelkerke R Square

1 2833.054 c 0.013 0.025
c. Estimation terminated at iteration 5 because parameter estimates changed by less than 0.001.

Hosmer and Lemeshow Test.
Step Chi-square Df Sig.

1 12.187 8 0.143

Sig > 0.05 indicates that the data fit the model.

The result shows that the model of logistic regression using all the 27 meteorological
factors monitored explains the considered problem with the 1.3 percent of variance by
Cox and Snell and 2.5 by Nagelkerke, which indicates its insignificant connection with
the data (bigger than 0 and less than 0.3) [100], the Hosmer and Lemeshow test value
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0.143 indicates that the data fit with the model (because Sig. > 0,05); what this means is
that the model is well calibrated [101] and also that the model is without excluding any of
these 27 parameters because of correlation. Given that 468 instances that cause an increased
number of TI and 3522 that did not are identified in the examined sample, the accuracy
of the classification by random selection is (468/3990)2 + (3522/3990)2 = 0.7929, which is
79.29%, so it can be seen that the model of binary logistic regression analysis with 88.3%
has a higher classification accuracy than random selection models [102]. As the quality of
the model significantly determines the value of the AUC [103], the value of that measure is
determined in a separate following step of the proposed model.

In the second step of the proposed Algorithm 1, five classification algorithms applied
each from different types that were chosen by the authors for this purpose in this paper
are Naive Bayes, J48 Decision Trees, SMO, LogitBoost, and PART algorithms. The method
of 10 folds cross-validation test was applied in the model estimation. The performance
indicators of five classification algorithms are given in Table 4, which shows that the
LoogitBoost and classifiers achieved the most accurate prediction results especially having
in mind that the most important measure is AUC value.

Table 4. Performance indicators—classification using all 27 parameters.

Accuracy Recall F1 Measure ROC

J48 0.794 0.881 0.828 0.496
Naive Bayes 0.809 0.827 0.817 0.541
Logit Boost 0.779 0.881 0.827 0.547

PART 0.815 0.882 0.829 0.524
SMO 0.779 0.883 0.828 0.500

As presented in Table 4, the LogitBoost and Naive Bayes classifiers achieved the two
highest values for AUC at 0.547 and 0.541, respectively, and also the next similar values
for other measures of classification, i.e., accuracy of 77.9 and 80.9%, recall 88.1 and 82.7%
and F1 measure of 82.7%, and 81.7%, respectively, which implies that between these two
classification algorithms, there will be one which will order predictors with highest value
of AUC for the smaller number of attribute subset.

In step 3 of the proposed algorithm, the process of attribute selection by searching
the attribute subsets using evaluation with two types of this method and that filter and
wrapper type is realized.

3.1.1. Filter

Filter feature subset evaluation methods were conducted with a rank searching to
determine the best attribute subset, and they are listed as follows:

(1) Information-Gain Attribute evaluation(IG),
(2) Gain-Ratio Attribute evaluation (GR),
(3) SymmetricalUncertAttributeEval (SU),
(4) Chi-Square Attribute evaluation (CS),
(5) Filtered Attribute Eval (FA).

The ranks of considered parameters obtained by the above three methods on the
training data are given in Table 5 where the four attributes that are selected are presented:
V7, V13,V-15 and V-20.

Table 5. Feature selection using five filter ranker classifiers (smaller serial number represents bigger
rank of factor).

SU GR IG CS FA

13-V13 1/0.0063 1/0.0054 1/0.0038 1/23.13 1/0.0038
7-V7 2/0.0055 2/0.0051 2/0.0031 2/19.29 2/0.0031
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Table 5. Cont.

SU GR IG CS FA

20-V20 3/0.0039 3/0.0034 4/0.0023 4/11.89 4/0.0023
15-V15 4/0.0038 4/0.0029 3/0.0029 3/16.32 3/0.0029

4-V4 5/0 5/0 5/0 5/0 5/0
10-V10 6/0 6/0 9/0 9/0 9/0

3-V3 7/0 7/0 14/0 14/0 14/0
11-V11 8/0 8/0 7/0 7/0 7/0

9-V9 9/0 9/0 8/0 8/0 8/0
8-V8 10/0 10/0 10/0 10/0 10/0
2-V2 11/0 11/0 6/0 6/0 6/0
5-V5 12/0 12/0 11/0 11/0 11/0
6-V6 13/0 13/0 12/0 12/0 12/0

12-V12 14/0 14/0 13/0 13/0 13/0
27-V27 15/0 15/0 15/0 15/0 15/0
14-V14 16/0 16/0 16/0 16/0 16/0
26-V26 17/0 17/0 17/0 17/0 17/0
24-V24 18/0 18/0 18/0 18/0 18/0
25-V25 19/0 19/0 19/0 19/0 19/0
22-V22 20/0 20/0 20/0 20/0 20/0
23-V23 21/0 21/0 21/0 21/0 21/0
21-V21 22/0 22/0 22/0 22/0 22/0
16-V16 23/0 23/0 23/0 23/0 23/0
17-V17 24/0 24/0 24/0 24/0 24/0
18-V18 25/0 25/0 25/0 25/0 25/0
19-V19 26/0 26/0 26/0 26/0 26/0

1-V1 27/0 27/0 27/0 27/0 27/0

3.1.2. Wrapper

Wrapper feature subset evaluation methods were conducted without rank searching
to determine the best attribute subset, and they are listed as follows:

(1) Best First (BF),
(2) Linear Forward Selection (LF),
(3) Genetic Search (GS),
(4) Greedy Stepwise (GST),
(5) Subset Size Forward Selection (SSFS).

The obtained results presented in Table 6 shown that the same four attributes, V7,V13,
V-15 and V-20, were selected using five wrapper algorithms as it was the case with five
filter classifiers.

Table 6. Results of feature selection using five wrapper classifiers (symbol
√

notates selection of attribute).

BF LF GS GST SSFS

7-V7 X X X X X
13-V13 X X X X X
20-V20 X X X X X
15-V15 X X X X X

In substep 3.2. of the proposed algorithm, we determine the selected attributes as a set
operation, the intersection of a subset of the selected attributes using the filter and wrapper
methodology, and based on the obtained results, we notice that in our case study, we are
talking about the same four attributes: V7, V13,V-15 and V-20, i.e., m = 4.

We examine the next subset 3.3 and determine that there are four selected which is
less than the initial 27 attributes in the model and at the end of this substep, we check the
goodness of the model used, whose results are given in Table 7.
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Table 7. Results of the binary regression Enter method using the 4 selected attributes.

Binary Regression Enter Method

B S.E. Wald Df Sig. Exp (B)

V7 0.025 0.017 2.039 1 0.153 1.025
V13 0.013 0.008 3.002 1 0.083 1.013
V15 0.003 0.010 0.068 1 0.794 1.003
V20 −0.184 0.078 5.601 1 0.018 0.832

Constant 0.003 0.010 0.068 1 0.794 1.003
Classification Table a,b

Observed
Predicted

Percentage CorrectNumber of daily traffic accidents > 10
0 1

Step 0
Number of daily

traffic accidents > 10
0 3522 0 100.0
1 468 0 0.0

Overall Percentage 88.3
a. Constant is included in the model. b. The cut value is 0.500.

Model Summary
Step −2 Log likelihood Cox–Snell R Square Nagelkerke R Square

1 2860.403 c 0.006 0.012
c. Estimation terminated at iteration number 4 because parameter estimates changed by less than 0.001.

Hosmer and Lemeshow Test
Step Chi-square Df Sig.

1 11.234 8 0.189

Sig > 0.05 indicates that the data fit the model.

The result shows that the model of logistic regression is taking into consideration
feature of the selected 4 meteorological parameters to explain the considered problem with
the same accuracy of classification value of 88.3%, with the 0.6 percent of variance by Cox
and Snell The result shows that the model of logistic regression taking into consideration
selected 4 meteorological parameters explain considering problem with same accuracy of
classification value of 88.3% as when uses all 27 parameters, i.e., 1.2 by Nagelkerke without
excluding any of this parameters because of correlation and with Hosmer and Lemeshow
test value 0.189, which is evidently better than the results obtained in step 1 when it was
used for all 27 attributes in regression model.

Additionally, we can see in Table 8 that the classification measure values for deter-
mined two best classification algorithms have better characteristics than results obtained in
step 2 of this algorithm presented in Table 4.

Table 8. Performance indicators obtained by the classification algorithms using 4 parameters.

Accuracy Recall F1 Measure ROC

Naive Bayes 0.809/0.779 0.827/0.883 0.817/0.828 0.541/0.565
Logit Boost 0.779/0.897 0.881/0.883 0.827/0.828 0.547/0.610

Results given in Tables 7 and 8 clearly show that the applied two groups of filter and
wrapper methodologies with five specific algorithms each with reduced dimension from
27 parameters to only four attributes, i.e., variables show good results of correctness of
such a reduced model, and because of that, we can continue with step 4 of the proposed
algorithm 1; otherwise, that would be the end and exit from the procedure with undone
dimensionality reduction.

In step 4 of proposed algorithm 1, we generate a diagram with AUC values depending
on the number of attributes used, for the best classification algorithm Loogitboost which is
determined on the basis of the results given in Tables 4 and 8 and on the basis of results for
each from the chosen five filter classifiers given in Table 5. The x-axis shows the number of
attributes, and the y-axis shows the AUC value of feature subset generated for each of the
five filter classifiers. In this way, we determine if the best results for the AUC measure we
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can obtain with a decreasing number of attributes, in our case the number of four attributes
determined in step 3 and that using the ranking of the subset of attributes obtained with
SymmetricalUncertAttributeEval classifier where it should be noted that the GainRatio
classifier gives the same ranking of attributes. The rank of each of the 27 attributes which
is obtained with SU and GR classifier determines the order of elimination of each one
individually starting attribute and begins with the one with the lowest 27th rank and a
suitable value of AUC determined using the LogitBoost classification algorithm. At the
end in the diagram shown in Figure 2., it is clearly presented that three is the minimal
number of used attributes with the maximal value of AUC for the number of attributes
smaller than the four determined in the previous third step of the algorithm, also taking into
account other classification measures, and in this way, determines the definitively chosen
feature subset.
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As we can conclude using results from the Diagram presented in Figure 2 and results
determined with the best filter classifiers SU, i.e., GR given in Table 5, in this step of the
algorithm, we obtain an added decrease of the selected attributes which will be included
in the prediction formula in the following three: V13-Relative humidity at 14 o’clock in
percent, V7-Daily temperature amplitude in ◦C and V20-Mean daily wind speed in m/sec.

The LogitBoost algorithm of classification shows, evidently, the best results in each
of the measures including the AUC value for a reduced number of the three attributes
mentioned as it is given in Table 9.

Table 9. Result evaluation of LogitBoost classification using all 27, 4 and 3 parameters.

Accuracy Recall F1 Measure ROC

27 parameters 0.779 0.881 0.827 0.547
4 parameters 0.897 0.883 0.828 0.610
3 parameters 0.897 0.883 0.828 0.613

In the last step 5 of Algorithm 1, a logistic regression is carried out, as in steps 1 and 3,
to check the goodness of the model with 3 parameters selected in the previous step 4, and
the results are given in Table 10.
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Table 10. Results of applied logic regression with the selected subset of 3 parameters.

Binary Regression

B S.E. Wald Df Sig. Exp (B)

V7 0.025 0.017 2.120 1 0.145 1.025
V13 0.015 0.004 11.002 1 0.001 1.015
V20 −0.191 0.073 6.877 1 0.009 0.826

Constant −2.896 0.457 40.170 1 0.000 0.055
Classification Table a,b

Observed
Predicted Percentage Correct

Number of daily traffic accidents > 10
0 1

Step 0
Number of daily

traffic accidents > 10
0 3522 0 100.0
1 468 0 0.0

Overall Percentage 88.3
a. Constant is included in the model. b. The cut value is 0.500.

Model Summary
Step −2 Log likelihood Cox–Snell R Square Nagelkerke R Square

1 2860.472 c 0.006 0.012
c. Estimation terminated at iteration number 4 because parameter estimates changed by less than 0.001.

Hosmer and Lemeshow Test
Step Chi-square Df Sig.

1 10.469 8 0.234

Sig > 0.05 indicates that the data fit the model.

The result shows that the model of logistic regression taking in consideration the three
selected meteorological parameters explain the considered problem with the 0.6 percent of
variance by Cox and Snell, i.e., 1.2 percent of variance by Nagelkerke without excluding
any of these parameters because of correlation and with Hosmer and Lemeshow test value
0.234 which is evidently better than the results obtained in step 3 when it was used with
four attributes in the regression model. Because of that, we can continue with step 3 of
the proposed algorithm 1 to check eventual further decreasing of attributes; otherwise, it
would be the end and exit from the procedure with dimensionality reduction done to this
moment. However, in the end of this last step of the proposed algorithm, before continuing
the algorithm with step 3, it is obligatory to check the case that it is obtained value preset
in advance. This is the case in our paper, because the reduced number on three important
attributes is smaller than the preset threshold value which is four attributes, so this fact
implies the exit from the procedure in our case study.

For the concrete considered case study in this paper, the predictive formula is as follows:

− 2.896 + 0.025V7 + 0.015V13− 0.191V20 > 10 (18)

3.2. The Model of Emergent Intelligence as One Implementation of the Proposed Ensemble Method

As the authors had already mentioned in the introduction of Section 2. Materials
and methods, in this paper they described not only the new proposed model but also its
implementation as one of the agents in one multi-agent system of the emergent intelligence
technique (EIT) for the purpose of one citizens warning system—Figure 3. In this respect,
let us mark the task of giving a warning to those from one region or big city interested in
the meteorological parameters that has reached the existence of conditions which affect the
increased possibility of traffic accidents in this concrete place with T. The task is performed
on the basis of measuring the values of all parameters included in the proposed model in
this paper with real time and obtaining historical data of those values from specialized
electronic data sources. In carrying out the set task, it is obligatory to use suitable prediction
models as well as the proposed model in Section 2.1.4 of this paper and the data in
real time.
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That is why we divide the set task T into 2 subtasks for the model of the two-agent EIT
system, and these would be the tasks: T1, which determines the warning of the existence
and possibilities of increased traffic accidents based on a prediction from historical data,
already described in Section 2.1.4 using the proposed ensemble model of ML and prediction
formula given with Equation (18), and subtask T2, which determines the existence of that
possibility based on the given exceeding or undershooting pre-set values for some of the
most important meteorological parameters in real time like Temperature (≤4 or ≥30),
Precipitation (≥40 mm), Snowfall (≥0 mm), and Visibility (≤100 m). In the proposed EIT,
the two-agent system in Figure 3, the decision matrix realizes one warning alarm which is
in the node of EIT where the main task T is solving, using the already-solved agents tasks
T1 and T2, and this matrix is given in Table 11 on a way to generate the red alarm in the
case that both agents T1 and T2 give a warning; the yellow alarm is generated if only one
of them gives a warning, while there is no warning if neither of them gives a warning.

Table 11. Decision matrix of EIT for generating a warning of the possibility of traffic accidents.

T1 T2 EITalarm

1 1 Red
1 0 Gelb
0 1 Gelb
0 0 Green

4. Technological Implementation of the Proposed Ensemble Model

The technical implementation of the proposed solution implies the implementation
of the considered two-agent system EIT with additional indication of the possibility in
the future for different implementations in a more complex and multidimensional agent
system, and some specific types of parameters that could and should be included in such a
system are listed. The proposed technical solution is considered through two subsections
in this paper—architecture and implementation.
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4.1. The Architecture of the Proposed Technical Solution

The proposed technical solution is client server architecture which uses Firebase as
the cloud messenger service in the proposed solution, and can also be used as a real-time
database in the Backend-as-a-Service application development platform. In this architecture,
Firebase connects user applications from client side with the server application on the server
side consisting of four modules noted as Agent 1, Agent 2, EIT and notification module.

The user application works on the client side in this solution. The user application,
which is the client application, works with different mobile operating platforms such as
IOS and android, android auto, Google assistant driving mode; the same story with Apple
devices and car-play systems, and the authors realized it in the proposed solution on
IOS. During the installation, the application requests permission from the user to track
the location in the background. Then, the server application, specifically the notification
module, requests a list of hydro-meteorological stations with their geo locations, as well
as data on topic names for the defined alarms. Since the topic, among other mentioned
parameters, is made up of the name of the hydro-meteorological station, the nearest station
is determined based on the current geolocation of the user and the geolocation of the
hydro-meteorological stations. After selecting a hydro-meteorological station, the user fills
in information about the type of alarm he is interested in, and more precisely, what type
of vehicle they drive and whether they wear glasses. Based on this data, a topic is created
to which the user application logs on to Firebase. Furthermore, the application monitors
the change of location, and with each change, determines whether there is a station that is
closer than the currently selected one; when this happens, the application logs out of the
previous topic and logs in to the new one. Additionally, in the case when the notification
module sends a notification for a topic for which the client has registered, that notification
is displayed to the user.

The notification module serves to provide the client application with data about hydro-
meteorological stations and their locations, as well as other options for determining the
topic. Additionally, when the EIT module from the server determines this, this module
addresses Firebase and forwards a notification to all users logged in to the topic defined.

Agents 1 has a database of historical data that it uses to generate an alarm according to
the prediction formula that is generated by the proposed prediction model from this paper
that takes meteorological conditions into account. In this way, it decides whether to raise
an alarm notated T1. Thereby, the historical data is updated by the Hydro-meteorological
Institute of the Republic of Serbia and from the Ministry of Interior of Serbia, the number
and place of the accident-city, i.e., the number of roads. The data is given to clients and
official members of the MUP, in which case the EIT generates a report that includes cases of
binoculars and not both truck and car and gives such a report to an official person—that is,
in all four variants.

Agents 2 decides whether to raise the alarm based on the defined rules and the
current situation. Agent 2 generates an alarm T2 in the logical function of meeting the
meteorological conditions of the given conditions in the image for temperature, rain, snow,
wind, and fog, as well as the type of vehicle (truck or car) and visibility.

The EIT module addresses the agents at a defined time and takes answers from them.
Based on the answers received, it forwards an alarm to the notification module for groups
that need it, which then forwards notifications to Firebase.

4.2. The Implementation of Proposed Technical Solution

The implementation of the proposed technical solution, which is based on the diagram
given in Figure 4, is realized with attached program codes for each part included in the
proposed EIT system separately with server-TrafficIncidents-master and clients application-
TrafficAccidentPrevention. Software implementation of the proposed technical solution is
realized using Python as a widespread software platform (see Algorithm 2).
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Implementation of the Agent 1 that generates alarm T1
Data:
V7 is the daily temperature amplitude in degrees Celsius
V13 Relative humidity at 14 o’clock in percent
V20 is Mean daily wind speed m/sec
if (−2.896 − 0.025v7 + 0.013v13 − 1.191v20 > 10)
Alarm T1 = 1
else
Alarm T1 = 0

Implementation of the Agent 2 algorithm that generates alarm T2
Data on the current hydro-meteorological situation:
temp-current temperature INT
fog-presence of fog BOOLEAN
wind-wind speed in m/s INT
snowfall-is it snowing BOOLEAN
rain-is it raining BOOLEAN
cloudiness-is it cloudy BOOLEAN
User data:
tracks-whether they drive a truck or a bus BOOLEAN
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cars-do they drive a car BOOLEAN
farsightedness-whether they wear glasses while driving BOOLEAN
if (
(temp ≤ 4)
or (temp ≥ 30)
or (fog and farsightedness)
or (rain)
or (wind ≥ 50 and tracks)
or (wind ≥ 65 and cars)
or (snowfall)
or (cloudiness and farsightedness)
)
Alarm T2 = 1
else
Alarm T2 = 0

Algorithm 2: Implementation of the EIT algorithm that generates alarm EITalarm

T1 and T 2 agent alarms
f (T1 = 1 and T2 = 1)
Red alarm
else
if (T1 = 1 or T2 = 1)
Yellow alarm
else
Green alarm-no alarm

5. Conclusions

The authors had two main aims in this paper which was directly connected with
proving two set hypotheses. The results of the research with the proposed ensemble method
of aggregation of five methods from different classification groups of algorithms and binary
regression algorithm confirmed the first set hypothesis. It could be concluded that it is
possible to aggregate several classification methods and include several feature selection
methods into one ensemble method with better characteristics than each individually
installed method when it is applied alone to solve the same task. Thereby, each used
classification methods of ML belongs to a different type of classification algorithms, and
also, each algorithm of attribute reduction belongs to different types of feature selection
algorithms. The authors also gave an answer on the second hypothesis set and the question:
Is it possible for such potential obtained ensemble method to be implemented in one multi
agent system? They did it in a way that they proposed one technological system supported
with emergence intelligence as one good framework for the implementation of the proposed
model defined with the algorithm described.

The authors confirmed those two hypotheses using the results obtained in the case study
conducted for the data for the City of Niš in the Republic of Serbia and these were evaluated
using a 10-fold cross validation for each of the applied algorithms in Weka software.

The authors have claimed that the proposed model has not demonstrated significant
limitations. The authors will deal with it by examining the inclusion of a greater number
of types of classification groups and feature selection algorithms and the inclusion of n-
modular redundancy into the construction of the proposed ensemble algorithm in their
future work related to this topic. Moreover, the authors will also consider the implementa-
tion of the proposed model in multi agent systems with more than two included agents
based on the emergence of intelligence technology and for obtaining better prediction
models for TI for solving similar prediction problems in different fields of human life.
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