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Abstract

We describe a data-driven approach, using a
combination of machine learning algorithms to solve the
2011  Physionet/Computing in Cardiology (CinC)
challenge — identifying data collection problems at 12
leads electrocardiography (ECG). Our data-driven
approach reaches an internal (cross-validation) accuracy
of almost 93% on the training set, and accuracy of 91.2%
on the test set.

1. Introduction

Clinical and biological data in digital format has been
increasingly available in recent years. These data range
from relatively small number of data-points available on
very large number of people (demographics, blood tests,
medication take, etc.) to much richer data available for a
relatively small number of patients (genetic sequencing,
MRI reads, continuous data available during
hospitalization). This new scenario in the medical world
calls for application of machine-learning approaches to
analyze the data — the analysis may be directed at
providing better medical treatment (personalized
medicine), at identifying emergencies and future
outcomes as early as possible (prediction and alerts), and
at detecting problems in the data collection. Considering
the wide range of different problems, the large amount of
data available for some of them, and the sometimes-
limited prior medical knowledge, we suggest that a valid
approach might be data-driven, rather than (or alongside)
model-driven — avoid prior assumptions and use (almost)
only the data for the analysis. This approach is at the
heart of the researches that medical institutions perform
with Medial-Research in order to develop software
solutions for improving medical treatment, for the benefit
of both patients and physicians.

ECG signals are a good example for the potential of
this age of computational analysis of clinical data. Each
read contains a large amount of data (especially when
also considering Holter monitors and stress ECG test),
while it is a relatively common test (about 20 million
ECG tests were performed in emergency departments
within the United States in 2006 [1]). It is also a
surprising fact that computational analysis of ECG signals
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is still not a common practice, and that information is
often extracted from the reads by an observing physician,
much as was done in the first days of ECG [2,3]. The
2011 Physionet/CinC challenge brought forward an
increasingly common scenario, where such a physician is
not readily available — collecting ECG signals using
mobile phones in rural low-income population. The
ultimate goal in such a scenario would be a full pipeline
of computational error-detection and analysis of the ECG.
The challenge addresses the first step of this process -
detecting problems in the data collection and identifying
cases where the collected ECG signal is not of sufficient
quality for diagnostic purposes (this might prove to be a
significant subject in other scenarios as well, as ECG
electrodes might be misplaced even in more controlled
environments [4]).

In this short paper we describe the application of our
data-driven approach to the Physionet/CinC challenge,
yielding good discriminative power.

2. Method and results

2.1. Data

The challenge data are standard 12-lead ECG with full
diagnostic bandwidth (0.05 through 100 Hz). The leads
are recorded simultaneously for 10 seconds; each lead is
sampled at 500 Hz with 16-bit resolution — totaling 5000
data points per lead. Each sample was examined by 3 to
18 qualified annotators and assigned into one of three
groups according to its quality [5]. For our analysis we
consider only the first (acceptable) and third
(unacceptable) groups. The training set consists of 1000
samples where the (collective) annotation is available and
the test set consists of additional 500 samples with
annotations kept hidden.

2.2. Approach

Our data-driven approach, as applied to the current
classification problem, is based on the following general
points:
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1. Make only minimal use of prior ‘Medical®

inlormation.

2. Avoid ‘magic numbers’ - all parameters should be
derived from the data.

3. ‘llolistic® approach to features — use general
features that contain information about many
(tcchnical) conditions and not a collection of
condition-specific features (as used by human
experts and expert systems).

2.3.  Methodology

Our mcthod for handling the problem consists of
sclecting an appropriate set of features from the available
data for each sample {extracting up to several hundred
features trom the available 12x3000 data points for each
sample), and then leaming a classilier [rom the training
sel. The perlormance ol the classilier can be estimated
(and then improved) by further splitting the training data
into learning {80%) and testing (20%b) sets 20 times, and
checking performance on the local testing-set.

2.4. Features

Fecatures arc sclected as to reflect global characteristics
of the data and not the details of cach signal, which may
relate to the medical condition of the patient, and not to a
data collection problem {and also in line with our general
approach). Such ‘global” featurcs include corrclations
between different leads, absolute and relative signal
encrgics of the different leads where encrgy is defined as

E=Y0,—D?

(where It is the t data-point (1—1..5000) and lis the
mean of !:), and directions of each lead {a flag
indication whether the peak is above or below the mean).
We also consider similar [eatures relating to only parts ol
the signal.

2.5. Classifiers

The classifier with the best performance is a quasi-
lincar combination of two classificrs - one uses KNN (K-
Nearest Neighbors) and the other, an cnsemble of
decision trees (random-forest).

2.6. Results

The Area under the ROC curve of the classifier as
estimated from the cross-validation-like process is 0.97
and the ROC curve is given in Figure 1 .The estimated
oplimal accuracy is 0.9295. As indicaied in Table 1., the
classilicalion errors are nol balanced there are
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considerably more cases where unacceptable signals are
marked as acceplable (False Positive), than vice versa
(False Negufive). This can be [ixed by changing the
bound for accepting a signal {moving along the ROC
curve) at the cost of lowering the overall accuracy.
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Figure 1. ROC curve of final classificr.
Table 1. Performance of various calssifiers
Total False False
Accuracy  Positive  Negalive
(%) (%) ()
KNN 02.775 4.325 2.9
Random Forest 02.875 5.95 1.175
Quasi - Lincar 92.95 5.85 1.2
Combination
3. Ensemble of trees with outliers
removed
3.1. Features

Of the large number of features described above,
manual trial and error (which can be automated), lead to
an optimal subset of 76 features. These include the most-
and least-(anti)-correlaled leads lor each lead (minimal
and maximal absolute value ol Pearson r2) and for each
equal-time third of cach lcad. as well as other features.

3.2. Classifier

We use Breiman's Random  Forest [6] for the
classification task. A random forcst is a collection of
classification trces, where cach full tree is constructed



according to a partial sampling (with repeats) ot the
learning sct, and cach node in the tree is optimized on a
subsct of the features. Given a new sample, it is passed
through all trees and the percentage of trees predicting it
to be in a certain class (c.g. acceptable read) is the
prediction that the sample belongs to that class. The
advantage of this method is its relative robustness for
over-fitting, combined with the obvious flexibility of the
classification ftrees. We use the implementation of
Random Forest within the R siatistical language |7].

3.3, Removal of outliers

Observing the performance of the classification within
the training sct, it becomes clear that some samples are
constantly miss-labeled by the classifiers. This may result
from these samples being somehow more *difficult’ than
others, but also from the fact that labeling was done by
many different annotators, and some inconsistency might
have arisen. The inclusion of such inherently miss-labeled
samples in a training sct might therefore harm the
performance on the test sct. We remove these samples
from the training sct using the Random Forest out-of-the-
bag (OOB) feature which cnables to  cestimate the
classificr performance on a given sample using all the
trees that did not use the sample in their construction — all
samples with QOB accuracy below a given bound are
removed. This removal of outliers improves the overall
accuracy by as much as 0.01 al the cost ol creating the
imbalance between the dilferent errors.

4. KNN

4.1. Features

We usc 18 features selected in & two steps process:
1. Sclect an optimal sct of 6 features from the
global sct by trial and crror.

2. For cach sample, find the 3 leads that are most
suspected  of being  problematic  (having  the
highest sum of deviations from the means of the 6
features), and use the features of these leads only.

4.2.  Classifier

The K-Nearest-Neighbors algorithm classilies a new
sample by considering (and weighied-averaging) the
labels of the K samples within the learing set with the
minimal distance (under the proper definition of distance)
from this sample. We use K=30 KNN with weighted
Euclidean distance. The features are weighted according
to the leads they come from (with the most *suspected’
lcad receiving the highest weight, and the relative weights
sclected manually as to optimize accuracy).
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5. Quasi-linear combination

In combining the two method of classification we have
described so far, we notice that the method based on
classilication trees (RF) has very low [alse negative rate.
We therelore use the KNN method only 1o adjust cases
where the RF classification is positive (acceptable). The
final classifier is therefore-

€= tacor

where @ and 92 are selected

CRF
CRF

Crr
+b- Crun

< 0.5
= 0.5
as to maximize the

accuracy, Crr, Crww . and C represent the continuous
classification valucs of the Random-Torest, K-Ncarest-
Neighbors and combined (quasi-linecar) classificrs.

6. Discussion and conclusions

We have demonstrated the ability of the data-driven
approach to handle classification of ECG signals with
great discriminative power. The application is not
immediately applicable to the mobile ECG scenario as it
uses Random Forest that (1o our knowledge) is not readily
available. Howcever, the classification step is not CPU
extensive and poses no real performance barrier. As
always with data-driven machine learning approaches,
additional learning data will improve the classification
accuracy. Wc also note that as expert-classification is not
always consistent, and some of the samples were grouped
in a manner inconsistent with the overall approach - a
goal of 100% accuracy is not rcalistie in this problem, and
better performance will be reached with a more uniform
annotation. We  also note that the physionet/CinC
challenge is only an example of the vast possibilitics of
computational predictions and classifications in clinical
fields in general, and ECG analysis in particular.
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