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Abstract. A newapproach to representing qualitative spakabwledge
and to spatial reasoning is presented. This approach is motivated by
cognitive considerationgnd is based on relativeorientation information
about spatial environments. The approach aimsxploiting properties of
physical space which surface when ttepatial knowledge isstructured
according toconceptual neighborhoodof spatial relations. The paper
introduces thenotion of conceptual neighborhoodnd its relevance for
qualitative temporalreasoning. The extension ofthe benefits tospatial
reasoning is suggested. Several approaches to qualitative geatsaining
are briefly reviewed. Differences between the tempoasd the spatial
domain are outlined. A way of transferring a qualitative tempaedsoning
method to the spatial domain is proposedhe resulting neighborhood-
oriented representation and reasoning approach is presamdeédiustrated.
An example for an application of the approach is discussed.

1 Introduction

Spatial orientation information, specificallydirectional information about the
environment, isdirectly available toanimals and human beings througperception
and is crucial for establishing their spatial location and for wayfinding. 8ticima-
tion typically is imprecise, partiagnd subjective. Inorder to dealvith this kind of
spatial information weneedmethods foradequatelyrepresentingand processing the
knowledge involved. Thipaperpresents ampproach to representiramd processing
gualitative orientation information which is motivated by cognita@nsiderations
about the knowledge acquisition process.

1.1 Background

In a study investigating cognitive aspects of temporal reasoning, apmaach
to qualitative temporal reasoning waevelopedFreksal992]. The mairfeature of
this approach was the exploitationaainceptual neighborhoduoketweerrelated qualita-
tive relations. The use of this neighborhood information resulteueraladvantages

comparedwith previousapproaches, for example: (1) processing incomplete knowl-

edge simplifies (rather than complicates) the computational proce(Ryencertainty
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is easily controlled in the case of fuzzy base knowledge; (3) for an important class of
operations, a computationally intractable process becomes tractable.

The obvious question was raised whether the approach originally developed for the
one-dimensionatiirecteddomaintime could be advantageousiansferred to a more-
dimensionaland/or undirectedlomainlike 2-D or 3-D space Within the spatial
domain, the application of thapproachboth to subject-centered knowledgeg.
knowledge availabldrom within the domainand to external knowledgeappeared
desirable due to cognitive considerations. Theentstate of our considerationsill
be presented in this paper for the 2-dimensional case.

1.2 Qualitative Reasoning

After aninitial enthusiasnregardingthe potential of high-precisioquantitative
computation, qualitative reasoning has become increasingly popular in artificial intel-
ligence and its application areas. Thisdig to avariety of reasons.First of all, it
has been recognized that computational quantitative approaches do not always have the
nice properties of their analytical counterparts; second, the goal of a reas@uess
usually is aqualitative rathethan a quantitative result: a decision; third, ithgut
for a reasoning process frequently is qualitative: the result of a compeathen than
a description in quantitativeerms; fourth, qualitativiknowledge is ‘cheaperthan
guantitative knowledgesince it is less informative, in @&ertain sense; fifth,
gualitative representations tend to be more transparent than their quantaatiter-
parts; and sixth, humans seem to do qualitative reasoning more easily (and sometimes
better) than quantitative reasoning. Thus, we ndestlopmethods for dealingvith
judgements whiclare non-quantitative in naturand aquantitative representation of
these judgements may not be the best solution.

What do we precisely mean kyualitative knowledge? Inthe context of the
present discussion, it maguffice to say that qualitativknowledge is obtained by
comparingfeatures within the object domaiatherthan bymeasuringthem in terms
of some artificialexternal scale.Thus, qualitative knowledge is relativknowledge
where the reference entity is a single valatherthan a whole set of categories. For
example, if we compare two objects along a one-dimensional criterion, say length, we
can come up with three possible qualitative judgements: the first object saprs
(<), equal (=),or longer (>) in comparison with the second object.

From arepresentation-theoreticpbint of view, a majordifferencebetween the
two approaches is that measuring requires an intermediate domain in which the scale is
defined whilecomparisons may bperformeddirectly in the object domain.Dealing
with anintermediate domainequiresmapping functionsbetweenthe objectdomain
and the scale domain whichmay be critical for the reasoning processThus,
gualitative representatiorsim at avoiding distortions oknowledge due to inter-
mediatemappings. Inaddition, reasonindased onqualitative information aims at
restricting knowledge processing to that part of the information which is likely to be
relevant in the decision process: the information whlobadymakes adifference in
the object domain.
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1.3 Spatial Reasoning

Physicalspaceandits properties play essential roles in all sorts of actions and
decisions. Consequently, the ability teason inand about space is crucial for
systems involved in these actions and decisions. In factaweaisehe question if
formal logic or physicabpace ismorefundamental for reasoning processes: should
we view spatial reasoning as a special case of ‘general’ logic-based reasoning or should
we ratherview logic-based reasoning as abstractionandgeneralization) of spatial
reasoning? From a formalposition, these two viewpoints magppear equivalent;
however, from a cognitivand computational position, thegrenot: thelogic-based
view assumes that spatial reasoning involves special assumptgasding the
properties of spacwvhich must be taken intaccountwhile the space-based view
assumes thadbstract (non-spatial) reasoning involves abstraction from spatial
straints which must be treated explicitly.

From a biological point of view, the issumised above corresponds to the
guestion which ability is more ‘primitiveand hasevolvedfirst, abstract reasoning or
spatial reasoning. If weeplacethe term‘reasoning’ bythe less presumptuoterm
‘dealing’, it appears eviderthat nature has chosen sxuip plants and animals first
with abilities of dealingwith space beforabilities of dealingwith abstractworlds
were developed. Some interesting questions ariskisncontext: doesthe ability of
dealingwith abstract worldsequirethe ability of dealingwith the concrete world or
are they two completely independent abilities? Do we have representational, computa-
tional, or other advantages when using either abstract or coap@ieaches tapatial
reasoning — independent tife way nature maliave chosen? If theare advantages
for the space-based approach, how can the approach materialize?

1.4 Existing Approaches to Qualitative Spatial Reasoning

A variety of approaches to qualitativepatial reasoning habeen proposed.
Gusgen [1989hdaptedAllen’s [1983] qualitative temporal reasoniagproach to the
spatial domain by aggregatingultiple dimensions into a Cartesigdnamework.
Gusgen’s approach is straightforward but it fails to adequately capture the ispatial
relationshipsbetweenthe individual coordinates.The approachhas aseverelimita-
tion: only rectangularobjects aligned with their Cartesiarreferenceframe can be
represented in this scheme.

Chang & Jungert [1986] presenkaowledge structure for representing relations
between arbitrarily shaped 2-dimensional objects on the basis of string representations.
Lee & Hsu [1991] also use stringgpresentationanddevelop a ‘picture algebra’ for
rectangles (or projections of convex shapes] in a 2-dimensional Cartesian framework.

Randell [1991] attackshe problem of representing qualitative relationships of
concave objects. He introduces a ‘cling film’ function for generating conukx of
concaveobjects; he then lists afjualitatively different relations between an object
containing at most one concavity and a convex objé&mgenhofer & Franzosa [1991]
develop a formal approach to describsgatial relationdetweenpoint sets interms
of the intersections of their boundaries and interiors.

Schlieder [1990] develops an approach which ishased orthe relationbetween
extendedobjects orconnectedpoint sets. Schliederinvestigates the properties of
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projections from 2-D to 1-Dand specifies therequirements for qualitativelyecon-
structing the 2-dimensionakenefrom a set of projections yielding partiatrange-
ment information.

HernandeZz1990] considers 2-dimensiongirojections of 3-dimensional spatial
scenes. He attempts twercomesomedeficiencies ofGlsgen’sapproach by intro-
ducing ‘projection’and ‘orientation’ relations. Freksa [1991] suggestpeaception-
basedapproach to qualitativepatial reasoning; a major goal of tlEpproach is to
find a natural and efficient way for dealing with incomplete and fuzzy knowledge.

Frank [1991] discusses the use of orientatgwius (‘cardinal directions’) for
spatial reasoning. The investigatadproaches yieldpproximate results, but the
degree ofprecision is not easilgontrolled. Mukerjee &loe [1990] present a truly
gualitative approach to higher-dimensiospiatial reasoning aboutriented objects.
Orientation and extension of the objects are used to define their reference frames.

2 Qualitative Orientation

As we have seen, there is a numbedifferent approacheand referenceystems
for representing spatial knowledge. drder toselect an appropriateferencesystem
for a given purpose, the availability of thequiredinformation must be takemto
account. For example, if we want to represent spatial knowledaegased by a per-
son through perception, it does not make sense to use Caresidinates forepre-
senting object location since this information is n@deavailable by theperception
process.

On the otheihand, informatiorabout relative spatial orientation in 2-D &vai-
lable through perception. This information is also available to an extelsatver of
a 2-dimensional spatial scene. Thus, relative orientation informatiorg@dacandi-
datefor processingsubject-centered or externglialitative spatiaknowledge. There-
fore we develop a representation schemeaviich this kind of informationcan be
directly represented.

2.1 Dimensionality of Space and Domain-Inherent Constraints

In qualitative reasoning, we can relate entitiegliiéerent dimensionality within a
domain of a certain dimensionality. We obtain a relation space whosdepiezeds on
the dimensions involvednd onconstraints inherent in thmodelleddomain. Con-
sider for example the one-dimensional domain ‘length’ whichsganned by two
0-dimensional entities (points). Within thisdimensional domain we can relate two
O-dimensionakntities. The relatiospaceconsists ofthreedisjoint classes: ‘less’,
‘equal’, and ‘greater’.

In the one-dimensional domain va¢so can relate a O-dimensionahtity to a 1-
dimensional entity, e.g. a point x to an interval [a, b]. If we permit dwtb=a, the
relation spaceconsists of nine disjoint classes: x<a, x<b; x=a, x<b; x<b;
x>a, Xx=b; x>a, x>b; x=a, x>b; x<a, x>b; x<a, x=lx=a=b. Domain-inherent
properties mayot permit b<a (if thedomain is uni-directional) ob=a (if we only
model extendedntervals); both restrictions apply tmodels of temporal events, for
example. In this case, the relatispacereduces tdive relations. Depending on the
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specific requirements ahe modeleddomain, wecan construct appropriate qualitative
relation spaces, in this way.

Directional orientation in 2-dimensional space is a 1-dimensieasiirewhich is
determined by an oriented line; an oriented line, in turispexified by arordered set
of two points. We willdenote arorientation by ar{oriented)line ab through two
points a andb; ba denoteghe opposite orientationRelative orientation in 2-D is
given by two oriented lines or two ordered sets of two points. f&dtareorientation
is independent of location and vice versa; therefore, thetdasedsets of points can
share one point, without loss of generality. Thus,cam® describe¢he orientation of
line bc relative to the orientation of lireh. This corresponds to describirthe point
locationc with respect to reference locatibrandreferenceorientationab (Figure 1a).
Note, that if locations andb are identical, orientatiobcis not defined; nevertheless,
we can specify the location ofwrt. a andb.

c
same
b left T b right
opppsite
— a -+ a
a) b)

Fig. 1 a) Orientationbc relative to orientatiorab, or: locationc wrt. locationb and
orientationab; b) Orientation relations wrt. locatioh and orientatiorab.

2.2 Orientation Values and Properties of Qualitative Orientation

The specification of orientation as described in the previous section allows for the
distinction of four qualitativelydifferent orientation relations which we havabeled
same, opposite, left, rigl{fFigure 1b). These relationgsorrespond toint ¢ being
positioned on lineb on the other side df thana, on lineab on the same side &f as
a, on the left semi-plane of tharientedline ab, and onthe right semi-plane of the
oriented lineab, respectively.

Like the qualitative relationkess, equal, greaterthe orientation relatiosameis
transitive. The relationpposite is periodic in the sense that its repetitive application
results in a periodic pattern of resulting orientations, @pgposite« left yields right,
oppositec oppositec left yields left, oppositeco oppositec opposite « left yields
right, etc. The qualitative relatiorieft andright arenot periodic, in general; they
subsume a wide spectrum of possible quantitative orientations.

Unlike in the case oflinear dimensions, incrementing quantitative orientation
leads back to previous orientations. In this sense, orientatioriisuéar dimension.
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Existing approaches do not deal with periodicity of orientation explicitigriodicity
is either eliminated by not admittirgertainorientations as in [Schatz 1990] or it is
ignored by treating different orientations as independent entities as in Frank [1991].

2.3 Augmenting Qualitative Orientation Relations

We canaugment the number of orientation relations by introducidditional
decision criteria. From a geometrical point of view, the segmentati@dhensio-
nal space into two semi-planpsrpendicular tahe referenceorientationab comes to
mind immediately. A front/back segmentatialneadybecamevisible in thesame /
oppositedistinction of orientations.

Although peopleandmost animals do ndbave a perceptiosystem for explicit
front/back or forward/backwardiscrimination as they do for left/right discrimination,
the segmentation of the plane into a frantl aback semi-planalso is meaningful
from a cognitive point of view: weonceptualizgpeople, animals, robots, houses,
etc. as having an ‘intrinsic frorside’ (comparePribbenow [1990]Mukerjee & Joe
[1990]); this results in ammplicit dichotomy between #&ont regionand a back
region and a forward and backward orientation.

Introducing the front/back dichotomy results in a substantial gain of information:
in combination with the left/right dichotomy we obtain eight meaningful disjoint
orientation relations, namestraight-front (0), right-front (1)right-neutral (2), right-
back (3), straight-back (4), left-back (5), left-neutral @)dleft-front (7).

From the viewpoint of a tradition predominantly employing quantitateszrip-
tions it may appear confusing that categories with rather unequal scope are used on the
same level of description: the relatiatght-front, right-back, left-backand left-front
correspond to an infinite number of angles wisilaight-front, neutral-right straight-
back, andneutral-left correspond to aingle angle. Fogualitative reasoninghow-
ever, only distinguishable features count — and most angles cannot be distinguished, in
our setting. Note that the orientation relatioapresent comparativee qualitative
values; they do not require a fixed reference system or cardinal directions.

At this point it may be interesting to note tbaerrespondencbetween orientation
andmovement. If we view pointg, b, andc as a chain of positiongaversed in
sequencethen the orientationgorrespond tothe directions of movement while
‘undefinedorientation’ (c=b) corresponds tono movement’. Thecorrespondence
betweenorientationand movement is particularly visible in naturlnguagewords
like forward andbackward.

The arrangement depicted in Figure 1a suggests four ways in whitoritlback
dichotomy can be applied: (perpendicular taab in a, (2) perpendicular t@b in b,
(3) perpendicular tbcin b, (4) perpendicular tdoc in ¢c. Eventually we will use all
four dichotomies inorder toincreasethe ‘qualitative resolution’ inspatial reasoning.
But we will proceed in stages, in order to make the approach more transparent.

Consider orientatioab with a front/back dichotomyntroduced inb (Figure 2a).
We candistinguish eight regionsgach corresponding tone qualitative orientation
(labeled 0 - 7) and the locatitacorresponding to no orientation. We can do same
for orientationba with a front/back dichotomintroduced ina. The result isdepicted
in Figure 2b.
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7 0 1 3 4 5 7 0 1
3 4 5
b b 6 b 2
6 i 2 T 3 4 5
5 4 3
3 4 5
Y
s 2 6 5 4 3
a a 2 a 6
5 4 3
5 4 3 1 0 7 1 0 7
a) b) c)

Fig. 2 Combination of left/right and front/back dichotomies into a system of orienta-
tions; a) front/back dichotomy wrtabin b; b) front/back dichotomy wrtbain a;
c) matrix of combined orientation labels for the 15 qualitative locations.

Figure 2c merges the labels of Figuresa&a 2binto a matrix whichdistin-
guishes 15 regions. Each of the regions corresponds to an orientatidn (designa-
ted in the upper left of the corresponding mafi@d) and/orwrt. a (designated in the
lower right of thecorrespondingnatrix field). Thematrix in Figure 2c permits the
gualitative description of any locatianwrt. locationb and orientationab and wrt.
locationa and orientatiofa.

The orientation-based qualitatiiecation relation is slightly morgeneral than
the qualitative orientation relation since it includles orientation-lessasec=b resp.
c=a. Thereforewe will use it in the following. We will use the same relatiabels
for denoting qualitative locations as for tberrespondindocations; we willdenote
the orientation-less location by the reference poiobitesponds to or bthe symbol
i (identical location).

3 Conceptual Neighborhood and Spatial Knowledge

Freksa [1992] shows for thene-dimensional case ¢émporalknowledgethat
there are considerable cognitiged computationaldvantages to arrangihkagowledge
according to an appropriat®nceptual neighborhoorklation. The conceptuakigh-
borhood principle can be applied to spatial knowledge equally well.

3.1 Conceptual Neighborhood of Spatial Relations

Two relations in a representatiare conceptuaheighbors, when an operatiam
the represented domagan result in airecttransition from one relation to the other.
In physical space, operations can be movements in space or spatial deformations.
example, the relationeft-front (7) andleft-neutral (6)and identical location (i) are
conceptual neighbors by pairs (Figl8e In contrast, the relatiorlsft-neutral and
straight-front arenot conceptuaheighbors, since any physical operation from one

For
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spatial relation to the othevould result in at least ontermediaterelation — for
example the relatiokeft-front or identical location.

Ieft front stra/ght-front

I
I
left-neutral @ @ /dent/cal /ocat/on

Fig. 3. Relations 7 and0, Oandi, i and6, 6and7, 7andi are conceptual neighbors;
relations6 and Oare not.

\
\

What happens to conceptual neighborhood when we introgiddigional differ-
entiations as in Figur@c? By introducinghe secondfront/back dichotomy through
pointa, we effectively split up the relatior8 4,and5 into three finer relationgach,
namely(3/5, 3/6, 3/7), (4/4, 4/a, 4/0and (5/3, 5/2, 5/1). The coarseroriginal rela-
tion becomes a neighborhood of finer relations. Some ofiribe relationswithin a
neighborhood are neighbors, some are not. For exaBipland3/6, 3/6and3/7 are
conceptual neighbors, b8t5 and3/7 are not.

Note that thefiner relations donot resolve the orientation informatiomore
finely, although theyaredefinedpurely in terms of qualitative orientations. Rather,
they distinguish between different qualitative distances. This is shown in Figure 4.

5/3
5/2

a
5/1

Fig. 4. The combination of orientations wrt. different reference points
yields qualitative distance information.

There are also conceptual neighbor relatibesveenfine relations fromdifferent
neighborhoodsprovided that theseneighborhoods themselveme neighbors. For
example,3/5 and4/4 areconceptuaheighbors, buB/5 and5/3 are not. Figure 5
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depicts the conceptual neighbor relations for all 15 location relations. Thealita-
tive relations form 105 (unordered) pairs. 30 of these pairs have the concegighal
borhood property.

e
s

%

=

N
N

Fig. 5. The 15 qualitative orientation and location relations arranged by conceptual
neighborhood. The symbdl depicts iconically lineab with the intersections a and at.
The arrow depicts the orientation lof.

Conceptual neighborhood structulee important since they intrinsicallyeflect
the structure of theepresented worldvith their operations. Suctepresentations of
properties of theepresentediomain [Furbach eal. 1985] allow us to implement
reasoning strategies which are strongly biased towards the operationseprésented
domain. Theycan be viewed as procedurabdels ofthis domain. In thecase of
representing the spatial domain, conceptual neighborhoods contribute to the imple-
mentation of imagery processes. From a computational point of viewh#weythe
advantage of restricting the problem space in such a way that only opereatiobs
considered which are feasible in the specific domain.

3.2 What are Appropriate Entities to be Spatially Related?

Models of spatial knowledge can either represent abstract point objects or spatially
extendedobjects. Mostapproaches to representing qualitatsgatial knowledge
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consider the relation between spatially extended objects, or formally speakiveen

(3-D) volumes, (2-D) areas, or (1-D) intervals. While this approach appears natural, at
first glance,considerable drawbacksecome apparentpon closer consideration. The
main problem is that there is a multitude of possible classes of shapescatiit

be handled equally well. As a consequemsceneapproaches are restricted to convex

or to rectangular shapes [Glisgen 1989, Hernandez 1990].

Our representation uses point locations as basic entifieere areseveralmoti-
vations forthis approach. First, theproperties ofpoints and their spatial relations
hold for the entire spatial domain. Second, shapes cdedoeibed interms of points
at various levels of abstraction and with arbitrary precision — or can be ignbned,
it appears desirable to Hiexible wrt. the spatial entitieand their resolution: in
some contexts, we view objects as 0-dimensional spatial points (e.g. posistarsof
underthe sky, position of cities on wide-areamap, position ofland marks in a
town); in other contexts we may brgerested intheir 1-dimensional extensiqie.g.
width of a river, length of a road); in other contexts, a 2-dimensional projection may
be of interest (e.g. area of a lakegndsometimes the full 3-dimensional shape of an
object or a 3-D constellation of objects is of interest. Our goabéasthe develop-
ment of a fundamental approach which can be used in a large variety of situations.

4 Qualitative Spatial Reasoning

After presenting an orientation-based representdittomework wenow illustrate
how to use this framework for qualitative spatial reasonihgtially, the conceptual
neighborhood structure of the orientation relations mainly serves to help visualize the
structure, the operations, and the regularity of the domain and to clarify the approach.

4.1 Orientation-Based Inferences

The representation developedtive foregoing sections enables usdescribe one
spatial vectowith reference toanother spatial vector. In analogy to tinéerence
scheme for relating one temporal interval to another temporal intdegatibed by
Allen [1983], wedevelop here an inferenseheme for orientation-basegatialinfe-
rences.

We will denote the segment betweeeandb of the orientedline ab as vectorab.
Suppose, we know thgualitative spatial relation of vecttrc to vectorab and the
relation of vectorcdto vectorbc. We would like to infer the relation of vectbd to
the original reference vectab.

We will first illustrate the simplease of asingle front/back dichotomy,e., we
consider eight orientation relations for and forcd. The result of thenference is to
be expressed in terms of the saenght relations. The front/back dichotordivides
bothab andbc in pointb. For reasons of uniformity, we will relatkto cb instead of
bc; the front/back dichotomy then is always at the front of the vector (compare Figure
6a). We use the notation (lab&<ghrough7) to denoteorientations asntroduced in
Figure 2.
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Fig. 6 a) a, b,andc define two left/right and front/back dichotomieshror describing
d; b) Each pair of dichotomies defines eight orientatiodss located in the shaded area.

Take asimple example: Let right-front (1) ab andd left-front (7)bc (Figure
6a). We do not have a front/back dichotomypofn point c; thus, wecannotrepre-
sent d left-front (7)bc". We use d right-back (3)cb", instead. Thisrelation
describes anore general casesince it alsancludes part ofthe regionleft-backbc
(Figure 6b). Informally speaking, wean inferthat bd is ahead ofib; we cannot
infer whethed is located in the left, straight, or right front regionadf. More for-
mally, we infer:bd left-front (7) ab or bd straight (0)ab or bd right-front (1) ab.

Figure 7depictsthe composition table for the 8*8 orientation relationBach
table entrycorresponds to aorientationand/or location relation assuggested by
Figure 5. The location @ andb in the icons of the column of initial conditions and
in the table is indicated in the top icon of the column of initial conditions;lotize
tion of bandc in the icons of the row of initial conditions is indicated in its leftmost
icon. In the column of initial conditions, black squares mark the possible location of
c; in the row of initial conditionsand inthe table, blaclsquaresnark the possible
locations ofd. The bottom row and the rightmost colurdisplay locationinferences
for the orientation-less cases=b andd=b, respectively).

The composition table forms the basis for qualitativientation-based reasoning.
The table is arranged in such a way that neighboring em@solumns alwaysorre-
spond to conceptually neighboring initial conditions for ithference. Ofcourse, not
all conceptually neighboring relatiorsan be depicted byneighboring rows and
columns in a 2-dimensional table. Note that wvifits arrangementspatially neigh-
boring table entries (corresponding to the inferences) also are conceptual neighbors.
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The entries in the composition table for the orientations follow a sifoptea-
tion rule. Letr denote the orientation afwrt. ab ands the orientation ofl wrt. bc.
The resulting orientatiohwrt. ab then is:

t = r+s for r or seven

~ | (r+s-1) ... (r+s+1) for r ands odd mod 8

where(r+s-1) ... (r+s+1) denotes a range of possible orientations.

Although in one fourth of the cases there is some uncertainty as to sgactic
gualitative orientation holds — in thesases there is a range of thm&ighboring
possibilities which effectively increase the range of possible angles from 0° or 90° to
180° — we always have certainty about the resulting uncertainty. Thenjismpor-
tant, since in certain situations the precision of the result may matter, in others it may
not.

Note that the composition tabkeould look more symmetrical if wenerged the
three lower rows of the icoriato one (without loss of information). Thexpanded
graphicalnotation isusedfor consistency with theepresentation for reasoningth
higher resolution.

The conclusions obtained through the reasopiegedurecan be useébr further
inferences. Not all conclusion patterns, howevegn be found inthe composition
tables; some conclusiomerrespond talisjunctions of initial conditions. Accord-
ingly, correct inferences for those patterns are found by forming the logical disjunction
of the correspondingcompositions.  This operatiocan bevisually carried out by
superimposing theorrespondingcons in our pictorial notation. Alternatively, the
composition tablecould beexpanded teexplicitly include the complexcases or the
conceptual neighborhoods could be exploited foparsereasoning approachThese
techniques are discussed in detail in Freksa [1992].

4.2 Higher Resolution Reasoning

The reasoningorocedure presented ithe foregoing section wabased on the
left/right dichotomyand asingle front/back dichotomy foeach orientecentity. In
this section, we will illustrate how the inferences can be refined by making use of the
secondfront/back dichotomyintroduced insection 2.3. Thiglichotomy corresponds
to splitting up rows 4 to 6 of the composition table ittoee sub-rowseach and
columns 4 to 6 intdhreesub-columns each. At the intersection of these rows and
columns (marked in Figure 7) we na&n makemore precise inferences,e, we can
restrict therange ofpossible orientations (or locations) @fvrt. ab. The result is
depicted in Figure 8.

Inferences also can befined by processingevidencefrom multiple sourceswith
the same composition tabémdcombining the results. For example, framright-
front (1) ab andd left-back (5)cb follows d right (1, 2, 3)ab. Fromc’ right-front (1)
ba andd left-front (7)bc’ follows d front (7, 0, 1)oa. If both descriptions ofd
hold, their conjunction also holds; thuasleft-front ba. The inferencechain is
depicted in Figure 9.
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Fig. 9. Refining an inference through multiple evidence.

4.3 Applications

A simple example for an application ofientation-based qualitativapatial reaso-
ning is the process of determining a location in space on the basis of our own location
and another location we know. Suppose, we walk from start locatiorlocationc
and wehave reachedthe intermediatelocation b. We can describerientation and
distance oflocation ¢ qualitatively withreference tovectorab, i.e, wecompare the
road segmentc to the road segmeab with respect to their orientation. At position
¢, we can compare the next road segneewith the previous stretch, thsectionbc.
The inference step then determines the goal locatiaith respect tothe initial road
segmentb.

Such an inference can be relevant for a wayfinding procBsppose, wéave a
route description from a known location to an as yet unknown place in terangms
tation information (left, straight, rightforward, neutral,backward). Wewould like
to determine the location of the unknown place and the direct route to this place. The
describedapproach can perforis task inqualitativeterms, i.e., itcan specify a
region in which the place can be found.

Suppose, we have two different route descriptions — for example oudeserip-
tion and that of another person. Tdggproachallows us todetermine ifboth routes
may lead to the same placehis is thecasewhen the regionslescribed bythe infe-
rence have a non-empty intersection. Conversely, if we know that both rodées in
lead to the same place, it may be possibldeidve amore precise description of the
location of this place.

5 Discussion

The approachoutlined in thispaper is motivated by consideraticaisout spatial
knowledge ofcognitive systems.More specifically, it isbased onthe insight that
spatial knowledge ofnatural cognitive systemtends to be qualitative rather than
guantitative in nature. The qualitative approach is particularly useful for identification
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tasks, e.g.for object locationtasks, whichrepresent a large fraction of cognitive
activity. Furthermoredirectionalorientation is easily available througierception
processesndappears tglay an important role for cognitiveystems, as thenore
generalmeaning oforientation suggests. Thus, thgresentedmethod applies the
gualitative reasoning approach to orientation knowledge.

The presenpaperonly discusses the basic approach. Teghborhood-based
approach also is suitable fooarsereasoning, another importaability of cognitive
systems. Coarse reasoning allows fdrawing inferences undemncertaintyand does
not require the evaluation of disjunctions, provided that the uncertainge is acon-
ceptual neighborhood of alternativésompareFreksa [1992]). Thepproach can
easily be extended to allow for a certain kind of fuezgsoning: for an identification
task, we mayhave a description whicmay or may not apply in the strisense;
when we can not identify the described object by means of the strict interpretation, the
neighborhood structure providesformation for relaxing the interpretation in an
appropriatevay. Neighborhood-baserkasoning also has computatiormalvantages,
specifically for processingerception-based knowledgé-or the case oforientation-
based reasoning, however, specific analyses have not yet been carried out.

We havediscussed irthis paperonly one of a set of possible spatiaferences
one might want to draw: from Ry abandd R, bc we inferredd Rz ab. This infe-
rencepatternrequires gparticularsequence ofnput relationsfor reasoning through a
chain ofinferencesteps. Forcertain applications, the inpuknowledge and/or the
desired inference may require a different inference pattEor. example, we mawant
to inferd Ry ac, b R5 ac, b Rs ad, etc. instead. Such inferencesjuirenew compo-

sition tables whichshareimportant properties with the ordiscussechere. Other
variations are conceivable and should be explored.
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