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Abstract—The sensorless control of induction machines, partic-
ularly for operation at low speed, has received significant attention
in recent years. To realize a field-oriented control of ac machines
that is able to work at zero speed, the most commonly used meth-
ods are either sensor-based models or transient-signal-excitation
methods. The major disadvantage of present signal-injection
methods is that they are intrusive to pulsewidth modulation
(PWM). An additional switching sequence has to be embedded in
the control that will cause a torque and current ripple. In order
to overcome these problems, a new flux-estimation algorithm that
uses the phase current derivative to extract the flux-position infor-
mation is presented. In contrast to previously introduced methods,
this new approach operates without additional transient excitation
of the machine and requires only fundamental-wave excitation
using standard PWM or slightly modified PWM. Furthermore,
only the current response in the two active states of PWM is used.
This makes it possible to use sensorless control for the whole speed
range including overmodulation and removes the distortion and
parasitic influence of the zero switching states during the estima-
tion of the flux. Experimental results are presented to validate the
applicability of the presented approach.

Index Terms—AC motor drives, current measurement, induc-
tion motor, neuronal networks, pulsewidth modulation (PWM),
saturation, speed control, transient response.

I. INTRODUCTION

INDUCTION machines are widely used in industrial ap-

plications involving electromechanical energy conversion

due to their favorable attributes like low cost, reasonable size,

robustness, and low maintenance. Many of these applications

require the use of adjustable-speed drives and a suitable control

system that provides a large operating range and good dynamic

performance. The most commonly used techniques are field-

oriented and direct torque controls. The implementation of both

control algorithms requires the identification of the flux angle

in order to perform the required switching transitions of the

inverter.
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Currently, all highly dynamic ac drives are equipped with

a mechanical shaft sensor in order to estimate the necessary

flux position for field-oriented control. Omitting this sensor

has several advantages and has therefore been a topic of high

interest in recent years. Some advantages of sensorless control

are the reduction of the hardware complexity, lower costs,

increased reliability, and less maintenance requirements.

Using fundamental-wave models with accurate sensors for

voltage and current, speed sensorless operation of induction

machines is possible down to slip frequency, corresponding to

mechanical standstill. However, at zero frequency, these models

fail, and stable sensorless operation is considered to be only

possible by applying the so-called signal-injection methods.

By injecting a high frequency or transient signal in addition

to the fundamental wave, saliencies caused by spatial satura-

tion, slotting, and anisotropy can be extracted and exploited

to directly estimate the flux position. These signal-injection

methods usually inject a voltage excitation and measure the

current reaction of the machine. Present signal-injection-based

methods rely on the additional high frequency or transient

signal excitation of the machine. The excitation can either be re-

alized in a harmonic sense as a pulsating or rotating component

or in a transient sense as a sequence of voltage pulses, as

explained in the literature.

By using a high-frequency (several hundreds of hertz up

to kilohertz) voltage-injection method with a rotating [7], [8],

[24], [25] or a pulsating vector [9], the measured HF current

reaction can be demodulated and processed to extract the

position information. When using these methods, special care

has to be taken to overcome the effect of the inverter interlock

deadtime, which causes a disturbance every 60◦—also called

current clamping in the literature—as well as other side effects,

including those caused by the current control loop.

Transient-signal-excitation approaches [10], [18], [19] or

methods exploiting transient voltage changes within the space-

vector pulsewidth modulation (PWM) [1], [2], [5] use the

machine current reaction to determine the saliency information,

which is the basic principle for sensorless control.

This paper presents first a method to detect the flux angle

using an additional transient test voltage injected into the

machine. Then, this method is then extended such that the

excitation of the machine and, thus, the flux-angle measurement

are performed only based on the fundamental-wave excitation

of the machine without injecting additional test voltages.

0278-0046/$26.00 © 2010 IEEE

Authorized licensed use limited to: Universitatsbibliothek der TU Wien. Downloaded on July 19,2010 at 08:30:38 UTC from IEEE Xplore.  Restrictions apply. 



366 IEEE TRANSACTIONS ON INDUSTRIAL ELECTRONICS, VOL. 57, NO. 1, JANUARY 2010

The concept is introduced, and its applicability is validated

by experimental results.

II. POSITION ESTIMATION—SENSORLESS CONTROL

WITHOUT SIGNAL INJECTION

A fundamental component of the flux-angle estimation is

the exploitation of spatial main-flux saturation by means of

the current-derivative or current-slope measurement. In recent

years, several new signal-injection-based approaches that inte-

grate the di/dt measurements within the fundamental space-

vector PWM (SVPWM) sequence have been presented [1]–[6],

[18], [19]. In theses methods, all three inverter states of a PWM

cycle (two active plus the inactive state) are used to exploit

the saliency information. To avoid the parasitic effects of the

inactive switching state, particularly near zero frequency, only

the two active states are used for evaluation in the proposed

method.

To guarantee a minimum pulse duration, which is necessary

for a current-slope measurement in [1], [5], [18], and [19],

SVPWM is modified by introducing additional compensating

switching states with inverse direction. In [5], PWM is modified

using nonadjacent voltage vectors but switching states with a

spatial angle difference of 120◦. The new approach introduced

in this paper does not require the modification of SVPWM.

Only a slight modification of the current controller has to be

implemented. This is an advantage with respect to practical

implementation since the values of the duty cycles within

SVPWM need not be modified. In addition, the flux-estimation

algorithm is also simpler since the available output voltage

vector from the current controller can directly be used. In

order to provide some insight on the new noninvasive method,

a similar approach that uses an additional signal injection is

first introduced and validated by experiment. Subsequently, the

noninvasive method is presented.

A. Fundamentals and Standard PWM Injection

The basic idea of the injection method is to extract a sig-

nal that is correlated to the transient leakage inductance of

the machine. Since the leakage inductance is affected by the

inherent saliencies, the modulation of this correlated signal can

be exploited to estimate the spatial positions of the saliencies.

The correlated signal used for the flux-angle estimation is

the derivative of the current resulting from a voltage-pulse

excitation. This current derivative with respect to time will also

be denoted as current slope in the following.

For a symmetrical machine (without inherent saliencies), the

relation between the stator voltage and the resulting change in

current is represented by the stator voltage

uS = rS · iS + lσ ·
diS
dτ

+
dλR

dτ
. (1)

The time derivative of the current diS/dτ depends on the

applied voltage uS , the back electromotive force (EMF), the

stator-resistance voltage drop, rS · iS , as well as the value of

leakage inductance lσ . The stator resistance and the back EMF

act as disturbances for the identification of leakage inductance

Fig. 1. Definition of the voltage space vectors and PWM sectors.

and therefore have to be eliminated. By applying two voltage

vectors pointing in different spatial directions and measuring

the resulting current time derivative, two sets of stator equation

are obtained. The elimination of disturbances can then be

performed by subtracting the two equations. In order to perform

the elimination of disturbances, difference voltage vectors and

difference current-slope vectors can be defined, as will be

explained later. These difference vectors automatically take

care of the disturbance elimination.

The inherent saliencies of the machine affect the symmetry

of the three transient phase leakage inductances, leading to a

complex value of leakage lσ

diS
dτ

= uS ·
1

lσ
. (2)

By measuring the transient current response, it is therefore pos-

sible to detect and locate the spatial positions of the saliencies.

In SVPWM, the value of a reference voltage vector is ad-

justed by applying two active “neighboring” switching states

and the two zero switching states during each PWM cycle. The

complex space-vector plane where those vectors are lying in is

shown in Fig. 1.

The basic vectors labeled with ui are used to generate the

desired output voltage. They span the PWM sectors labeled

with “I”–“VI.”

Since SVPWM is using two voltage vectors pointing in

different spatial directions during each PWM cycle, it is the-

oretically always performing a voltage-pulse sequence that is

suitable for eliminating the disturbances of stator resistance and

back EMF.

Considering the operation of SVPWM and the sequence of

the voltage vectors, one can define difference voltage vectors.

The difference voltage vectors can be calculated directly based

on the sector of the reference voltage and the switching se-

quence. They are denoted as u12, u23, and u31 and are defined

according to (3), with the subscript number indicating the

position within the switching sequence running from 0 (first

zero state) to 3 (second zero state)

uij = ui − uj . (3)

To determine the time derivative of the current, two different

methods can be applied (Fig. 2). One option is to perform at

least two measurements at two different time instants and to

approximate the time derivative by the differential quotient (4).
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Fig. 2. Measurement of the current-slope vector using a current sensor and a
current-derivative sensor.

Fig. 3. Current-slope sampling during the pulse sequence initiated by
SVPWM (reference voltage vector u∗ according to Fig. 1).

The other is to apply a sensor current derivative inspector (CDI)

whose output is directly correlated to the time derivative [13].

This CDI sensor only needs one sample to determine the current

derivative

∂i

∂t
≈

∆i

∆t
=

i(t + ∆t)

∆t
−

i(t)

∆t
. (4)

Fig. 2 shows the two methods for the measurement of the

current slope.

In Fig. 3, the fundamental SVPWM sequence for a voltage

vector u∗, like that depicted in Fig. 1, is shown.

This figure also shows the time instants at which the current-

slope samples are taken.

One can then define the difference current-slope vector,

diij/dt, according to (5) from the current-slope vector (di1/dt,
di2/dt, and di3/dt). The evaluation algorithm, which deter-

mines the flux angle, uses only the difference current-slope

vector, di12/dt, from the two active states. That is

di12/dt = di1/dt − di2/dt. (5)

Fig. 4 shows the measured trajectories of the three possible

difference current-slope vectors for the SVPWM voltage-vector

area “V ” (+W/ − V/0). The machine was operated at rated

flux and a torque-producing current component that was equal

to 0.7 p.u.

Fig. 4. Locus of the three differential current-slope vectors correspond-
ing to the voltage-space-vector area “V” (+W/− V/0) (rated flux, torque
current = 0.7 p.u.).

The three switching states are u1 = +W , u2 = −V , and the

zero state u3 = 0. The black trace denoted as di12/dt in Fig. 4

represents the trajectory for di12/dt that is obtained for current-

slope measurements during active states +W and −V .

The two traces, namely, di23/dt and di31/dt, respectively,

are obtained for one active switching state (+W or −V ) and

the zero switching state. When comparing the three traces in

Fig. 4, it can be seen that the trajectory for di12/dt has the

lowest distortion. When measuring the current derivative during

a zero voltage vector, the signal magnitude is very low, leading

to an increased sensitivity to noise in the analog-signal path. In

addition to this low signal level, there is also a disturbing effect

of the nonideal inverter properties. Since the voltage drops of

transistor and diode are unequal, their influence is superposed

on the modulation of the saliencies and therefore acts as a

disturbance.

The basic principle of integrating fundamental-wave excita-

tion and transient excitation is not completely new [1], [3], [4].

However, in [1], [3], and [4] all three switching states (two

active states and the zero vector) are exploited for the detection

of the saliencies.

The use of only the active switching states is proposed in

this paper and has two main advantages. First, the distortion

introduced by the zero-switching-state measurements can be

avoided. Second, including the zero switching state in the mea-

surements and evaluation limits the method when the sensorless

position control has to be established for the whole speed range

including overmodulation.

Another method of integration was proposed in [5]. In that

paper, the standard SVPWM method is modified by extending

the 60◦ voltage sector to a 120◦ sector and thus does not use

the two adjacent switching states. This results in increased

current ripple. In case that one of the switching states is too

short to measure, a sequence of six switching states is proposed

containing two zero states and four active voltage vectors.

The four active vectors are a combination of two adjacent

ones, followed by a zero vector and another pair of adjacent

vectors pointing in the opposite direction of the first one. The
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Fig. 5. Trajectories of the difference voltage vector and the difference current-
slope vector for the specified SVPWM sector.

measurements of the six switching states are finally combined

into one saliency measurement.

From previous research, it is well known that the ratio of the

difference current-slope vector di12/dt and the corresponding

difference voltage vector u12 is correlated to the inherent

saliencies. In the case of a machine with closed rotor slots,

the dominant saliency is caused by spatial saturation. Thus,

the aforementioned correlation is dominated by the +2nd-

harmonic frequency caused by main-flux saturation.

In Fig. 5, the difference voltage space vectors and the differ-

ence current-slope space vectors for an excitation voltage that is

lying in sector “I” (+U/ − W/0), which is equivalent to states

u1 = +U (1st active state), u2 = −W (2nd active state), and

u3 = 0 (2nd zero state), are shown.

In a first step toward the integration of the pulse sequence

into SVPWM, the difference current-slope vector di12/dt and,

thus, the saturation angle as an approximation of the flux

position have to be determined by a periodic injection of one

specific reference voltage vector (test-pulse sequence). For

example, the reference voltage vector u∗, as shown in Fig. 1,

which lies in sector “I” (+U/ − W/0) and has a phase angle of

+30◦, is used to identify di12/dt, which is independent of the

direction of the fundamental wave.

Applying the algorithms described earlier, the resulting sig-

nals can be depicted in the complex plane, as shown in Fig. 5.

Assuming a sinusoidal modulation of leakage inductance, the

trajectories of the difference current-slope vectors lead to the

dashed circles. Depending on the switching states during which

the current slope is evaluated, the center of the individual circles

is shifted. With the measurement sequence being assumed

earlier (+U/ − W/0), the circle marked di12/dt is obtained

for the active states.

Instead of only injecting the test-voltage sequence into sector

“I,” the difference current-slope trajectories are also investi-

gated if the injected voltage lies in sectors “II”–“VI.” Again,

only the active states and, thus, di12/dt are used for evaluation.

This leads to six different traces for di12/dt. The measurement

results are shown in Fig. 6 and are taken at a load current of

0.2 p.u. The voltage vector injected into sector “I” (u∗, solid

black) and the corresponding difference current-slope vector

labeled with I (black, denoted as di12/dt) show the modulation

caused by the inherent saliencies. The results for reference

Fig. 6. Trajectories of the difference current-slope vector di
12

/dt for refer-
ence voltages in all six sectors (load current = 0.2 p.u.).

voltages lying in the other SVPWM sectors (gray, “II”–“VI”)

are labeled equivalently.

The dominant +2nd harmonic in the current-slope vectors

induced by spatial main-flux saturation can clearly be identi-

fied from Fig. 6. For one electrical revolution, the difference

current-slope vector di12/dt makes two full rotations. The

distortion of the circle is due to the presence of additional

harmonics.

B. Exploitation of the Fundamental-Wave PWM Excitation

The method of Fig. 6 is considered to be invasive to SVPWM

since an additional voltage vector has to be injected. Further-

more, the injected voltage sequence will increase the current

and torque ripple. Thus, it is desirable to find a way to deter-

mine the differential current-slope vector without changing or

modifying the SVPWM algorithm.

In a final step, the difference current-slope vector is obtained

using only difference current-slope samples taken during the

pulse sequences created by SVPWM, with the reference values

being generated by the fundamental-wave current controller. In

order to simplify the discussion, only steady-state operation of

the machine is considered.

The output of the current controller, which is the same as

the reference voltage, is moving along the six voltage-space-

vector areas (“I”–“VI”). This reference vector may thus be

interpreted as a moving test-pulse sequence/excitation. If the

reference voltage is lying very close to the border of one of

the sectors, there is too little time for an accurate current-slope

measurement [1], [2]. In these cases, the current controller can

be modified for a single PWM cycle such that these areas are

avoided. This corresponds to introducing a dead zone without

any modification of the current-controller structure. The pro-

posed approach requires only one PWM period to successfully

estimate the saturation angle and, out of it, the flux position.

The aforementioned modification for only a single PWM cycle

is thus sufficient.
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Fig. 7. Trajectories of the difference current-slope vector for the fundamental-
wave PWM (load current = 0.2 p.u.).

If the fundamental current control requests a fundamental

voltage that lies close to an active vector for a longer period, it

is not necessary to always modify the current-controller output.

For example in the case of zero fundamental frequency and

steady-state operation, it is adequate to reduce the sampling

frequency for the flux position involved with the modification.

This concept does not require the injection of an additional

voltage, and therefore, SVPWM remains unchanged. Merely

the control algorithm has to be modified slightly.

The actual voltage feeding the machine would stay the

same in both versions (current-regulator or SVPWM level).

However, SVPWM is usually realized in hardware (counter/

capture/compare), which requires additional calculation of the

modified duty cycles. The dead-zone approach in the current-

controller level can thus be implemented with more simplicity

at a lower cost.

Since the difference current-slope trajectory is not obtained

for a voltage that is only injected into one sector, there will

not be a closed-loop trajectory for the difference current slope,

as shown in Fig. 6. Instead, the trajectories shown in Fig. 7

(black) are obtained, which are generated by using the current-

controller output voltage as the injected test/reference voltage.

As shown in Fig. 7, for each voltage sector, only a 120◦ section

(thick, black) of each of the difference current-slope trajectories

(thin, gray—similar to the ones shown in Fig. 6) is obtained.

The reference voltage vector no longer has a fixed angle due

to the rotating current-controller output voltage that is now used

as excitation. Therefore, the thick black segments of difference

current-slope trajectories are not exactly the same as the ones

shown in Fig. 5 but very similar in shape and location.

The frequency of the difference current-slope trajectory

caused by spatial main-flux saturation is twice (+2nd har-

monic) as big as the fundamental voltage.

Therefore, the differential current slope makes two revo-

lutions for one electrical revolution of the reference voltage

vector. Thus, the rotational angle of the difference current-slope

trajectory is equivalent to 120◦, while the reference voltage

vector covers a sector of 60◦.

Fig. 8. Locus of the difference current-slope vector obtained from the ex-
citation sequences integrated into SVPWM (load current = 0.2 p.u.) for two
fundamental-wave periods.

Each time the reference voltage vector crosses over to the

next sector area, the center of the differential current-slope tra-

jectory jumps/rotates by 60◦, which is described by the straight

lines (gray) in Fig. 8 that connect the 120◦ segments. For each

SVPWM sector area (each 60◦), there will be a 120◦ section of

a circle such that the overall rotation of the difference current

slope during one electrical revolution of the fundamental wave

is 6 · 120◦ = 2 · 360◦. In Fig. 8, the 120◦ segments of the

differential current-slope trajectory corresponding to the first

and second SVPWM sectors are labeled with “I” and “II.”

The key signal for speed sensorless control is the angular

position of the saliency. In order to extract the angle informa-

tion from the differential current-slope trajectory segments, the

centers of the trajectory segments have to be determined. This

can be done in one of two ways.

One way to determine the centers of the different segments

is based on geometrical considerations. Since each of the

difference current-slope trajectories describes a 120◦ segment

of a circle, it is possible to determine the center of rotation

for each of the sections. All centers are spatially located on a

circle each lying 60◦ apart, as shown in Fig. 7. In addition, a

reference coordinate system can be defined at the center of each

identified circle whose real axis corresponds to the direction of

the difference voltage vector. This coordinate system is shown

for SVPWM sector “I” in Fig. 7 (dashed). Similar coordinate

systems are defined at the centers of the other 120◦ segments.

This leads in a final step to the situation wherein all coordinate

systems and, therefore, all trace segments (120◦ segments) are

lying on top of each other.

The other method is to divide each of the difference current-

slope traces by the corresponding difference voltage vectors

according to (2). The trace segments (120◦ segments) resulting

from this equation are lying on top of each other at the positive

real axes of the stator-fixed reference frame (α-axis), such as

that shown in Fig. 9. In a second step, the center (M) for each of

these six 120◦ segments has to be estimated. For the estimation

of the centers, all measurements are performed at steady-state
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Fig. 9. Locus of the difference current-slope vector (120◦ segments) after
division with the corresponding difference voltage vector.

operation to ensure equal 120◦ sectors. Once the positions of

the centers are known, this limitation is no longer necessary.

Common techniques for such a location-determination prob-

lem (e.g., circle approximation), such as the least squares

algorithm, use all of the presented/existing data to solve the

problem and have no mechanism to detect and sort out error

data points from the measurement. For this specific application,

an alternative method has been used, which gives a better result.

The method is described hereinafter.

A better method to solve the location-determination problem

(circle approximation/center of a circle segment determination)

is the random sample consensus (RANSAC) algorithm [22].

In contrast to the least squares method, RANSAC is much

more suitable for use in automatic solving, fitting, and location-

determination problems applied to measured data points. This

is based on the fact that RANSAC is using only a few initial

data points from the whole data stream at the beginning and

sequentially enlarges the data set with consistent values later in

progress. Furthermore, RANSAC offers a mechanism to handle

and reject error data points out of the whole stream and is thus

using only reliable values for the fitting.

For the aforementioned problem of searching the circle cen-

ter, the algorithm starts with three random measurement points

to compute an implied center. In step 2, further measurement

points are used to confirm the suggested solution. In the further

steps, the compatibility of the implied solution is checked, and

if compatibility is not reached, a new attempt starting with

step 1 will be initiated. As shown in Fig. 10, RANSAC is able

to determine the circle center from the scattered plot of the

measurement points. Furthermore, it can be seen that RANSAC

is using only “good points” (black) for the calculation and

ignores the outliers (gray).

To minimize the influence of measurement errors, a combi-

nation of both methods described earlier has been applied in

this paper. The identification of the center of the different 120◦

segments has to be done once online during a commissioning

period before the sensorless operation.

After applying the method described previously, all coordi-

nate systems have the same center, with all real and imaginary

Fig. 10. Circle-center determination by using the RANSAC algorithm.
(Light gray) All measurement points. Used data points by (dark gray) RANSAC
to determine the center.

Fig. 11. Trajectories of the differential current-slop vector for two electrical
revolutions.

axes being aligned. In this common reference system, all trace

segments are lying on top of each other at angular positions

from −180◦ to −60◦. This 120◦ segment is caused by the move-

ment of the fundamental wave by 60◦ within the corresponding

sector, as already mentioned.

The angular position of the individual traces must be accu-

rately separated. Each trace has to be transformed within the

reference coordinate system by the angle of the corresponding

difference voltage vector, multiplied by the harmonic number of

the saliency (with respect to the fundamental wave). In the case

of saturation saliency, the transformation angle is a multiple of

120◦ (2 · 60◦).
The application of this transformation to each of the six sec-

tor traces leads to a closed-loop trajectory representation, which

can now be used to extract the required angle information. The

result of this process is shown in Fig. 11 for one revolution of

the fundamental wave. The former six separate trajectories now

form a continuous curve that shows two rotations around the

origin. Thus, the dominant +2nd harmonic that is characteristic
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Fig. 12. Block diagram of the measurement setup.

for the differential current slope caused by spatial main-flux

saturation can clearly be seen. This harmonic can then be used

to determine the sensorless estimated saturation angle, which is

used for sensorless control.

There is, however, a phase shift between the saturation angle

and the rotor-flux angle, which shows a strong dependence on

the flux and/or load level of the machine [21]. The compensa-

tion of flux/load dependence, as well as the higher harmonics

due to the nonsinusoidal distribution of saturation along the

air gap, is usually done in a separate step. In this paper, the

compensation is done using a neural-network approach that is

similar to that in [20].

The results presented in this paper were obtained from a

closed-slot machine. This type of machine has one dominant

saturation saliency that has heavy load dependence. The re-

sults are thus dependent on the machine. In the case of an

unskewed open-slot machine, for example, automatic tracking

and separation of different saliencies must be compensated.

This separation, however, is usually done together with the

compensation of flux/load dependence using a neural-network

approach or similar techniques [26].

III. MEASUREMENT RESULTS

To verify the applicability of the new method in a machine-

driven environment, measurements have been carried out using

an appropriate test bed. In Fig. 12, the test configuration is

shown. It consists of a power converter, a control system with

the communication board, an induction machine, and a load

machine. The 11-kW closed-slot induction machine is fed by

a inverter with field-oriented SVPWM control using a switch-

ing frequency of 5 kHz. The machine is coupled to the load

dynamometer.

The control electronics consist of two main components.

The first component consists of a signal-processor board

(dSpace 1103) programmed in Matlab/Simulink and is respon-

sible for all control tasks. The second component is a field-

programmable gate array (FPGA) system and is responsible

for the PWM generation, the sampling of the sensors, as well

as some data preprocessing. The communication between both

systems is realized using an interface board for the data transfer.

The control electronics consist of two main components. The

first component consists of a signal-processor board (dSpace

1103) programmed in Matlab/Simulink and is responsible for

all control tasks. The second component is an FPGA system

and is responsible for the PWM generation, the sampling of the

sensors, as well as some data preprocessing. The communica-

tion between both systems is realized using an interface board

for the data transfer.

The real-time processing requirements can be compared to

the methods in [1], [2], and [10]. In [10], pulse excitation is

done separately from the modulation method, which results in

a minimum performance needed. The only requirements are

the pulse generation itself and the sampling at specific time

instants. The number of necessary calculations is limited to a

few additions and multiplications.

In [2], the PWM sequence has to be modified. As almost

all of today’s digital signal processors (DSPs) usually have a

capture/compare unit, most of the necessary modifications can

be carried out by built-in hardware. The mathematical burden is

slightly increased compared to that in [10] as modification and

sampling get more complex.

The methods proposed in this paper, as well as that in [1],

have increased requirements. Not many details are given about

this in [1] and [5]. However, it can be concluded that, as

the excitation sequence changes with the fundamental-wave

position, additional coordinate transformations have to be car-

ried out using both methods. As the method proposed here

uses a reduced number of samples, the real-time computation

requirements are lower.

For the application of the method in an industrial environ-

ment, it is important to mention that the calculation of the

RANSAC algorithm is limited to the commissioning phase and

is thus not a burden for real-time processing. The estimation in

this paper has been carried out in a combination of a DSP and

an FPGA, as is frequently done in modern industrial drives. The

increase in task time on the DSP was only a few percent when

using the proposed method. Therefore, an integration of the

proposed signal-processing structure using one single modern

DSP is possible.

For the estimation, the overall signal-processing chain is

carried out step by step, as described previously. First, the

differential current-slope segments belonging to the active

states of SVPWM are determined. Then, the center for each of

the segments is calculated and transformed into one common

coordinate system. Finally, the individual sector traces are

transformed to obtain a resulting closed trace containing the

results of all six sectors. Due to the design of the test machine

(closed rotor slots), the modulation of the signal is dominated

by the saturation saliency, leaving other saliency components

negligible. Thus, the calculated angle gives the angular position

of the saturation saliency, which contains the desired informa-

tion of the rotor-flux angle used for sensorless control.

Existing phase offsets/shifts between the saturation angle and

the rotor-flux angle (which show strong dependence on the

flux/load level of the machine), as well as disturbing higher

harmonics (due to the nonsinusoidal distribution of saturation

along the air gap), must effectively be compensated to obtain

the sensorless estimated rotor-flux angle. The application of

the neural-network technique to machine control is proposed

in [27]–[30]. In this paper, an artificial-neural-network (ANN)

structure, which is similar to the approach in [20], is applied to

compensate the aforementioned effects.
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Fig. 13. Time traces of (thin gray) the reference twice flux angle and (solid
black) the raw sensorless estimated saturation angle at mechanical standstill
with a torque-producing current component iy = 0.8 p.u.

In Fig. 13, the measurement results of the signal-processing

chain are shown. The machine has been operated at rated

flux with a torque-producing current component of 0.8 p.u. at

mechanical standstill.

The thin dashed gray trace represents twice the flux angle

calculated from a sensor-based model as a reference. The

estimated saturation angle is given in solid black.

This saturation angle is directly derived using the proposed

estimation algorithm after combining the individual sector

traces to one resulting signal. It is labeled as the “raw sensorless

estimated saturation angle” in the figure and represents an

internal signal that has to be further processed before using it

for sensorless control. The points at which the voltage vector of

SVPWM switches between adjacent sector areas can easily be

identified in Fig. 13.

Several factors influence the quality of flux-angle estimation.

One important issue is the determination of the centers of the

individual traces of the differential current-slope vector trajec-

tory for the different sectors of SVPWM. The positions of these

centers are dependent on the mean transient inductance and

thus move with the machine point of operation. An appropriate

adjustment has thus to be included, as well as the compensation

of load-dependent angle deviation using the ANN structure

mentioned earlier.

All of the published transient-excitation methods are influ-

enced by a change of the mean transient inductance and need to

eliminate this effect. In [10], this is established by combining

the results of three different excitation directions, which has the

lowest complexity. In [1] and [5], this elimination is realized

by combining two different active or a combination between

active and inactive switching states, which slightly increases

complexity. In [1] and [5], open-slot machines with clear dom-

inating slotting saliency are used, wherein the influence of the

mean inductance change is negligible compared to the position

signal. The machine used in this paper, however, has closed

rotor slots, and therefore, the inductance depends on the load.

Thus, special measures were taken by combining the estimation

algorithm with a neural-network approach.

Fig. 14 shows the sensorless controlled operation using the

proposed excitation and signal-processing method. It has to

be emphasized that, in order to show the performance of the

method, the estimated angle is directly used to control the

machine without any further fundamental-wave model of

the machine.

The steady-state and transient performance of the proposed

structure at zero mechanical speed during a torque step is shown

in Fig. 14. A torque step is applied to the test machine that is

driving a speed-controlled load machine. At the time instant

t = 3.1 s, the reference step for the torque is applied (torque-

producing current component from 0.2 to 0.8 p.u.). The time

instant of the load step is marked with a cursor.

In the upper plot of Fig. 14, the solid thick black trace repre-

sents the time trace of the flux angle obtained from the transient

current response, which is corrected by the neural network.

The thin dashed trace gives the flux angle calculated with a

sensor-based model as a reference. The middle plot of Fig. 14

shows the angle deviation between the sensorless estimated flux

angle and the flux angle calculated using a sensor-based model

as a reference. The deviation of the flux angle stays within

±0.05 rad corresponding to ±2.8◦ during the whole experi-

ment. A periodic change in angle deviation is observable, which

stems from the crossover of the fundamental-wave voltage from

one sector to the next.

The lower part of Fig. 14 shows the load current/torque step.

The proposed new flux-evaluation approach and the control

structure are able to guarantee stable operation at zero mechan-

ical speed during transient operation.

The performance of the sensorless controlled operation from

the overall structure, using the proposed excitation and signal-

processing method, with an operating point near zero electrical

frequency is shown in Fig. 15. In this case, the machine was

operated with a constant torque-producing current component

of 0.6 p.u., with the speed-controlled load dynamometer being

coupled to the motor under test.

Fig. 15 shows the time trace of the sensorless obtained flux

angle, which is corrected by the neural network. At the left side

of the figure, slow clockwise electrical rotation of the flux was

chosen. In the center of the figure, the operation was changed

to zero flux frequency for around 4 s, and on the right side,

counterclockwise flux rotation is shown.

The stable behavior of the sensorless controlled drive at

critical operation (changing the direction of flux rotation from

slow clockwise electrical rotation to flux standstill and then

to counterclockwise rotation) shows the effectiveness of the

proposed new flux-evaluation approach.

IV. CONCLUSION

A method to integrate the transient excitation necessary

for speed sensorless control into the fundamental-wave vec-

tor PWM has been presented, as well as the required signal

processing to obtain the angular position of the saturation

saliency. The signal processing is based on defining new ref-

erence frames for each excitation and on a combined mathe-

matical and geometrical estimation of the origin of each of the

reference frames.
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Fig. 14. Measurement results of sensorless controlled operation at mechanical standstill—step of the torque-producing current component from 0.2 to 0.8 p.u.
(Upper) (solid, thick, black) Flux angle sensorless; (thin, dashed, black) sensor based. (Middle) Angle deviation (in radians). (Lower) Step of the torque-producing
current component.

Fig. 15. Measurement result of flux angle at sensorless controlled operation
at low/zero electrical frequency. (Left) Positive flux rotation. (Middle) Flux
standstill. (Right) Negative flux rotation.

Combining the results of the different excitation sectors, a

closed trace of the saliency modulation has been obtained,

which can be evaluated to determine the saliency position

necessary for speed sensorless control.

For the measurements, the sampling of the difference

current-slope vector is done only during the active inverter

switching states to reduce the disturbing influences of the

inverter. The measurement results verify good steady-state

and transient properties using this type of excitation/signal

processing.
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