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Using Webcast Text for Semantic Event
Detection in Broadcast Sports Video

Changsheng Xu, Senior Member, IEEE, Yi-Fan Zhang, Guangyu Zhu, Yong Rui, Senior Member, IEEE,
Hanqing Lu, Senior Member, IEEE, and Qingming Huang, Senior Member, IEEE

Abstract—Sports video semantic event detection is essential for
sports video summarization and retrieval. Extensive research ef-
forts have been devoted to this area in recent years. However, the
existing sports video event detection approaches heavily rely on ei-
ther video content itself, which face the difficulty of high-level se-
mantic information extraction from video content using computer
vision and image processing techniques, or manually generated
video ontology, which is domain specific and difficult to be auto-
matically aligned with the video content. In this paper, we present
a novel approach for sports video semantic event detection based
on analysis and alignment of webcast text and broadcast video.
Webcast text is a text broadcast channel for sports game which is
co-produced with the broadcast video and is easily obtained from
the web. We first analyze webcast text to cluster and detect text
events in an unsupervised way using probabilistic latent semantic
analysis (pLSA). Based on the detected text event and video struc-
ture analysis, we employ a conditional random field model (CRFM)
to align text event and video event by detecting event moment and
event boundary in the video. Incorporation of webcast text into
sports video analysis significantly facilitates sports video semantic
event detection. We conducted experiments on 33 hours of soccer
and basketball games for webcast analysis, broadcast video anal-
ysis and text/video semantic alignment. The results are encour-
aging and compared with the manually labeled ground truth.

Index Terms—Broadcast video, semantic event detection, Web-
cast text.

I. INTRODUCTION

T
HE explosive proliferation of multimedia content made

available on broadcast and Internet leads to the increasing

need for its ubiquitous access at anytime and anywhere, and over

a variety of receiving devices. It is clear that when accessing

lengthy, voluminous video programs, the ability to access high-

lights and to skip the less interesting parts of the videos will

save not only the viewer’s time, but also data downloading/air-

time costs if the viewer receives videos wirelessly from remote
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servers. Moreover, it would be very attractive if users can access

and view the content based on their own preferences. To realize

above needs, the source video has to be tagged with semantic

labels. These labels must not only be broad to cover the gen-

eral events in the video, e.g., goals scored, near-misses, fouls in

soccer, it has to be also sufficiently deep to cover the semantics

of the events, e.g., names of the players involved. This is a very

challenging task and would require to exploit multimodal and

multicontext approaches.

The ever increasing amount of video archives makes manual

annotation extremely time-consuming and expensive. Since hu-

mans tend to use high-level semantic concepts when querying

and browsing video database, there is an increasing need for

automatic video semantic annotation. Video annotation is also

able to facilitate video semantic analysis such as video summa-

rization and personalized video retrieval. Therefore, automatic

video annotation has become a hot research area in recent years

and is an important task in TRECVID benchmark [1]. Various

approaches have been proposed for concept detection and se-

mantic annotation of news video [2] and home video [3].

In this paper, we focus on semantic annotation and event

detection of sports video which has wide view-ship and huge

commercial potential. We present a novel approach for sports

video semantic annotation and event detection using webcast

text under a probabilistic framework. We use soccer video and

basketball video as our test-bed. The proposed approach is

generic and can be extended to other sports domains.

A. Related Work

Extensive research efforts have been devoted to sports video

event detection in recent years. The existing approaches can be

classified into event detection based on video content only and

event detection based on external knowledge (ontology).

1) Event detection based on video content only: Most

of the previous work of event detection in sports video is

based on audio/visual/textual features directly extracted from

video content itself. The basic idea of these approaches is to

use low-level or mid-level audio/visual/textual features and

rule-based or statistical learning algorithms to detect events

in sports video. These approaches can be further classified

into single-modality based approach and multimodality based

approach. Single-modality based approaches only use single

stream in sports video for event detection. For example, audio

features were used for baseball event detection [4] and soccer

event detection [5]; visual features were used for soccer event

detection [6], [7]; and textual features (caption text overlaid on

1520-9210/$25.00 © 2008 IEEE
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the video) were utilized for event detection in baseball [8] and

soccer [9] videos. The single-modality based approaches have

low computational load, but the accuracy of event detection

is low as broadcast sports video is the integration of different

multimodal information and only using single modality is not

able to fully characterize the events in sports video. In order

to improve the robustness of event detection, multimodality

based approaches were utilized for sports video analysis.

For example, audio/visual features were utilized for event

detection in tennis [10], soccer [11] and basketball [12]; and

audio/visual/textual features were utilized for event detection in

baseball [13], basketball [14], and soccer [15]. Compared with

the single-modality based approaches, multimodality based

approaches are able to obtain better event detection accuracy

but have high computational cost.

Both single-modality based approaches and multimodality

based approaches are heavily replying on audio/visual/textual

features directly extracted from the video itself. Due to the se-

mantic gap between low-level features and high-level events as

well as dynamic structures of different sports games, it is dif-

ficult to use these approaches to address following challenges:

1) ideal event detection accuracy % ; 2) extraction of the

event semantics, e.g., who scores the goal and how the goal is

scored for a “goal” event in soccer video; 3) detection of the

exact event boundaries; 4) generation of personalized summary

based on certain event, player or team; 5) a generic event detec-

tion framework for different sports games; and 6) robust perfor-

mance with the increase of the test dataset. In order to address

these challenges, we have to seek available external knowledge

for help.

2) Event detection based on external knowledge: Event de-

tection based on video content only faces the difficulty of high-

level semantic information extraction from broadcast video con-

tent using computer vision and image processing techniques.

Therefore, in order to deal with this problem, ontology-based

approaches are proposed [16]–[21] for video annotation and

event detection. Ontology is a formal and explicit specifica-

tion of knowledge domain, which consists of concepts, con-

cept properties, and relationship between concepts [21]. Do-

main specific linguistic ontology with multilingual lexicons and

possibility of cross document merging for multimedia retrieval

was presented in [16]. A hierarchy of ontology [17] was de-

fined to represent the results of video segmentation. Concepts

were represented in keywords and mapped into an object on-

tology, a shot ontology and a semantic ontology. The possi-

bility of extending linguistic ontology to multimedia ontology

was proposed [18] to support video understanding. Multimedia

ontology was constructed by extracting text information and vi-

sual features in the videos and manually assigning the extracted

information to concepts, properties, or relationships in the on-

tology [19]. A Visual Descriptors Ontology and a Multimedia

Structure Ontology based on MPEG-7 Visual Descriptors were

used together with domain ontology to support content anno-

tation [20]. An improvement of the approach in [20] was pro-

posed and applied to soccer video annotation [21]. Visual fea-

tures were extracted and used in the domain ontology and a clus-

Fig. 1. Webcast text.

tering algorithm was employed to extend the domain knowledge

through visual feature analysis.

B. Problem Formulation

The approaches of event detection based on video content

only face a challenge called “semantic gap.” To bridge this

gap from low-level features to semantics, ontology based

approaches are explored to utilize the external knowledge

which has rich semantic information. However, most of the

external knowledge used is built independently of the video

content, thus it lacks of an automatic mechanism to connect

external knowledge to video content at semantic level. In this

paper, we propose to employ the external sources which are

coproduced together with the video content during the sports

game broadcasting and develop an automatic mechanism to se-

mantically combine the video content and external sources for

event detection. Currently, closed caption and webcast text are

two external sources used for sports video semantic analysis.

Closed caption is a manually tagged text stream encoded into

video signals. Since it is the content of the live commentary

of the sports game, it is a useful information source for sports

video semantic analysis and event detection [22]–[24]. How-

ever, using closed caption has to face several difficulties: 1) it

lacks of a decent structure; 2) it contains redundant information

of the games; and 3) currently it is only available for certain

sports videos and in certain countries.

Webcast text is another external source which is coproduced

together with broadcast sports video during the sports game

broadcasting. It was first used together with match report to as-

sist event detection in soccer video [25], [26], but the proposed

event detection model is hard to extend in other sports domains.

We employed webcast text from common sports websites to de-

tect and identify semantic events in broadcast sports video and

proposed a live soccer event detection system [27], [28]. How-

ever, the event detection from webcast text was based on pre-

defined keywords which are domain specific and also hard to

extend to other sports domains.

In this paper, we present a novel approach for sports video se-

mantic event detection based on analysis and alignment of web-

cast text and broadcast video. Webcast text is text broadcasting
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Fig. 2. Framework of proposed approach.

of live sports games and can be considered as a text counterpart

of broadcast sports video. Webcast text contains rich semantics

related to the event (see Fig. 1) and can be freely accessed from

many sports websites [29], [30], [34]. We formulate the problem

to be addressed as follows: given a webcast text and a broadcast

video of the same sports game, we develop an automatic mech-

anism to align webcast text and broadcast video at both tem-

poral and semantic levels to achieve semantic event detection in

broadcast video.

Two research challenges need to be addressed for sports video

semantic event detection: 1) automatic event detection from we-

bcast text; and 2) automatic synchronization of detected text

event to the broadcast video, namely, detection of event moment

and event boundary in broadcast video corresponding to the text

event. From machining learning point of view, the first challenge

can be treated as unsupervised learning, while the second can be

considered as supervised learning. Due to the different presen-

tation styles of webcast text and different sports domains, it is

difficult to use prior knowledge to detect event from webcast text

in order to achieve a generic event detection framework. There-

fore, we have to investigate unsupervised learning to address

the first challenge. We will employ probabilistic latent semantic

analysis (pLSA) to automatically cluster text event from we-

bcast text and extract keywords (semantics) from the events in

each cluster without using any prior knowledge (Section II). For

different broadcast sports videos, there are some common fea-

tures (e.g., shots, shot types, replay, etc.) and common produc-

tion rules (especially for the events/highlights). These common

features and production rules can be used as prior knowledge to

model event structure in the video and help for event boundary

detection in the video. To address the second challenge, we will

apply conditional random field model (CRFM) to detect event

with exact start/end boundary in broadcast video (Section III).

The framework of proposed approach is illustrated in Fig. 2.

The rest of the paper is organized as follows. Event detection

from webcast text using pLSA is described in Section II. The

semantic alignment of webcast text and broadcast video using

CRFM is presented in Section III. Experimental results are re-

ported in Section IV. We conclude the paper with future work

in Section V.

II. WEB-CAST TEXT ANALYSIS

The advantage of using text to help sports video analysis is

to bridge the semantic gap between low-level features and high-

level events. Researchers thus attempt to use text information,

such as caption text overlaid on the video and closed caption, to

assist sports video analysis. However, the result of recognizing

captions overlaid on the video by OCR may be affected by video

quality. Closed caption is a direct transcript from speech to text

thus contains redundant information irrelevant to the games and

lacks of well-defined text structure.

Webcast text (Fig. 1) is another text source. It is coproduced

together with broadcast sports video during the sports game

broadcasting and can be easily accessed in the web [29], [30]

during or after the game. The content of webcast text is more fo-

cused on events of sports games and contains detailed informa-

tion of events in sports games such as time of the event moment,

the development of the event, players and team involved in the

event, etc., which are very difficult to be automatically extracted

from the broadcast video content directly. These advantages of

webcast text motivate us to utilize webcast text to facilitate event

semantics extraction and sports video annotation.
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A. Text Event Detection

In webcast text, usually each sentence records an event. A

simple way to detect event from webcast text is to use prede-

fined keywords to match related words in the webcast text to

detect event [27], [28]. However, there are several limitations

for such an approach: 1) Since the event types are different for

different sports games, we have to pre-define keywords for dif-

ferent sports games; 2) Even for the same sports game (e.g.,

soccer), due to different presentation style and language, it is

difficult to use one predefined keyword to represent one event

type; and 3) Since the description of an event is on a sentence

level, single keyword is not enough for robust event detection

and sometimes may cause incorrect detection. These limitations

make the predefined keywords based approach less generic to

different sports domains. In order to come up with a generic

approach for various sports games, we need to explore an unsu-

pervised approach without using any prior knowledge for web-

cast text analysis. Based on our observation, the descriptions of

the same events in the webcast text have similar sentence struc-

ture and word usage. We can therefore employ an unsupervised

approach to first cluster the descriptions into different groups

corresponding to certain events and then to extract keywords

from the descriptions in each group for event detection. Here

we apply probabilistic latent semantic analysis (pLSA) for text

event clustering and detection.

pLSA is a generative model to discover topics in a docu-

ment using the bag-of-words document representation [31]. It

is derived and improved from standard Latent semantic analysis

(LSA) [32]. LSA is a method widely used in natural language

processing. LSA builds a term-document matrix to describe the

occurrences of terms in different documents. The matrix is de-

composed by singular value decomposition (SVD). The cosine

distance between vectors in the matrix is computed to measure

the document similarity in the reduced dimensional space. How-

ever, LSA stems from linear algebra and is based on a -op-

timal approximation which corresponds to an implicit additive

Gaussian noise assumption on counts. In addition, the represen-

tation of texts obtained by LSA is unable to well handle poly-

semy (i.e., a word may have multiple senses and multiple types

of usage in different context). The coordinates of a word in the

latent space is written as a linear superposition of the coordi-

nates of the documents that contain the word, but the superpo-

sition principle is unable to explicitly capture multiple senses

of a word. Compared with LSA, pLSA is based on a mixture

decomposition derived from a latent class model, which results

in a solid statistic foundation. It is able to apply statistical tech-

niques for model fitting, model selection and complexity con-

trol. More specifically, pLSA defines a proper generative data

model and associates a latent context variable with each word

occurrence, which explicitly accounts for polysemy. Therefore,

pLSA is appropriate here for clustering webcast text from dif-

ferent presentation styles.

pLSA applies a latent variable model called aspect model for

co-occurrence data which associates an unobserved class vari-

able with each observation. In our case,

the different types of semantic events (such as goal in soccer and

dunk in basketball) in the webcast text are considered as the la-

tent topic corresponding to the variable . In webcast text, each

sentence description of an event is considered as a document

and all the documents can be represented as

with words from a vocabulary . Based on

this representation, webcast text can be summarized in a

co-occurrence table of counts , where

denotes how often the word occurred in a document . A

joint probability model over is defined by the

mixture:

(1)

where and are the class-conditional probabili-

ties of a specific word/document conditioned on the unobserved

class variable , respectively.

The Expectation Maximization (EM) algorithm is applied

to estimate the values of and in latent variable

models. The EM algorithm consists of two steps:

1) Expectation step to compute the following posterior prob-

ability:

(2)

2) Maximization step to estimate following terms:

(3)

(4)

(5)

Before applying pLSA, the webcast text corpus is prepro-

cessed by a standard stop-word list and a name entity recog-

nition algorithm [33] to filter out the names of the players and

teams due to the consideration of their affecting to the analysis

result. For example, “Rasheed Wallace shooting foul (Shaquille

O’Neal draws the foul)” is processed into “shooting foul draws

foul”. By applying pLSA, a matrix of the class-condi-

tional probability of each document is obtained:

(6)

where is the total number of documents contained in web-

cast text and is the total number of topics corresponding to

the event categories in webcast text. The row of the matrix rep-

resents the probability of each document given the latent event

classes.

We determine the optimal number of event categories and

cluster the documents into these categories

in an unsupervised manner. Each document can be clustered
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Fig. 3. Similarity matrix of webcast text by (a) pLSA. (b) LSA: The higher the intensity, the more similar the two documents.

into one category based on its maximum class-conditional prob-

ability:

(7)

where denotes that document is clustered into the

category .

Each document can be represented by its class-conditional

probability distribution on the categories as a dimensional

feature vector . To measure the similarity between two doc-

uments in a dimensional latent semantic space, a similarity

function is defined as follows:

(8)

where and are the th component of and respec-

tively.

A clustering algorithm should achieve the compactness of

intra-cluster and isolation of inter-cluster and consider the

comprehensive effects of several factors including the defined

squared error, the geometric or statistical properties of the data,

number of the input data, the dissimilarity (or similarity), and

the number of clusters [42]. With the context of document

clustering in our work, the documents within the same cluster

should have maximum similarity while the documents in the

different clusters should have minimum similarity. Based on

this criterion and (8), we define a cost function to determine

the optimal number of event categories.

(9)

(10)

where is the number of documents in category .

In practice, we define the candidate set of the number of clus-

ters as where and is the number

of all the documents used for clustering. Based on the selection

criterion for the parameter of the number of clusters [42], the

optimal number of event categories can be determined by

minimizing the value of .

(11)

In sports games, an event means an occurrence which is signif-

icant and essential to the course of the game progress, hence

the number of event categories recorded in the webcast text is

normally less than 15. In the experiment the candidate set of

number of clusters was initialized as , that is,

the range of is between 2 and 15.

Fig. 3 illustrates the similarity matrix of the clustered soccer

webcast text collected from Yahoo MatchCast Central [34],

which contains 460 documents. The documents are sorted by

their category number as follows:

The and axis indicate the document number arranged in

above order. The similarity between every two documents is

measured by the similarity function (8) between the feature vec-

tors in the latent semantic space. To make a comparison with

LSA, the similarity matrix of the clustered result by LSA using

same data is also shown. By using pLSA, we can see that the

documents within the same clusters have the higher similarity

while the documents in the different clusters have the lower sim-

ilarity. In contrast, the result by LSA does not exhibit the high

similarity of the documents in the same clusters.

After all the documents have been clustered into related cate-

gories, the words of the documents in each category are ranked
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Fig. 4. Examples of shot class.

by their class-conditional probability . The top ranked

word in each category is selected as the keyword to represent the

event type. After the keywords for all the categories are iden-

tified, the text events can be detected by finding the sentences

which contains the keywords and analyzing context information

in the description. Here the reason we need to apply context in-

formation analysis is because using keywords alone for event

detection sometimes cannot guarantee the occurrence of the re-

lated events, which may cause false alarms. For example, “kick”

is the top ranked word for “free kick” event in soccer game.

If its previous word is “free,” the event is correctly detected;

while if its previous word is “goal,” a false alarm is caused

(goal kick is a different event from free kick). Without using

context information, the precision of “free kick” event detec-

tion will be reduced from 98.5% to 89.7% in our test dataset. In

basketball game, the word “jumper” corresponds to the jumper

event if its previous word is “makes” (e.g., Kobe Bryant makes

20-foot jumper); while it will cause a false alarm if its previous

word is “misses” (e.g., Marcus Camby misses 15-foot jumper).

Without using context information, the precision of “jumper”

event detection will be reduced from 89.3% to 51.7% in our test

dataset. Therefore, we need to search both keyword and its ad-

jacent words to ensure the event detection accuracy.

The keyword is used to identify event category. For all the

events in each event category, we save the time tags of the events

from the beginning of the event sentence, then extract players

and teams’ names using a name entity recognition algorithm

[32], which can achieve 95.3% precision and 98.8% recall for

the detected events in our test dataset. The extracted semantic

information (event category, player, team, time-tag) is used to

build a data structure to annotate the video event and facilitate

the searching using metadata. The original descriptions are at-

tached to the video events as log files.

III. TEXT/VIDEO ALIGNMENT

In order to semantically annotate broadcast video using we-
bcast text, we need to synchronize the webcast text event to the
event occurred in the video, that is, we need to detect a start
boundary and an end boundary in the video that cover the event
clip corresponding to the webcast text event. From a webcast
text event, we can obtain a time tag which indicates when the
event occurs in the game. According to the time tag, we can

detect event moment in the video. Then based on the event mo-
ment, we detect event boundary using CRFM. The features used
for CRFM are related to broadcasting production rules which
are generic to different sports videos. The details of feature ex-
traction, event moment detection and event boundary detection
are described in the following subsections.

A. Feature Extraction

Broadcast sports video is a post-edited video containing video
seeds from multiple cameras and editing effects such as replays.
Hence, features related to broadcast production rules can be em-
ployed for video analysis. In our approach, we use shot class and
replay to model the event structure of the broadcast sports video
as these features are domain independent and robust to different
sports videos. Different broadcast sports videos usually exhibit
similar structure for an event due to the common production
rule in sports video broadcasting. For example, when an event
occurs, the broadcast director generates the related broadcast
video segment by smoothly concatenating the video feeds from
different cameras and inserting the replays.

1) Shot classification: Shot is a basic unit in broadcast videos
which is generated by camera changing and switching. In broad-
cast sports video, shot transition patterns may reflect the occur-
rence of events, hence understanding shot class is important for
sports video analysis. Before shot classification, we first detect
shot boundary using our previous approach [27]. Based on the
video production rules [35], the shot can be classified into three
classes: far view shot, medium view shot, and close-up shot.
These three basic shot classes relate to three different degrees
of concentration and narrow an audience’s attention from the
overall scene, through a group of people, to the single individual.
This rule also applies to broadcast sports video. In our applica-
tion, we further classified medium view/close-up shot into in
field medium view/close-up shot and out field medium view/
close-up shot. Thus we have totally five shot classes. Fig. 4 illus-
trates examples of frames in far view shot, in/out field medium
view shot and in/out field close-up shot in soccer video and bas-
ketball video respectively.

For shot classification, we first classify each frame within a
shot into the five classes defined above. We extract the court
region of each frame using color and filed lines. If the court re-
gion is lower than a threshold, the frame class is determined
by the edge pixel number. Otherwise, the frame class is deter-
mined by the proportion of the maximal foreground object re-
gion against the court field region. After frame classification, a
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simple weighted majority voting of frames within an identified
single shot boundary is conducted to perform shot classification.
More details can be referred to our previous work [36].

2) Replay detection: Replays are post-edited effects to high-
light the events in broadcast sports video, hence they indicate
the occurrences of the events in the video. Usually at the be-
ginning and end of a replay, some special digital video effects
(SDVE) are inserted, which can be used as cues to identify the
replays. To obtain robust and distinguishable representation of
the SDVE, we utilize a spatial-temporal mode seeking algorithm
[37] to describe the features of SDVEs. Then we use a sliding
window to perform similarity matching within a window over
the whole video data to detect SDVEs. Compared with the pre-
vious work [38] which also tried to detect the special shot transi-
tions and SDVEs, our replay detection approach employed the
spatial-temporal feature modes which are obtained by a mean
shift procedure and expected to capture the prominent color,
motion and texture features which achieve the invariance prop-
erties from large amounts of frames. Hence, the comparison of
two groups of frames is transformed into the distance measure
between two sets of spatial-temporal feature modes. The Earth
Mover’s Distance (EMD) is applied to measure the video clip
similarity in order to detect the SDVEs. Since our replay detec-
tion approach does not rely on any robust shot boundary detec-
tion of gradual transition, key frame extraction or complex logo
tracking, it exhibits more flexibility and generic properties.

B. Event Moment Detection

Event moment is defined as a time point when the event ex-
actly occurs. Since the text event contains the time tag (event
moment) indicating when the event occurs, the intuitive way to
detect the event moment in the video is to find the same time in
the video. However, in broadcast sports video, the game time
and video time are not synchronized due to nongame scenes
such as player introduction, half-time break before the game
starting and time-out during the game. Therefore, we need to
recognize the game time in the video to detect event moment.

In many sports games such as soccer and basketball, a video
clock is used to indicate the game lapsed time. We proposed
an approach [27] to first detect a clock overlaid on the video
and then recognize the digits from the clock to detect the game
time. This approach worked well for soccer video due to the
nonstopping clock time in soccer video. Once the game time
is recognized at certain video frame, the time corresponding to
other frames can be inferred based on recognized game time and
frame rate. However, the clock in some broadcast sports video
such as basketball video may stop or disappear at any time of
the game, which makes the game time recognition more chal-
lenging than the video with nonstopping clock time. Due to un-
predictable clock stopping, game time recognition in each frame
is necessary in the video. As the clock region in the video may
disappear during the clock stopping time, we employ a detec-
tion–verification–redetection mechanism, which is an improve-
ment to our previous approach [27], to recognize game time in
broadcast sports video.

We first segment the static overlaid region using a static re-
gion detection approach. Then the temporal neighboring pattern
similarity measure is utilized to locate the clock digit position
because the pixels of clock digit region are changing period-
ically. The technique detail of digit region location and digit
number template capturing can be referred to [27]. Once we get

the template and clock digit position, we recognize the digits of
the TEN-MINUTE, MINUTE, TEN-SECOND, and SECOND
of the clock. As the clock may disappear during the clock stop-
ping time in some sports games (e.g., basketball), we need to
verify the matching result of the SECOND digit using following
formula:

(12)

where is the image pixel value in position for the
template of digit number is the image pixel value in
position for the digit number to be recognized, is the
region of digit number, is EQV operator. is calculated in
the SECOND digit of the clock in each frame. If is smaller
than a matching threshold lasting for a certain time (2 seconds
in our work), a failure of verification will occur and lead to the
re-detection of clock digit. After the success of verification, the
game time will be recorded as a time sequence and is linked
to the frame number, which is called time-frame index. If the
verification failure occurs during the clock stopping time, the
related frames are also denoted as the label of “- - - -” in the
time-frame index.

C. Event Boundary Detection

Event moment can be detected based on the recognized game
time. However, an event should be a video segment which
exhibits the whole process of the event (e.g., how the event
is developed, players involved in the event, reaction of the
players to the event, etc.) rather than just a moment. Hence,
we have to detect the start and end boundaries of an event in
the video. Previous approaches on event detection only gave
a coarse boundary for the event, while here we aim to detect
event boundaries which can be comparable to the event man-
ually generated by professionals. In this section, we present a
novel approach to model the temporal transition patterns of a
video event clip to recognize the boundaries. Certain temporal
patterns recur during the event portion of the sports video due
to the existence of common broadcast video production rules.
By modeling the transition patterns, the duration of event can
be identified from the video.

We use a conditional random field model (CRFM) to model
the temporal event structure and detect the event boundary. We
first train the CRFM using labeled video data to obtain the pa-
rameters for CRFM. The features described in Section III-A are
used to train CRFM. After training, the CRFM can be used to
detect event boundaries.

Conditional random field (CRF) is a probabilistic framework
and is a discriminatively trained undirected graphical model of
which hidden nodes have Markov property [39] conditioned on
the observation. CRF brings together the merits of discrimina-
tive and generative models. The features are combined using ex-
ponential functions, which are trained discriminatively to max-
imize the conditional probability of the label given observa-
tion. But like generative models, the probabilities are propa-
gated through neighboring nodes to obtain globally optimal la-
beling. The primary advantage of CRF over hidden Markov
model (HMM) is its conditional nature, resulting in the relax-
ation of the independence assumptions required by HMM in
order to ensure tractable inference. Additionally, CRF avoids
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Fig. 5. CRF model for event boundary detection.

the label bias problem [39], a weakness exhibited by maximum
entropy Markov model (MEMM) and other conditional Markov
models based on directed graphical models. CRF outperforms
both HMM and MEMM on a number of real-world sequence
labeling tasks [39].

CRF model is shown in Fig. 5. In this model, the upper chain
is a label shot sequence indicating whether the shot belongs to an
event or not. We use two observation sequences. The left white
node represents the replay shot sequence indicating whether the
shot belongs to a replay or not and the right white node repre-
sents the shot view type sequence indicating the one of five shot
classes. The reason we use two observation sequences is based
on the consideration that the replay and shot class play an im-
portant role for event editing in the video broadcasting.

Based on the CRFM in Fig. 5, the conditional probability of
label sequence given observation sequences

and is defined
as

(13)

where is the set of parameters of CRFM and
is equal to the number of feature functions, is a

normalization factor which is defined as

(14)

and is the feature function which is defined as

(15)

where is the feature used in CRFM,
is the length of label and observation sequences.

Given above CRFM, we need to provide training data
to train CRFM to obtain the parameters of the model.
The training process can be formulated as follows: given
the training data set with data

,
find the best model parameters such that the log likelihood

is maximized. The partial derivative of
the log likelihood function is computed as shown in (16):

(16)
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The first term in the final result of (16) is the expected
value of under the empirical distribu-
tion , while the second item is the expec-

tation of under the model distribution

. We use L-BFGS quasi-Newton method
[40] to train CRFM because it converges much faster than
traditional iterative scaling algorithms [40].

Two sets of models are trained for soccer game and basket-
ball game respectively. Each event category is trained using a
CRFM. After the training, the CRFMs can be used for event
boundary detection by finding the best label Y such that the log
likelihood is maximized. The
marginal probabilities of CRF can be inferred using dynamic
programming in linear time.

During the detection process, the shot containing the detected
event moment is used as a reference shot to obtain a search range
for event boundary detection. The search range is empirically
set to start from the first far view shot before the reference shot
and end at the first far view shot after the reference shot. Ac-
cording to broadcast sports video production rule, the temporal
transition patterns of an event would occur in this range. We
then use the trained CRFM to calculate the probability scores
of all the shots within the search range and label the shot with
event or non-event shot based on the highest probability. The
labeled shot sequence may contain some isolated points. For
example, a given sequence is labeled
as shown at the bottom of the page, where the label de-
notes that the shot belongs to an event while for nonevent.
There are isolated points in this sequence which can be con-
sidered as noise and may affect event boundary detection. We
apply a neighboring voting scheme to sequentially correct these
points from the beginning of the sequence. Given the label se-
quence where is
the length of the label sequence. Two steps are applied to iden-
tify and correct the noise points, respectively. For each , we
first use the following criteria to identify whether it is a noise
point

(17)

where is the length of the identified interval pre-
defined on the sequence . If satisfies (17), it is identified as
the noise point. Then a window based neighboring voting (NV)
scheme is used to correct the value of the noise point . For ,
the NV value computed on the neighbors fallen in the window
centered at is defined as following:

(18)

where is the width of the neighboring voting window.
Therefore, the corrected value of is determined as

(19)

If the calculated is zero, which means the number of
event label and non-event label is equal in the neigh-
boring voting window of , to avoid the occurrence of marginal
classification the event label is assigned to . This is rea-
sonable due to the assumption that the probability of the event is
larger than the probability of non-event in the defined sequence
(search range). In the experiment, the values of and are both
set to be 5 empirically.

IV. EXPERIMENTAL RESULTS

We conducted our experiment on 20 hours of broadcast soccer
videos including five World-Cup 2002 games, five Euro-Cup
2004 games, and five World-Cup 2006 games and 13 hours
of broadcast basketball videos including five NBA 2005–2006
games and three Olympic Games 2004. We hope to use these
diverse data sets to validate the robustness of the proposed ap-
proach to different sports games. These videos are captured by
the Hauppauge WinTV-USB card. The correspondent webcast
texts can be obtained from Yahoo (freestyle) and ESPN (profes-
sional) website for soccer and ESPN website for basketball. In
our experiment, we used Yahoo webcast text for soccer event
detection and ESPN for basketball event detection.

A. Text Analysis

We conducted keyword generation and text event detection
experiment on all the soccer and basketball games. To make a
comparison, we also tested LSA for keyword generation on the
same data. For LSA, we represent the documents in reduced di-
mensional feature vectors and cluster them into different cat-
egories. Words in each category are ranked by their TF-IDF
weights. The top ranked words are selected as the keywords.
We first show the experimental results to automatically deter-
mine the number of event categories for basketball and soccer
using pLSA and LSA. For LSA, the K-means approach is used
for clustering and the optimal number of event categories is also
determined by the cost function defined in (9). For each number
of categories, we calculate a cost function value by (9). The
number which has the smallest cost function value is selected
as the optimal number of event categories. The results of the
number of event categories and their corresponding cost func-
tion value for basketball and soccer using pLSA and LSA are
plotted in Fig. 6.

From the results, for pLSA, the optimal number of event cat-
egories for basketball is 9 and 8 for soccer; for LSA, the optimal
number of event categories for basketball is 9 and 10 for soccer.
The optimal number of event categories will be used for the fol-
lowing experiments. The experimental results of keywords gen-
eration for basketball games using pLSA and LSA are listed in
Tables I and II respectively, where the last column is the ground
truth of event categories. If the number of events for one event
type in the category is dominant (in our case, over 80% of all
the events clustered in the category), this event type will be set
as ground truth for the category.

From the results, we can see that there is no difference be-
tween pLSA and LSA if we select top ranked word in each
event category from both tables as the keyword for the related
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Fig. 6. Cost function of different number of event categories.

TABLE I
KEYWORDS GENERATED FROM BASKETBALL WEB-CAST TEXT BY PLSA

TABLE II
KEYWORDS GENERATED FROM BASKETBALL WEB-CAST TEXT BY LSA

event. Since the webcast texts of basketball are collected from
ESPN, which present a well-defined syntax structure. Therefore,
we can conclude that both pLSA and LSA can work well for
well-structured texts. Then we extended our test on freestyle we-
bcast texts, which lack of decent structure for event description
and exhibit dynamic structure and diverse presentation style. We
choose the soccer webcast texts from Yahoo MatchCast Central
which is freestyle texts as test texts. The results using pLSA and
LSA are listed in Tables III and IV.

For freestyle webcast text, we can clearly see from Table IV
that LSA failed to generate the event categories of “shot” and
“card,” generated the incorrect keywords for the event categories

TABLE III
KEYWORDS GENERATED FROM SOCCER WEB-CAST TEXT BY PLSA

TABLE IV
KEYWORDS GENERATED FROM SOCCER WEB-CAST TEXT BY LSA

of “corner,” “free kick,” and “goal,” and generated two cate-
gories for the same event “foul.” In Table IV, “- -” in the last
column indicates that there is more than one event types mixed
in the generated event category and none of them is dominant,
thus we cannot obtain the ground truth for that category. By
analyzing the results, we found that LSA cannot well address
the polysemy problem. For example, in Category 9 of Table IV,
many descriptions of “goal kick” are misclassified into “goal”
category because they also contain the word “goal.” Goal kick
is a type of restart of the game in which the ball is kicked
from the goal area. Hence, the word “goal” has different mean-
ings in “goal” and “goal kick.” The same situation also occurs
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TABLE V
TEXT EVENT DETECTION IN BASKETBALL

TABLE VI
TEXT EVENT DETECTION IN SOCCER

in the sentences “Second half begins, Ascoli 1, Roma 0.” and
“Francesco Totti (Roma) wins a free kick in his own half.” Here
the word “half” is also the polysemy. LSA cannot avoid overes-
timating the true similarity between these sentences by counting
common words that are used in different meanings. In contrast,
we can see that pLSA is still able to achieve good performance
on keyword generation for all the event categories in Table III,
which validates that pLSA outperforms significantly than LSA
for freestyle webcast text.

After keywords are generated, they can be used for events
detection in the webcast text. The results of event detection in
basketball and soccer are listed in Tables V and VI respectively.

From text event detection results, we can see that most of
event categories can be correctly detected while some events
have relatively lower precision or recall. For example, in
Table V, “shot” and “jumper” events have relatively low preci-
sion. This is because some “block” events whose descriptions
also have the term “shot” and “jumper” are misclassified into
these two events. In Table VI, the card event has low recall
because the word “yellow” is selected as the keyword which
leads to missed detection of red card events. The errors in
text event detection will propagate to text/video alignment for
event boundary detection, which may lead to either missing the
relevant event or detecting the irrelevant event with different
category.

B. Text/Video Alignment

We conducted experiment for text/video alignment to detect
event boundary in broadcast basketball and soccer videos. For
basketball videos, two NBA games and one Olympic Game are
used for training and the rest for testing. For soccer videos, three
Euro-Cup 2004 and two World Cup 2002 games are used for
training and the rest for testing.

To obtain the ground truth of shot classes and replays is a
time-consuming task which has to be manually labeled in the

TABLE VII
VISUAL FEATURE EXTRACTION RESULT FOR BASKETBALL

videos. Since our purpose is to detect event boundary using shot
classes and replays as visual features and the sports videos in
our test set have similar quality in the same domain, we only la-
beled one NBA basketball game to demonstrate the performance
of our shot classification and replay detection approaches. The
shot classification task is generally more difficult in basketball
video than in soccer video because the basketball playground is
usually patterned and the camera converge is smaller, while the
soccer pitch is normally dominated by green color. In addition,
the basketball video is full of gray color (e.g., the audience, the
roof), which might lead to incorrect dominant color detection.
Therefore, the result of shot classification and replay detection
obtained from a basketball video can provide a benchmark for
the overall performance of our approaches.

The result of shot classification and replay detection for bas-
ketball video is listed in Table VII. For shot classification, the
errors mainly come from the game noise such as unbalanced lu-
minance, shadow, caption, etc. For replay detection, since all the
replays contain SDEVs, our replay detection achieves very high
accuracy.

We use boundary detection accuracy (BDA) to evaluate the
detected event boundaries in the testing video set, which is de-
fined as

(20)

where and are automatically detected start and end event
boundaries respectively, and are manually labeled start
and end event boundaries respectively, is a weight and set to
0.5 in our experiment.

Tables VIII and IX list the event boundary detection results
using CRF and HMM for soccer and basketball videos, respec-
tively. For CRF, we used FlexCRF [41] for the training and in-
ference. For HMM, we first train the HMMs for different event
categories in soccer and basketball games using labeled video
data to obtain the parameters for each HMM. The features used
to train HMMs are same as those used in CRFM. During the de-
tection process, we use same defined search range as CRFM for
event boundary detection. We then use the trained HMM to cal-
culate the probability scores of all possible partitions (aligned
with the shot boundary) within the search range. The partition
which generates the highest probability score is selected as the
detected event candidate and the event boundaries can be ob-
tained from the boundaries of the first and last shot in this event.

From the test results, we can see that CRFM outperformed
HMM for the event boundary detection for both soccer and bas-
ketball videos. This validates the advantages of CRFM over
HMM. However, we found that BDA for some events is rela-
tively low such as free kick and substitution in soccer and foul
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TABLE VIII
SOCCER GAME EVENT BOUNDARY DETECTION

TABLE IX
BASKETBALL EVENT BOUNDARY DETECTION

and substitution in basketball. Based on our observation and val-
idation, this can be explained as follows. 1) Such events do not
have distinguishable temporal patterns for event boundary mod-
eling. For example, in soccer video, the shot transition during a
free kick event is very frequent and fast. In basketball, the foul
event is always very short and quickly followed by free throw
or throw in. The substitution event in both soccer and basket-
ball video has loose structure and various temporal transition
patterns. 2) The errors from shot classification, replay detection
and inaccurate time tag of webcast text may lead to low detec-
tion result. 3) The event boundaries manually labeled are subjec-
tive. For some events such as “goal,” the boundaries are labeled
following the event temporal transition patterns. But for some
events such as “foul,” the labeled boundaries only cover the ref-
erence shot even there is a temporal transition pattern for such
events. In our approach, we strictly follow the event temporal
transition pattern to detect boundaries of all the events which
may create bias as compared with the manually labeled bound-
aries for some events. However, we found that all detected event
boundaries covered the correspondent event boundaries manu-
ally labeled though the length of some events detected using our
approach is longer than the length of those generated manually.

V. CONCLUSION

Automatic sports video semantic event detection is a chal-
lenge task and is crucial for sports video semantic analysis such
as summarization and personalized retrieval. We have presented
a novel approach for semantic event detection in sports video
by combining the analysis and alignment of webcast text and
broadcast video. The experimental results for various soccer and
basketball games are promising and validate the proposed ap-
proach.

The contributions of our approach include 1) We propose an
unsupervised approach based on pLSA to automatically cluster
text event and extract event keywords from webcast text in both
professional and free styles; and 2) We propose a statistic ap-
proach based on CRFM to semantically synchronize the web-
cast text and broadcast sports video to detect the exact event
boundary in the video.

The incorporation of webcast text into sports video analysis,
which integrates the complementary strength of low-level fea-
tures and high-level semantics, is believed to be able to open up

a new possibility for sports video semantic analysis and create
a promising business model for professional and consumer ser-
vices.

Our future work will focus on extending the proposed ap-
proach for other sports domains, further improving text analysis
and text/video semantic alignment approaches, and developing
emerging applications (e.g., personalized sports video search
engine) for the proposed approach.
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