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#### Abstract

In this paper we propose an approach for multi-camera multi-person seamless tracking that allows camera assignment and hand-off based on a set of user-supplied criteria. The approach is based on the application of game theory to camera assignment problem. Bargaining mechanisms are considered for collaborations as well as for resolving conflicts among the available cameras. Camera utilities and person utilities are computed based on a set of criteria. They are used in the process of developing the bargaining mechanisms. Experiments for multi-camera multi-person tracking are provided. Several different criteria and their combination of them are carried out and compared with each other to corroborate the proposed approach.
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## 1. INTRODUCTION

Due to the broad coverage of an environment and the possibility of coordination among different cameras, video sensor networks have attracted much interest in recent years. Although the field-of-view (FOV) of a single camera is limited and cameras may have overlapping or non-overlapping FOVs, seamless tracking of moving objects can be achieved by exploiting the hand-off capability of multiple cameras. This will provide a better situation assessment of the environment under surveillance. It is clear that the manual camera hand-off will become unmanageable when the number of camera is large. Therefore, we need to develop surveillance systems that can automatically carry out the camera assignment and hand-off task.

In this paper, we provide a new perspective to the camera hand-off problem that is based on game theory. The merit of our approach is that it is independent of the topology of how the cameras are placed. When multiple cameras are used for tracking and where multiple cameras can "see" the same object, the algorithm can automatically provide an optimal as well as stable solution of the camera assignment quickly. Since game theoretic approach allows
dealing with multiple criteria optimization, we are able to choose the "best" camera based on multiple criteria that are selected a priori. The detailed camera calibration or 3D scene understanding is not needed in our approach.

The following sections are devoted to describing the proposed game-theory-based method. Section 2 describes the related work and contributions of this work. Section 3 formulates the camera assignment and hand-off problem and then constructs the utilities and bargaining steps. Section 4 discusses the implementation of this approach and shows the experimental results. The final conclusions are given in Section 5.

## 2. RELATED WORK AND OUR CONTRIBUTIONS

There have been many papers discussing approaches for camera assignments in a video network. Javed et al. [1] focus on finding out the limits of overlapping FOVs of multiple cameras. Park et al. [2] create distributed look-up tables according to how well the cameras can image a specific location. Jo and Han [3] construct a hand-off function by computing the ratio of co-occurrence to occurrence for all pairs of points in two successive views. This kind of approach relies on obtaining the spatial topology of the camera network and calculating the geometrical relationships among cameras, which tends to be quite complicated when the topology becomes complex and it is difficult to learn it based on the random traffic patterns. Statistics-based methods [4, 5, 6, 7, 8] provide an optimal solution with respect to object trajectories, while other factors, such as orientation, shape, face and etc., which are also very import for tracking, are not considered. Also, many researches have used calibrated cameras, and an example is [9].

Our approach differs from the above traditional approaches. We propose a game theoretic approach for camera assignment and hand-off using the vehicle-target model [10]. We model camera assignment and hand-off as a multi-player game and allow for both coordination and conflicts among these players. Multiple criteria, which are used to evaluate the tracking performance, are used in the utility functions for the objects being tracked. The


Figure 1: Game theoretic framework for camera assignment and hand-off.
equilibrium of the game provides the solution of the camera assignment.

## 3. TECHNICAL APPROACH

### 3.1. Motivation and Problem Formulation

Game theory can be used for analyzing the interactions as well as conflicts among multiple agents. Analogously, in a video sensor network, communications as well as competitions among cameras exist simultaneously. This enlightens us to view the camera assignment problem in a game theoretic manner. The interactive process is called a game, while all the participants of the game are called players, who strive to maximize their utilities. In our problem, for each person to be tracked, there exists a multi-player game, with the available cameras being the players. If there are multiple persons in the system, this becomes a multiple of multi-player game being played simultaneously.

Vehicle-target assignment [10] is a multi-player game that aims to allocate a set of vehicles to a group of targets and achieve an optimal assignment. Viewing the persons being tracked as "vehicles" while the cameras as "targets", we can adopt the vehicle-target assignment model to choose the "best" camera for each person. In the following, we propose a game theory based approach that is well suited to the task at hand.

### 3.2. Game Theoretic Framework

Game theory involves utility, which refers to the amount of 'welfare' an agent derives in a game [11]. We are concerned with three different utilities: global utility, the overall degree of satisfaction for tracking performance, camera utility, how well a camera is tracking the persons assigned to it based on
the user supplied criteria, and person utility, how well the person is satisfied while being tracked by some camera.

Our objective is to maximize the global utility as well as to make sure that each person is tracked by the "best" camera. During the course of competition among available cameras, they bargain with each other, and finally a decision is made for the best camera assignment based on a set of probabilities.

An overview of the approach is illustrated in Figure 1. Moving objects are detected in multiple video streams. Their properties, such as the size of the minimum bounding rectangle and other region properties (color, shape, view, etc.) are computed. Various utilities (camera utility, person utility and global utility) are computed based on the user-supplied criteria and bargaining process among available cameras are executed based on the prediction of person utilities in each step. The results obtained from the strategy execution are in turn used for updating the camera utilities and the person utilities until the strategies converge. Finally those cameras with the highest converged probabilities will be used for tracking and this assignment of persons to the "best" cameras leads to the solution of the hand-off problem in multiple video streams.

A set of symbols are used in the discussion for our approach and their descriptions are given in Table 1.

### 3.2.1. Computation of utilities

We first define the following properties of our system:

1. A person $P_{i}$ can be in the FOV of more than one camera. The available cameras for $P_{i}$ belong to the set $A_{i} . C_{0}$ is assumed as a virtual (null) camera.
2. A person can only be assigned to one camera. The assigned camera for $P_{i}$ is named as $a_{i}$.
3. Each camera can be used for tracking multiple persons.

Table 1: Notations of symbols used in the paper.

| SYMBOLS | NOTATIONS |
| :---: | :---: |
| $P_{i}$ | Person i |
| $C_{j}$ | Camera j |
| $N_{p}$ | Total number of persons in the entire network at a given time |
| $N_{c}$ | Total number of cameras in the entire network at a given time |
| $A_{i}$ | The set of cameras that can see person i, $A_{i}=\left\{a_{1}, a_{2}, \ldots, a_{n_{C}}\right\}$ |
| $n_{C}$ | Number of cameras that can see object i, number of elements in $A_{i}$ |
| $n_{P}$ | Number of persons currently assigned to camera $C_{j}$ |
| $a_{i}$ | The assigned "best" camera for person i |
| $a_{-i}$ | The assignment of cameras for the persons excluding person i |
| $a$ | Assignment of cameras for all persons, $a=\left(a_{i,} a_{-i}\right)$ |
| $U_{\text {cj }}(a)$ | Camera utility for camera j |
| $U_{P_{i}}(a)$ | Person utility for person i |
| $U_{g}(a)$ | Global utility |
| $\bar{U}_{P_{i}}(k)$ | Predicted person utility for person i at step k, $\bar{U}_{P_{i}}(k)=\left[\bar{U}_{P_{i}}^{1}(k), \ldots, \bar{U}_{P_{i}}^{l}, \ldots, \bar{U}_{P_{i}}^{n_{c}}(k)\right]^{T} \quad$, where $\bar{U}_{P_{i}}^{l}$ is the predicted person utility for $P_{i}$ if camera $a_{l}$ is used |
| $p_{i}(k)$ | Probability of person i's assignment at step k , $p_{i}(k)=\left[p_{i}^{1}(k), \ldots, p_{i}^{l}(k), \ldots, p_{i}^{n_{c}}(k)\right] \quad$, where $p_{i}^{l}(k)$ is the probability for camera $a_{l}$ to track person $P_{i}$ |

For some person $P_{i}$, when we change its camera assignment from $a_{i}^{\prime}$ to $a_{i}^{\prime \prime}$ while assignments for other persons remain the same, if

$$
\begin{equation*}
U_{P_{i}}\left(a_{i}^{\prime}, a_{-i}\right)<U_{P_{i}}\left(a_{i}^{\prime \prime}, a_{-i}\right) \Leftrightarrow U_{g}\left(a_{i}^{\prime}, a_{-i}\right)<U_{g}\left(a_{i}^{\prime \prime}, a_{-i}\right) \tag{1}
\end{equation*}
$$

the person utility $U_{P_{i}}$ is said to be aligned with the global utility $U_{g}$, where $a_{-i}$ stands for the assignments for persons other than $P_{i}$, i.e., $a_{-i}=\left(a_{1}, \ldots, a_{i-1}, a_{i+1}, \ldots, a_{N_{P}}\right)$. We define the global utility as

$$
\begin{equation*}
U_{g}(a)=\sum_{C_{j} \in C} U_{C_{j}}(a) \tag{2}
\end{equation*}
$$

where $U_{C_{j}}(a)$ is the camera utility and defined to be the utility generated by all the engagements of persons with a particular camera $C_{j}$. Now, we define the person utility as:

$$
\begin{align*}
U_{P_{i}}(a) & =U_{g}\left(a_{i}, a_{-i}\right)-U_{g}\left(C_{0}, a_{-i}\right) \\
& =U_{C_{j}}\left(a_{i}, a_{-i}\right)-U_{C_{j}}\left(C_{0}, a_{-i}\right) \tag{3}
\end{align*}
$$

The person utility $U_{p_{i}}(a)$ can be viewed as a marginal contribution of $P_{i}$ to the global utility. To calculate (3), we have to construct a scheme to calculate the camera utility $U_{c_{j}}(a)$. We assume that there are $N_{C r t}$ criteria to evaluate the quality of a camera used for tracking an object. Thus, the camera utility can be built as

$$
\begin{equation*}
U_{C_{j}}\left(a_{i}, a_{-i}\right)=\sum_{s=1}^{n_{P}} \sum_{l=1}^{N_{C H}} C r t_{s l} \tag{4}
\end{equation*}
$$

where $n_{P}$ is the number of persons that are currently assigned to camera $C_{j}$ for tracking. Plugging (4) into (3) we can obtain

$$
\begin{equation*}
U_{P_{i}}(a)=\sum_{s=1}^{n_{P}} \sum_{l=1}^{N_{C H}} C r t_{s l}-\sum_{\substack{s=1 \\ s \neq P_{i}}}^{n_{p}} \sum_{l=1}^{N_{C H}} C r t_{s l} \tag{5}
\end{equation*}
$$

where $s \neq P_{i}$ means that we exclude person $P_{i}$ from the those who are being tracked by camera $C_{j}$. One thing to be noticed here is that when designing the criteria, we have to normalize them.

### 3.2.2. Bargaining among Cameras

As stated previously, our goal is to optimize each person utility as well as the global utility. Competition among cameras finally leads to the Nash equilibrium. Unfortunately, this Nash equilibrium may not be unique. Some of them are not stable solutions, which are not desired. To solve this problem, a bargaining mechanism among cameras is introduced, to make them finally come to a compromise and generate a stable solution.
When bargaining, the assignment in the $k^{\text {th }}$ step is made according to a set of probabilities

$$
p_{i}(k)=\left[p_{i}^{1}(k), \ldots, p_{i}^{l}(k), \ldots, p_{i}^{n_{C}}(k)\right]
$$

where $n_{C}$ is the number of cameras that can "see" the person $P_{i}$. At each bargaining step, we will assign a person to the camera which has the highest probability. Since in most cases a person has no information of the assignment before it is made, we introduce the concept of predicted person utility $\bar{U}_{P_{i}}(k)$ : Before we decide the final assignment profile, we predict the person utility using the previous person's utility information in the bargaining steps. As shown in (5), person utility depends on the camera utility, so, we predict the person utility for every possible camera that may be assigned to track it. Each element in $\bar{U}_{P_{i}}(k)$ is calculated by (6):

$$
\begin{align*}
& \bar{U}_{P_{i}}^{l}(k+1) \\
&= \begin{cases}\bar{U}_{P_{i}}^{l}(k)+\frac{1}{P_{i}^{l}(k)}\left(U_{P_{i}}(a(k))-\bar{U}_{P_{i}}^{l}(k)\right), & a_{i}(k)=A_{i}^{l} \\
\bar{U}_{P_{i}}^{l}(k) r & \text { otherwise }\end{cases} \tag{6}
\end{align*}
$$

with the initial state $\bar{U}_{P_{i}}^{l}(1)$ to be assigned arbitrarily as
long as it is within the reasonable range for $\bar{U}_{P_{i}}(k)$, for $l=1, . ., n_{c}$. Once these predicted person utilities are calculated, it can be proved that the equilibrium for the strategies lies in the probability distribution [10],

$$
\begin{equation*}
p_{i}^{l}(k)=\frac{e^{\frac{1}{\tau} \bar{U}_{P_{i}}^{l}(k)}}{e^{\frac{1}{\tau} \bar{U}_{P_{i}}^{1}(k)}+\ldots+e^{\frac{1}{\tau} \bar{U}_{P_{i}}^{n}(k)}} \tag{7}
\end{equation*}
$$

where $\tau$ is a small number between 0 and 1 . After several steps of calculation, the result of $p_{i}(k)$ tends to converges. Thus, we finally get the stable solution, which is proved to be at least suboptimal.

## 4. EXPERIMENTAL RESULTS

In this section, we describe experiments to evaluate the performance to corroborate the proposed approach.

### 4.1. Data

In our experiments, we test the proposed approach for both a single person and two persons who are walking through three Axis 215 PTZ cameras. The cameras are placed arbitrarily. To fully test whether the proposed approach can help to select the "best" camera based on the user supplied criteria, some of the FOVs of these cameras are allowed to intersect intentionally while some of them are non-overlapping. This is important for tracking various people in a camera network.

The video is 20 seconds long for tracking a single person. For two persons tracking the video is 15 seconds long and the frame rate is $30 \mathrm{f} / \mathrm{s}$, so we have 450 frames for every camera. To speed up the processing, we apply the bargaining mechanism every 5 frames, i.e. 6 frames are processed per second.

### 4.2. Criteria for Camera Assignment and Hand-off

A number of criteria, including human biometrics, can be used for camera assignment and hand-off. For easier comparison between the computed results and the intuitive judgment, four criteria are used for a camera selection:
(1) The size of the tracked person, as measured by the number of pixels on the person.
(2) The position of the person in the FOV of a camera. It is measured by the Euclidean distance that a person is away from the center of a video frame.
(3) The view of the person, as measured by the ratio of the number of pixels on the detected face to that of the maximum bounding box.
(4) Combination of criterion (1), (2) and (3), which is called the combined criterion.
All these criteria are normalized for calculating the corresponding camera utilities.

### 4.3. Evaluation Measurements

In our experiments, the bottom line is to track the walking persons seamlessly whenever they appear in the FOV of any of the cameras. In the case where more than one camera can "see" the objects, the one that can "see" the person's face is always the most preferable. Given that the tracking is ideal, when single criterion is used, the average error rates for using criterion 1 (number of pixels on the person), criterion 2 (the relative position of the objects in the FOVs of the cameras) and criterion 3 (the view of the person) are $2.22 \%$, $1.11 \%$ and $2.22 \%$ respectively. However, based on our goal to do the camera assignments as discussed previously in this subsection, we can re-define the error in our experiments as either failing to track a person or failing to get the frontal-view person whenever it is available. The performance for all these cases in a two-person experiment is given in Table 2.

Table 2: Performance for using different criteria

| CRITERION USED | ERROR RATE |
| :---: | :---: |
| Criterion 1 | $25.56 \%$ |
| Criterion 2 | $10.00 \%$ |
| Criterion 3 | $30.00 \%$ |
| Combined criterion | $5.56 \%$ |

### 4.4. Analysis of Experiments with Different Criteria

### 4.4.1. A Single-Person Case

Figure 2 shows some typical camera hand-offs based on the combined criterion in a single-person experiment. The camera with a yellow bounding box is the one to be chosen. As shown in the figure, a frontal-view person (whenever it is available) is selected for most of the frames. All the hand-offs are listed in Table 3, where we use $\mathbf{E}$ to denote that the person is entering the FOV of a camera, while $\mathbf{L}$ denotes that the person is leaving the FOV of a camera. A means that the camera can see the object and, thus, it is available for tracking, while $\mathbf{N}$ stands for that there is no object in the FOV of a camera.

The video starts at 07:00:24.42 and ends at 07:00:44:42. We record all the interesting events in Table 3. It shows that camera hand-off is carried out correctly even when the person is entering or leaving the FOV of some cameras.

A more detailed discussion for choosing different criteria is analyzed in the two person case discussed below.

### 4.4.2. A Two-person Case

Table 4 gives a general description of the videos in each of the three cameras and the number of hand-offs based on the combined criterion.

Table 3: Hand-offs among 3 cameras during 20 seconds (A: available; E: entering; L: leaving; $N$ : not available)

| Time | Camera0 | Camera1 | Camera2 | Used |
| :---: | :---: | :---: | :---: | :---: |
| $07: 00: 24.42$ | A | A | N | 0 |
| $07: 00: 24.81$ | A | A | N | 1 |
| $07: 00: 26.47$ | A | A | E | 1 |
| $07: 00: 29: 00$ | A | A | A | 0 |
| $07: 00: 31.39$ | A | L | A | 0 |
| $07: 00: 32.97$ | A | N | L | 0 |
| $07: 00: 35.00$ | A | N | E | 0 |
| $07: 00: 35.38$ | A | N | A | 2 |
| $07: 00: 37.33$ | A | E | A | 2 |
| $07: 00: 37.43$ | A | A | A | 0 |
| $07: 00: 40.43$ | A | A | A | 1 |
| $07: 00: 40.67$ | L | A | A | 1 |
| $07: 00: 43.11$ | E | A | A | 1 |
| $07: 00: 44.20$ | A | A | L | 1 |
| $07: 00: 44.42$ | N | N | N | END |

Different experiments are carried out for using the three different single criterion mentioned previously and a combined criterion. The weights we use to combine the three criteria in our experiments are $0.2,0.1$ and 0.7 respectively, since we are always expecting to see a person's face whenever it is possible. To make it convenient for a comparison, we show the tracking results of other cameras as well, no mater whether they are selected for tracking or not. The camera for which the bounding box(es) is (are) drawn in blue is (are) selected to be used for tracking while the ones with red or green bounding boxes are decided to be not as good as the blue one.

A comparison for using criterion 1, criterion 2 and criterion 3 respectively at two time instants is shown in Figure 3. Figure 3(a) to 3(c) are using criterion 1 to 3 at time instant 1 while (d) to (f) are using criterion 1 to 3 at time instant 2. It can be noticed from Figure 3(d) that the problem for using criterion 1 only is that when the objects are getting close to the cameras, the size of the bounding box
will increase, while the resolution is not that high, making the objects not clear enough for recognition. Meanwhile, there are often some cases when a person is entering the scene, its size is not small but only part of the body is shown, which should not be preferred if some other cameras can give a full view of the body. Thus, we introduced criterion 2, considering the relative position of the objects in the FOVs of the cameras.

The closer the centroid of the person is to the center of the FOV, the higher the camera utility is generated. We can observe this when applying criterion 2 in Figure 3(e), the camera with the object near to the center is chosen and we can, thus, obtain a higher resolution on the person compared with the results obtained from using the criterion 1 in 3(d). However, the problem with using criterion 1 or criterion 2 only, is that in many frames, we reject the camera(s) which can see a person's face, which is of general interest. This case is shown in Figure 3(a) (b) and (d) To solve this problem, we come up with criterion 3 (the view of the person). So, when applying criterion 3 , we obtain a more desirable camera with a frontal view of the person in Figure 3(c) and (f). Whereas criterion 3 can successfully select a camera with a frontal-view person, it may fail to track a person when no face can be detected. As shown in Figure 3(f), although the person is in the FOV of some camera, it is lost based on criterion 3. So, finally, we come up with a weighted combination of these three criteria and the system will choose the camera which can "see" a person's face. For those frames where there is person without a detected face, the combination criterion can also provide a "best" camera based on criteria 1 and 2 and thus achieving continuous tracks. All the camera hand-offs when applying the combined criterion are shown in Figure 4(a) to (i). The error rate (as defined in section 4.3) in this case is $5.56 \%$. As shown in Table 2 previously, this combined criterion provides camera assignments and hand-offs with a minimum error rate among the four criterion defined in section 4.2. Camera utilities, person utilities and the corresponding assignment probabilities for the using the combined criterion are shown in Figure 5.

Table 4: overview of videos in each camera and hand-offs taken place.

|  | No. of frames <br> with 0 person | No. of frames <br> with 1 person | No. of frames <br> with 2 person | No. of frames <br> with occlusion | No. of hand-offs based on <br> the combined criterion |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Cam0 | 56 | 22 | 12 | 0 | 2 |
| Cam1 | 14 | 46 | 18 | 11 | 9 |
| Cam2 | 44 | 23 | 17 | 6 | 6 |



Figure 2: Three typical camera assignments and hand-offs in a single-person case.


Figure 3: A comparison for using different criteria. The left column and the right column are for two time instants respectively. The first row through the third row are using criterion 1 to criterion 3 respectively.


Figure 4: All camera hand-offs when applying the combined criterion.

### 4.5. Convergence of Results for Bargaining

In our experiments, the probabilities for making the assignment profile will converge (with $\varepsilon<0.05$, where $\varepsilon$ is the difference between the two successive results) within 5 iterations in most cases. So we use 5 as the iteration threshold when bargaining. In Figure 6 we plot
the number of iteration with respect to every processed frame. It turns out that the average iteration number is 1.37. As the numbers of persons and cameras increase, this bargaining system will save a lot of computational cost to get the optimal camera assignments. A typical convergence for one of the assignment probabilities in the process of bargaining among cameras is given in Figure 7.


Figure 5: Utilities and assignment probabilities for each processed frame when using the combined criterion.


Figure 6: Number of iteration for the bargaining mechanism in each frame.


Figure 7: A Typical convergence plot obtained during the bargaining mechanism.

## 5. CONCLUSIONS

In this paper, we proposed a new principled approach based on game theory for camera assignment and hand-off problem. The approach is independent of the spatial and geometrical relationships among the cameras. It is robust with respect to multiple criteria for tracking that can be considered. Experiments have been carried out to test the proposed approach. Future work will extend the experiments to multi-person tracking in an environment of a large number of cameras.
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