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#### Abstract

The ability of the generalized extreme value (GEV) and generalized logistic (GL) distributions to fit extreme financial returns in the stock, commodities and bond markets is assessed. The empirical results indicate that the too much celebrated GEV is not the most appropriate model for the data since the fatter tailed GL is found to provide better descriptions of the extreme returns. Extreme value theory (EVT) based value-at-risk (VaR) estimates are then derived and compared with those generated by traditional methods. The results show that when the focus is on the really ruinous events, which are located deep into the tails of the returns distribution, the EVT methods used in this study can be particularly useful since they produce VaR estimates that outperform those derived by the traditional methods at high confidence levels. However, these estimates were found to be considerably higher than those derived by traditional VaR models, consequently leading to higher capital reserves for financial institutions.


## 1 INTRODUCTION

Value-at-risk (VaR) is the maximum potential loss of a portfolio over a particular time horizon at a certain confidence level. During the last decade it has become an industry standard and it is now routinely used by financial firms when estimating a capital cushion against potential financial catastrophes; indeed, it is known as the minimum capital requirement (MCR). Statistically, VaR is defined as one of the lower quantiles of the distribution of returns that is only exceeded by a certain probability (eg, $5 \%$ or $1 \%$ ). Therefore, it is argued that accurate VaR estimates imply accurate descriptions of the tails of the distribution of financial returns. A convenient assumption usually made is that returns follow a normal distribution. However, a large amount of empirical research suggests that the actual distribution of returns has a fatter lower tail than that suggested by the normal. ${ }^{1}$ One implication of this feature is that the probability of large losses is much greater than implied by the normal distribution. In such a case, VaR models

[^0]are prone to fail when they are needed most, ie, where a financial institution may suffer enormous losses because of an extreme fall in share prices.

A branch of statistics, named extreme value theory (EVT), focuses exclusively on these extremes and their associated probabilities by directly studying the tails of probability distributions. Applications in finance include, among others, Longin (1996) who investigated the limiting distribution of extremes in the US stock market, Lux (2001) who applied EVT to German data, Jondeau and Rockinger (2003) who analyzed the daily extreme returns of 27 stock markets and Gençay and Selçuk (2004) who applied EVT to emerging markets. They all found that extremes of financial returns could be adequately characterized by the Fréchet distribution (a member of the generalized extreme value (GEV) family). The role of EVT as an input in VaR estimation has been examined by Danielson (2002) who used US data to compare daily VaR estimates at the $99 \%$ confidence level derived from the variance-covariance (VC), historical simulation (HS), generalized autoregressive conditional heteroskedasticity (GARCH), exponential weighted moving average (EWMA) and EVT methods. He found that the EVTbased VaR provides more accurate estimates than all the other models. Pownall and Koedijk (1999) used data from Asian stock markets to compared VaR estimates generated by the normal distribution and the RiskMetrics model of JP Morgan with estimates generated using EVT. They found that the EVT-based VaR significantly outperformed the other two models and attributed this to the ability of EVT to fit fat-tailed time series. Similar results were obtained by Neftci (2000) for the case of eight major exchange and interest rates. He also found that EVT-based VaR estimates were $20 \%$ to $30 \%$ larger than those generated by the normal distribution. Bali (2003) used daily observations of the annualized yield of the three-month, six-month, one-year and 10-year US treasury securities from 1954 to 1998 . He rejected the normality hypothesis and found that the GEV and generalized Pareto (GP) distributions could lead to very precise VaR results. He also found that EVT-based VaR estimates were on average $24 \%$ to $38 \%$ larger than those generated by the normal distribution. Based on this finding, he argued that the multiplication factor that the Bank for International Settlements (Basel Committee on Banking Supervision (1996)) uses to adjust the VaR estimates of banks, which employ their own internal models, is rather too high and should be reduced.

The literature that explores EVT applications in finance has a number of similarities. Firstly, in most studies the GEV and GP are the only distributions used to fit the extremes. Secondly, the maximum likelihood parameter estimation method is mainly used. A notable exception is Gettinby et al (2004) who investigated the distribution of extreme share returns in the UK from 1975 to 2000 and found that the generalized logistic (GL) distribution describes both the minima and maxima data better than the GEV. Another exception is Da Silva and Mendes (2003) who used probability weighted moments (PWM) to estimate the parameters of the limiting distribution of extremes in 10 Asian stock markets. However, they focused solely on the GEV distribution that was found to provide an adequate fit to the data. Recently, Tolikas and Brown (2006) considered the

GL, GEV and GP distributions and investigated the distribution of the extreme daily share returns in the Greek stock market. Their results added further support to the ability of the GL to fit extreme data and illustrated that the GL provides more accurate VaR estimates compared to the GEV and the normal distribution. Therefore, there are reasons to believe that there is scope for improvement and this is what this paper attempts to do by employing EVT methods whose use in finance has not yet been fully investigated.

The first aim of this paper is to describe the distribution of the extreme minima for daily returns of a wide set of markets and instruments; this set includes the French stock market, the US commodities market and the German bond market. ${ }^{2}$ The second aim of this paper is to assess whether this EVT approach can be useful for risk measurement purposes by deriving VaR estimates and comparing to those generated by traditional approaches. The remainder of the paper is set out as follows. Section 2 introduces the EVT methodology adopted in this paper; Section 3 describes the data and Section 4 contains the results of the analysis of the extremes; in Section 5, VaR estimates generated by the EVT and traditional approaches are presented and compared; Section 6 discuses the implications of the results for both regulators and financial institutions and Section 7 concludes the paper.

## 2 APPLYING EXTREME VALUE THEORY TO ESTIMATE VALUE-AT-RISK

EVT is the statistical study of the extremal behavior of random variables and its role is to develop procedures which are scientifically appropriate for describing and estimating their behavior. ${ }^{3}$ Extremes of financial returns are defined as the minimum of the daily (or weekly, monthly or larger time periods) logarithmic returns over a given period (known as the selection interval). To illustrate this point, let us denote the time series of an index daily log-returns with the variable $Y_{1}, Y_{2}, \ldots, Y_{n}$. If the length of the selection interval is $m$, we divide the series into non-overlapping time intervals of length $m$. The time series of the extreme minima will be $X_{1}=\min \left(Y_{1}, \ldots, Y_{m}\right), X_{2}=\min \left(Y_{m+1}, \ldots, Y_{2 m}\right), \ldots, X_{n / m}=$ $\min \left(Y_{n-m}, \ldots, Y_{n}\right)$. The problem is then to find a probability distribution that adequately describes their behavior. VaR estimates can then be calculated as certain lower quantiles of this distribution. Applying EVT to financial data involves a number of steps. Firstly, the length of the minima selection period must be chosen. Secondly, distributions that are likely to model adequately the empirical extreme minima returns should be identified. Thirdly, the parameters of these distributions should be estimated and the goodness-of-fit of these distributions to the data

[^1]should be tested to choose the one that best fits the empirical data. In the following paragraphs these steps are analytically presented.

The number of extremes available for analysis depends on the length of the extremes selection interval. A longer interval will result in fewer extremes and thus, a lower level of efficiency when estimating a distribution's parameters. To some extent this is an arbitrary decision and in this paper it was decided to use extremes defined over weekly time spans (five trading days). ${ }^{4}$ The behavior of the extremes distribution over time aggregation is also studied by dividing the series of weekly extremes into 10 and 30 subperiods.

Under the assumption that returns are independent and identically distributed (iid), first Fisher and Tippet (1928) and later Gnedenko (1943) showed that the limiting distribution of the extremes ought to be the GEV. In particular, the EVT indicates that the limiting distribution of the maxima (and minima) collected over non-overlapping time periods of equal length ought to be, after being normalized and centered, one of the three distributions that make up the GEV family: the Gumbell, Fréchet and Weibull. An alternative way to analyze the behavior of the extremes is known as the peaks over threshold (POT) method, according to which extremes are defined as excesses over a threshold. Balkema and de Haan (1974) and Pickands (1975) showed that the limiting distribution of excesses over a high enough threshold ought to be the GP. The main advantage of the GP over the GEV is considered to be the more efficient use of data since by collecting the extremes as excesses over a threshold more data is left in the tails. Consequently, the GP is considered to be a good alternative to the GEV distribution when modeling extreme financial data; see, for example, Cotter and Dowd (2006) and Bali (2003). A crucial issue, however, is the right choice of the threshold: a low one will result in many central observations entering the sample while a high one will leave so few in the sample that it could lead to inaccurate estimates. In addition, the asymptotic theory of extremes is based on the assumption that extremes are serially independent or at most weakly dependent. However, financial returns tend to cluster and this could lead to considerable serial dependence in the time series of the extremes. Regrettably, there is a decision to be made and in order to avoid or reduce as much as possible the problem of serial dependence in the time series of extremes it was decided to collect the extremes as the minimum daily returns over non-overlapping time intervals of prespecified length. It should also be noted that EVT focuses exclusively on the tails of the returns distribution and says nothing about the central part that can be fitted better by other distributions (eg, normal). In addition, as noted by Gilli and Këllezi (2006), financial returns are not always fat tailed and in this case other distributions, including the normal, may be found to adequately fit the whole distribution.

[^2]The GEV is a three parameter distribution and its probability density function (pdf) is given by:

$$
\begin{align*}
f(x) & =\alpha^{-1} \mathrm{e}^{-(1-\kappa) y} \mathrm{e}^{-\mathrm{e}^{-y}} \\
\text { where } y & = \begin{cases}-\kappa^{-1} \log \{1-\kappa(x-\beta) / \alpha\}, & \kappa \neq 0 \\
(x-\beta) / \alpha, & \kappa=0\end{cases} \tag{1}
\end{align*}
$$

the parameters $\alpha, \beta$ and $\kappa$ are called the scale, location and shape, respectively. The first parameter is analogous to the standard deviation and high values imply that the distribution of extremes is widely spread out while the second is analogous to the mean and high values imply large extremes. The third governs the shape of the distribution and it is probably the most important parameter since larger values correspond to fatter-tailed distributions. The Weibull distribution is the special case of the GEV when $\kappa>0$ and the range of $x$ is $-\infty<x \leq \beta+\alpha / \kappa$. The Gumbel distribution is obtained for $\kappa=0$ and the range of $x$ is $-\infty<x<\infty$, while when $\kappa<0$ the Fréchet distribution is obtained and the range of $x$ is $\beta+\alpha / \kappa \leq x<\infty$. The cumulative distribution function (cdf), $F(x)$, and the quantile function, $X(F)$, of a GEV distributed variable $X$ are given in Appendix A (together with their counterparts for the GL distribution).

However, although the GEV enjoys theoretical support there is strong evidence that financial returns exhibit heteroscedasticity and serial correlation. Kearns and Pagan (1997) used simulations to show that the shape parameter estimates can be exaggerated when the iid assumption is violated. On the other hand, Leadbetter et al (1983) showed that EVT is valid for data structures with weak dependence. With respect to VaR estimation the series of the data will be divided into subperiods and moving window techniques will be used to estimate the parameters. This can be reasonably assumed to capture some of the non-stationarity of the data thus, reducing the non-iid data problem. Another alternative would be to fit the tail of the conditional distribution of returns by using an autoregressive volatility model (eg, GARCH), standardize the returns by the estimated conditional volatility and proceed in EVT analysis. This approach has received attention by McNeil and Frey (2000) and Byström (2004). However, additional parameters have to be estimated that make this approach subject to increased estimation error and model risk. Typically, a conditional risk measure will react after the event and it will assume that the high-risk period will continue leading to high-risk measures. In that respect, from a financial institution's point of view an unconditional approach might be preferable because it will not lead to frequent changes in traders' portfolios when risk limits are reached. Alternatively, the non-constant variance of returns feature would tend to diminish if lowerfrequency data were to be used. However, the size of the dataset will also decrease, significantly raising concerns for the soundness of the estimation procedures. Therefore, the iid assumption was relaxed but at the same time the GL distribution was also included, accepting a trade off between being theoretically correct and empirically convincing.

The pdf of the GL distribution is given by:

$$
\begin{align*}
f(x) & =\alpha^{-1} \mathrm{e}^{-(1-\kappa) y} /\left(1+\mathrm{e}^{-y}\right)^{2} \\
\text { where } y & = \begin{cases}-\kappa^{-1} \log \{1-\kappa(x-\beta) / \alpha\}, & \kappa \neq 0 \\
(x-\beta) / \alpha, & \kappa=0\end{cases} \tag{2}
\end{align*}
$$

The logistic distribution is the special case of the GL when $\kappa=0$ and $x$ is in the range $-\infty<x<\infty$, while when $\kappa>0, x$ belongs to $-\infty<x \leq \beta+\alpha / \kappa$ and when $\kappa<0, x$ belongs to $\beta+\alpha / \kappa \leq x<\infty$.

The detection of the best candidate distributions to fit the data is accomplished using L-moment diagrams. L-moments are linear combinations of ordered data which, like the conventional moments, provide a set of summary statistics for probability distributions. Hosking (1990) defined the $r$ th L-moment, $\lambda_{r}$, for any random variable $X$, which has a finite mean, as:

$$
\begin{equation*}
\lambda_{r} \equiv r^{-1} \sum_{\kappa=0}^{r-1}(-1)^{\kappa}\binom{r-1}{\kappa} \mathrm{E} X_{(r-\kappa: r)}, \quad r=1,2, \ldots \tag{3}
\end{equation*}
$$

where $\mathrm{E} X_{(r-\kappa: r)}$ is the expectation of the $(r-\kappa)$ th extreme order statistic. The first two such statistics, $\lambda_{1}$ and $\lambda_{2}$, are measures of location and scale and the two L-moment ratios, $\tau_{3}=\lambda_{3} / \lambda_{2}$ and $\tau_{4}=\lambda_{4} / \lambda_{2}$ are measures of skewness and kurtosis, respectively. The most important feature of the L-moments is that they are more robust to the presence of outliers than conventional moments; this is because the calculations of conventional moments involve powers, which give greater weight to outliers, that can lead to considerable bias and variance in the parameter and quantiles estimators. In addition, Hosking (1990) showed that for samples of more than 20 data points the asymptotic biases of the L-moments are negligible for most distributions. Finally, sample L-moments can take any value that the population moments can take: this is not true for conventional moments because they have algebraic bounds. An L-moment diagram contains the curves or points of the theoretical distributions whose ability to adequately fit the empirical data is examined. ${ }^{5}$ The identification of the best candidate distributions is achieved by plotting the estimated $\tau_{3}$ and $\tau_{4}$ and choosing the distribution whose L-skewness and L-kurtosis theoretical curve is closest to the plotted point.

The next step is to estimate the parameters of the selected distribution(s). For moderate to large samples, the most widely used method is the maximum

[^3]likelihood method. However, its asymptotic properties are open to doubt in the case of small samples where convergence of the likelihood function is not always guaranteed to be at the global maximum (Hill (1963)). For small samples, which are the norm in EVT, the PWM is considered to generate more unbiased parameter and quantile estimates than the maximum likelihood, though is no more efficient. Hosking et al (1985) showed that for the GEV distribution, parameters and quantiles made using the PWM method are estimated with at least 70\% efficiency. For example, when the shape parameter of the GEV is -0.2 , the asymptotic bias of the 0.01 quantile estimated by the PWM and maximum likelihood methods is found to be -0.2 and 1.6 , respectively. In addition, for shape parameter values in the range -0.5 to 0.5 and samples of up to 100 observations, PWM estimates have lower root-mean square error than estimates generated by the maximum likelihood method. Similar results are reported in the literature for the GEV (Landwehr et al (1979); Smith (1987)) and for the GP (Hosking and Wallis (1987); Roótzen and Tajvidi (1997)). Hosking (1990) defined the PWM of a random variable $X$ with a finite mean and a distribution function $F$ as:
\[

$$
\begin{equation*}
\beta_{r}=E\left\lfloor X\{F(X)\}^{r}\right\rfloor, \quad r=0,1, \ldots \tag{4}
\end{equation*}
$$

\]

where $E[X(\cdot)]$ is the expectation of the quantile function of $X$. Although, PWM may be sensitive to outliers, Hosking (1990) demonstrated that there exist linear relationships between the PWM and the more robust L-moments, given by:

$$
\begin{equation*}
\lambda_{r+1}=\sum_{k=0}^{r} P_{r, k}^{*} \beta_{k}, \quad r=0,1, \ldots, \quad \text { where } P_{r, k}^{*}=(-1)^{r-k}\binom{r}{k}\binom{r+k}{k} \tag{5}
\end{equation*}
$$

This method involves estimating parameters by equating sample moments to those of the chosen distribution. For the GEV and GL the solutions for the shape ( $\kappa$ ), scale $(\alpha)$ and location $(\beta)$ parameter estimates can be found in Appendix A.

After fitting a distribution, it is important to assess how good the fit is. For this reason the Anderson-Darling goodness-of-fit test is used (Anderson and Darling (1954)). This is a test especially designated to measure discrepancies in the tails between the empirical and theoretical distribution function and it has been found to be the most powerful among a wide set of available tests for small samples (Choulakian and Stephens (2001); Stephens (1976)). A tractable expression is given in d'Agostino and Stephens (1986):

$$
\begin{equation*}
A_{n}^{2}=-n-(1 / n) \sum_{i=1}^{n}\left[(2 i-1) \log z_{i}+(2 n+1-2 i) \log \left(1-z_{i}\right)\right] \tag{6}
\end{equation*}
$$

where $z_{i}=F\left(x_{i}\right), i=1, \ldots, n$, is the empirical distribution function of a variable $X$ of size $n$.

Once the empirical distribution of extremes has been adequately modeled, VaR estimates for the daily returns distribution can be derived from estimates of lower quantiles of the extremes distribution using the expressions for the quantile functions found in Appendix A. VaR models can only be useful if their forecasts
are sufficiently accurate and this is why any VaR model should be validated. Backtesting is the task of systematically comparing the VaR forecasts with the actual returns using historical data. The number of times that the VaR forecasts are violated by the actual returns can then be counted and this serves as an indication of how well calibrated a VaR model is. ${ }^{6}$ For example, a daily VaR model is assumed, which at the $c \%$ confidence level produces a total of $N$ violations over a testing period of $T$ days. If the model is accurate then the failure rate, $N / T$, should be an unbiased estimator of $p \%=1-c \%$, where $p$ is the probability of having a VaR violation. Formally, we want to know whether the number of violations is too large or too low at a given confidence level under the null hypothesis that $p \%=1-c \%$. This is particularly important since it is not desirable to either underestimate or overestimate risk. Kupiec (1995) proposed a test based on a likelihood ratio that balances the type 1 (rejecting a correct model) and type 2 (not rejecting an incorrect model) errors. This test is defined by:

$$
\begin{equation*}
L R_{\mathrm{uc}}=-2 \ln \left[(1-p)^{T-N} p^{N}\right]+2 \ln \left\{\left[1-\left(\frac{N}{T}\right)\right]^{T-N}\left(\frac{N}{T}\right)^{N}\right\} \tag{7}
\end{equation*}
$$

this likelihood ratio test statistic is then asymptotically distributed as a chi-square with one degree of freedom.

However, this is a test that examines the average performance of a VaR model but says nothing about whether or not the violations occur in clusters (unconditional coverage (uc) test). Christoffersen (1998) extended this test to account for the serial independence of violations. This conditional coverage (cc) test uses an indicator that takes the value zero if the VaR estimate is not violated by the actual return and the value of one if it is. Then $\psi_{i j}$ can be defined as the number of returns in state $i$ while they have been in state $j$ previously and $\pi_{i}$ can be defined as the probability of having an exception that is conditional on state $i$ the previous day. Standard Markov chain theory can be used to show that the likelihood ratio test statistic that tests for independence in the series of total violations is given by:

$$
\begin{align*}
L R_{\text {ind }}= & -2 \ln \left\lfloor(1-\pi)^{\left(\varphi_{00}+\varphi_{10}\right)} \pi^{\left(\varphi_{01}+\varphi_{11}\right)}\right\rfloor \\
& +2 \ln \left\lfloor\left(1-\pi_{0}\right)^{\varphi_{00}} \pi_{0}^{\varphi_{01}}\left(1-\pi_{1}\right)^{\varphi_{10}} \pi_{1}^{\varphi_{11}}\right\rfloor \tag{8}
\end{align*}
$$

[^4]Combining this test with the test for unconditional coverage forms the test for conditional coverage:

$$
\begin{equation*}
L R_{\mathrm{cc}}=L R_{\mathrm{uc}}+L R_{\mathrm{ind}} \tag{9}
\end{equation*}
$$

which is asymptotically chi-square distributed with two degrees of freedom.
Both tests are popular backtesting methods and, therefore, they are both employed to assess the accuracy of the VaR estimates generated by the models evaluated in this paper.

## 3 DESCRIPTION OF THE DATA

In order to assess the ability of the GEV and GL distributions to adequately fit extreme returns, data from three different markets were used. In particular, daily closing prices of the CAC-DS index for the French stock market ${ }^{7}$ and the Commodities Research Bureau (CRB) index for the commodities market were collected from Datastream over the period 1977 to 2006. For the bond market, however, daily prices for the German 10 year benchmark bond index were only available for the period 1980 to 2006. This time span contains the rather volatile periods of 1978 to 1982, 1986 to 1988, 1990 to 1992 and 1997 to 2000 and 2001 to 2003 where some of the lowest daily returns for all three indexes occurred. In particular, some of the most important events contained in this 30 year period are the oil crisis in 1979, the global bond market crisis in the early 1980s, the collapse of the international stock markets in 1987, the Gulf crisis in 1991, the collapse of the exchange rate mechanism in 1992, the turbulence due to the Asian and the Russian financial crises in 1997 and 1998 respectively, and the terrorist attack on the US in September 2001.

Table 1 contains descriptive statistics of the three indexes daily returns. It can be noticed that the CAC-DS offered the highest mean daily return, $0.04 \%$; however, it was also the more risky with a daily standard deviation of $1.14 \%$. The lowest daily return was given by the CAC-DS index, $-9.89 \%$, and the highest by the German bond, $8.10 \%$. The values of skewness for the CAC-DS and CRB indexes indicate

[^5]that the negative returns were larger than their positive counterparts while the reverse is true for the German bond. In addition, the kurtosis values for all indexes imply that the empirical distributions of daily returns were fat tailed. This finding was also confirmed by the Jarque-Bera normality test that rejected the normality assumption at the 5\% significance level.

The daily returns of the three indexes can be further examined by standardizing them, computing the pairs of empirical percentiles $(1 \%, 99 \%)$ and $(5 \%, 95 \%)$ and comparing these with those of a standard normal distribution, ie, (-2.326, 2.326 ) and ( $-1.644,1.644$ ), respectively. For the CAC-DS, CRB and German bond indexes daily returns the pairs of the $(1 \%, 99 \%)$ and $(5 \%, 95 \%)$ empirical percentiles were found to be larger $((-2.884,2.607),(-2.588,2.533)$ and $(-2.586,2.893)$, respectively $)$, and smaller $((-1.563,1.487),(-1.679,1.594)$ and ( $-1.548,1.612$ ), respectively), respectively, confirming the presence of fat tails in the empirical distribution of the daily returns. Furthermore, under the normality assumption only 21 of 7,618 observations for the CAC-DS and CRB indexes and 18 of 6,847 observations for the German bond index would be expected to be outside the range plus or minus three standard deviations away from the mean; about 10 in each tail. However, for the CAC-DS, 103 observations were outside this range ( 64 in the left and 39 in the right tail), for the CRB, 75 observations were outside this range ( 40 in the left and 35 in the right tail) and for the German bond 102 were outside this range ( 40 in the left and 62 in the right). Hence, the hypothesis that the daily returns of the CAC-DS, CRB and German bond indexes follow a normal distribution can be rejected. In this case it is the extremes that mainly contribute to the non-normality of the daily returns distribution.

## 4 ANALYSIS OF THE EXTREME RETURNS

Weekly minima extremes were collected over the period 1977 to 2006 for the CAC-DS and CRB indexes and 1980 to 2006 for the German 10 year benchmark bond. Section 4.1 describes the identification of the appropriate distribution(s) and Section 4.2 details the estimation of parameters and the goodness-of-fit test.

### 4.1 Identifying the distribution of the extreme minimum daily returns

The L-skewness ( $\tau_{3}$ ) and L-kurtosis ( $\tau_{4}$ ) were calculated for the weekly minima of the three indexes and were plotted on an L-moment ratio diagram. Figures 1, 2 and 3 contain the $\tau_{3}$ and $\tau_{4}$ for the series of the weekly minima for the CAC-DS and CRB indexes divided into 30 subperiods and the German bond index divided into 27 subperiods, respectively. From an initial inspection of these figures, it seems that all the distributions can be excluded except for the GL and the GEV. This is because for all three indexes the points of the $\tau_{3}$ and $\tau_{4}$ are mainly dispersed
TABLE 1 Daily returns descriptive statistics.

| Index | Time period | $\boldsymbol{n}$ | Mean (\%) | St. Dev (\%) | Min (\%) | Max (\%) | Skewness | Kurtosis | $\boldsymbol{J} \boldsymbol{B}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CAC-DS | $1 / 2 / 1977-12 / 29 / 2006$ | 7618 | 0.04 | 1.14 | -9.89 | 7.97 | -0.418 | $8.2348^{*}$ | $8917.09^{*}$ |
| CRB | $1 / 2 / 1977-12 / 29 / 2006$ | 7625 | 0.01 | 0.61 | -3.25 | 2.66 | $-0.122^{*}$ | $4.284^{*}$ | $542.89^{*}$ |
| German | $1 / 1 / 1980-12 / 29 / 2006$ | 6847 | -0.01 | 0.78 | -5.23 | 8.10 | $0.381^{*}$ | $7.828^{*}$ | $6816.65^{*}$ |
| 10 year |  |  |  |  |  |  |  |  |  |
| benchmark <br> bond |  |  |  |  |  |  |  |  |  |

[^6]FIGURE 1 L-moment ratios diagram for the CAC-DS weekly minima.


Note: This diagram illustrates the L-moment ratios points for the CAC-DS index daily returns weekly minima, divided into 30 subperiods, over the period 1977 to 2006. The plots of the L-skewness and L-kurtosis are mainly concentrated around the theoretical curves of the GL and the GEV distributions indicating that these two distributions are likely to adequately fit the empirical data.
around the theoretical curves of the GL and the GEV distributions. ${ }^{8}$ However, in order to choose between the GL and the GEV distribution, further analysis is required and a more formal test of goodness-of-fit of these two distributions should be applied.

### 4.2 Parameter estimates and goodness-of-fit test

The GL and GEV distributions were fitted to the weekly minima for the whole interval and for the different subdivisions of the extremes for all three indexes with the parameters being estimated by the PWM method. The parameter estimates together with their standard errors and the $p$-values of the Anderson-Darling (AD) goodness-of-fit test for the CAC-DS, CRB and German bond indexes are contained in Tables 2, 3 and 4 respectively. When the weekly minima of all indexes for the whole interval were fitted by either the GL or GEV distributions, the AD goodness-of-fit test indicated that both distributions provide a marginally adequate fit to the CAC-DS empirical data, with $\mathrm{AD} p$-values higher than 0.05 but lower than 0.100 , and an inadequate fit to the CRB and German bond indexes

[^7]FIGURE 2 L-moment ratios diagram for the CRB index weekly minima.


Note: This diagram illustrates the L-moment ratios points for the CRB index daily returns weekly minima, divided into 30 subperiods, over the period 1977 to 2006. The plots of the L-skewness and L-kurtosis are mainly concentrated around the theoretical curves of the GL and the GEV distributions indicating that these two distributions are likely to adequately fit the empirical data.

FIGURE 3 L-moment ratios diagram for the German 10 year benchmark bond weekly minima.


Note: This diagram illustrates the L-moment ratios points for the German 10 year benchmark bond daily returns weekly minima, divided into 27 subperiods, over the period 1980 to 2006. The plots of the L-skewness and L-kurtosis are mainly concentrated around the theoretical curves of the GL and the GEV distributions indicating that these distributions are likely to adequately fit the empirical data.
TABLE 2 CAC-DS index weekly minima GEV and GL parameter estimates and goodness-of-fit test.

| Subperiods (s) | $N$ | GEV parameter estimates |  |  |  | GL parameter estimates |  |  |  | Better fit |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\beta_{s}$ | $\alpha_{s}$ | $\kappa_{s}$ | AD $p$-value | $\beta_{s}$ | $\alpha_{s}$ | $\kappa_{s}$ | AD $p$-value |  |
| $s=1$ |  |  |  |  |  |  |  |  |  |  |
| 1. (01/03/77-12/29/06) | 1522 | $\begin{gathered} 0.007 \\ (1.87 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.006 \\ (1.54 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.132 \\ & (0.022) \end{aligned}$ | 0.085 | $\begin{gathered} -0.009 \\ (2.12 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.005 \\ (1.12 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.258 \\ (0.020) \end{gathered}$ | 0.052 | GEV |
| $s=10$ |  |  |  |  |  |  |  |  |  |  |
| 1. (01/03/77-01/22/80) | 153 | $\begin{gathered} 0.007 \\ (6.12 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.007 \\ (4.88 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.078 \\ & (0.065) \end{aligned}$ | 0.233 | $\begin{gathered} -0.009 \\ (6.71 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.005 \\ (3.47 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.221 \\ (0.057) \end{gathered}$ | 0.428 | GL |
| 2. (01/23/80-02/02/83) | 153 | $\begin{gathered} 0.007 \\ (5.99 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.007 \\ (4.91 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.120 \\ & (0.068) \end{aligned}$ | 0.104 | $\begin{gathered} -0.009 \\ (6.74 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.005 \\ (3.55 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.250 \\ (0.061) \end{gathered}$ | 0.217 | GL |
| 3. (02/03/83-02/06/86) | 153 | $\begin{gathered} 0.005 \\ (4.58 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.005 \\ (3.46 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.025 \\ (0.060) \end{gathered}$ | 0.280 | $\begin{gathered} -0.007 \\ (4.73 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (2.36 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.154 \\ (0.050) \end{gathered}$ | 0.118 | GEV |
| 4. (02/07/86-02/06/89) | 153 | $\begin{gathered} 0.006 \\ (6.46 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.007 \\ (5.76 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.235 \\ & (0.083) \end{aligned}$ | 0.000 | $\begin{gathered} -0.009 \\ (7.87 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.005 \\ (4.31 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.330 \\ (0.079) \end{gathered}$ | 0.048 | GL |
| 5. (02/07/89-02/17/92) | 153 | $\begin{gathered} 0.005 \\ (5.13 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.006 \\ (4.37 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.176 \\ & (0.074) \end{aligned}$ | 0.152 | $\begin{gathered} -0.007 \\ (5.99 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.004 \\ (3.22 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.288 \\ (0.069) \end{gathered}$ | 0.253 | GL |
| 6. (02/18/92-02/22/95) | 153 | $\begin{gathered} 0.007 \\ (4.64 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.005 \\ (3.61 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.033 \\ & (0.062) \end{aligned}$ | 0.567 | $\begin{gathered} -0.009 \\ (4.96 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (2.52 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.191 \\ (0.054) \end{gathered}$ | 0.307 | GEV |
| 7. (02/23/95-03/03/98) | 153 | $\begin{gathered} 0.006 \\ (5.11 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.006 \\ (4.05 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.065 \\ & (0.064) \end{aligned}$ | 0.522 | $\begin{gathered} -0.008 \\ (5.56 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.004 \\ (2.87 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.213 \\ (0.056) \end{gathered}$ | 0.661 | GL |
| 8. (03/04/98-02/27/01) | 153 | $\begin{gathered} 0.009 \\ (7.80 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.009 \\ (5.93 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.008 \\ (0.060) \end{gathered}$ | 0.619 | $\begin{gathered} -0.013 \\ (8.13 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.006 \\ (4.07 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.165 \\ (0.051) \end{gathered}$ | 0.267 | GEV |
| 9. (02/28/01-02/26/04) | 153 | $\begin{gathered} 0.012 \\ (8.63 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.009 \\ (6.71 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.034 \\ & (0.062) \end{aligned}$ | 0.401 | $\begin{gathered} -0.015 \\ (9.22 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.006 \\ (4.69 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.192 \\ (0.054) \end{gathered}$ | 0.168 | GEV |
| 10. (02/27/04-12/29/06) | 147 | $\begin{gathered} 0.005 \\ (4.39 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.005 \\ (3.56 \mathrm{E}-04 \end{gathered}$ | $\begin{aligned} & -0.107 \\ & (0.069) \end{aligned}$ | 0.476 | $\begin{gathered} -0.007 \\ (4.90 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (2.57 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.241 \\ (0.061) \end{gathered}$ | 0.352 | GEV |

TABLE 2 Continued.

| Subperiods (s) | $N$ | GEV parameter estimates |  |  |  | GL parameter estimates |  |  |  | Better fit |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\beta_{s}$ | $\alpha_{s}$ | $\kappa_{s}$ | AD $p$-value | $\beta_{s}$ | $\alpha_{s}$ | $\kappa_{s}$ | AD $p$-value |  |
| $s=30$ |  |  |  |  |  |  |  |  |  |  |
| 1. (01/03/77-01/06/78) | 51 | $\begin{gathered} 0.008 \\ (1.18 \mathrm{E}-03) \end{gathered}$ | $\begin{gathered} 0.007 \\ (9.12 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.021 \\ & (0.107) \end{aligned}$ | 0.454 | $\begin{gathered} -0.011 \\ (1.25 \mathrm{E}-03) \end{gathered}$ | $\begin{gathered} 0.005 \\ (6.35 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.183 \\ (0.091) \end{gathered}$ | 0.620 | GL |
| 2. (01/07/78-01/10/79) | 51 | $\begin{gathered} 0.006 \\ (9.63 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.006 \\ (6.98 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.126 \\ (0.099) \end{gathered}$ | 0.711 | $\begin{gathered} -0.009 \\ (9.40 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.004 \\ (4.56 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.092 \\ (0.079) \end{gathered}$ | 0.572 | GEV |
| 3. (01/11/79-01/22/80) | 51 | $\begin{gathered} 0.006 \\ (1.05 \mathrm{E}-03) \end{gathered}$ | $\begin{gathered} 0.006 \\ (9.14 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.205 \\ & (0.135) \end{aligned}$ | 0.620 | $\begin{gathered} -0.009 \\ (1.25 \mathrm{E}-03) \end{gathered}$ | $\begin{gathered} 0.005 \\ (6.79 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.308 \\ (0.127) \end{gathered}$ | 0.817 | GL |
| 4. (01/23/80-01/23/81) | 51 | $\begin{gathered} 0.007 \\ (9.42 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.006 \\ (6.96 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.072 \\ (0.101) \end{gathered}$ | 0.243 | $\begin{gathered} -0.010 \\ (9.46 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.004 \\ (4.65 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.124 \\ (0.083) \end{gathered}$ | 0.112 | GEV |
| 5. (01/24/81-01/28/82) | 51 | $\begin{gathered} 0.008 \\ (1.39 \mathrm{E}-03) \end{gathered}$ | $\begin{gathered} 0.009 \\ (1.21 \mathrm{E}-03) \end{gathered}$ | $\begin{aligned} & -0.201 \\ & (0.134) \end{aligned}$ | 0.041 | $\begin{gathered} -0.011 \\ (1.66 \mathrm{E}-03) \end{gathered}$ | $\begin{gathered} 0.006 \\ (8.99 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.306 \\ (0.126) \end{gathered}$ | 0.093 | GL |
| 6. (01/29/82-02/02/83) | 51 | $\begin{gathered} 0.007 \\ (8.74 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.006 \\ (6.37 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.109 \\ (0.100) \end{gathered}$ | 0.765 | $\begin{gathered} -0.009 \\ (8.61 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (4.19 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.102 \\ (0.080) \end{gathered}$ | 0.884 | GL |
| 7. (02/03/83-02/01/84) | 51 | $\begin{gathered} 0.005 \\ (7.58 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.005 \\ (5.54 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.101 \\ (0.100) \end{gathered}$ | 0.407 | $\begin{gathered} -0.007 \\ (7.49 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (3.65 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.107 \\ (0.081) \end{gathered}$ | 0.764 | GL |
| 8. (02/02/84-02/05/85) | 51 | $\begin{gathered} 0.006 \\ (8.03 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.005 \\ (6.15 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.006 \\ & (0.106) \end{aligned}$ | 0.211 | $\begin{gathered} -0.008 \\ (8.44 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (4.25 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.174 \\ (0.090) \end{gathered}$ | 0.115 | GEV |
| 9. (02/06/85-02/06/86) | 51 | $\begin{gathered} 0.004 \\ (7.97 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.005 \\ (6.11 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.007 \\ & (0.106) \end{aligned}$ | 0.515 | $\begin{gathered} -0.006 \\ (8.38 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (4.22 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.175 \\ (0.090) \end{gathered}$ | 0.372 | GEV |
| 10. (02/07/86-02/05/87) | 51 | $\begin{gathered} 0.006 \\ (1.22 \mathrm{E}-03) \end{gathered}$ | $\begin{gathered} 0.008 \\ (9.76 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.089 \\ & (0.114) \end{aligned}$ | 0.002 | $\begin{gathered} -0.009 \\ (1.34 \mathrm{E}-03) \end{gathered}$ | $\begin{gathered} 0.005 \\ (6.98 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.228 \\ (0.101) \end{gathered}$ | 0.012 | GL |
| 11. (02/06/87-02/04/88) | 51 | $\begin{gathered} 0.008 \\ (1.32 \mathrm{E}-03) \end{gathered}$ | $\begin{gathered} 0.008 \\ (1.35 \mathrm{E}-03) \end{gathered}$ | $\begin{aligned} & -0.373 \\ & (0.211) \end{aligned}$ | 0.007 | $\begin{gathered} -0.012 \\ (1.90 \mathrm{E}-03) \end{gathered}$ | $\begin{gathered} 0.006 \\ (9.84 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.434 \\ (0.235) \end{gathered}$ | 0.026 | GL |
| 12. (02/05/88-02/06/89) | 51 | $\begin{gathered} 0.005 \\ (9.03 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.006 \\ (6.53 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.135 \\ (0.099) \end{gathered}$ | 0.195 | $\begin{gathered} -0.007 \\ (8.77 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.004 \\ (4.24 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.086 \\ (0.079) \end{gathered}$ | 0.094 | GEV |

TABLE 2 Continued.

|  |  | GEV parameter estimates |  |  |  | GL parameter estimates |  |  |  | Better fit |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Subperiods (s) | $N$ | $\beta_{s}$ | $\alpha_{s}$ | $\kappa_{s}$ | AD $p$-value | $\beta_{s}$ | $\alpha_{s}$ | $\kappa_{s}$ | AD $p$-value |  |
| 13. (02/07/89-02/07/90) | 51 | $\begin{gathered} 0.004 \\ (6.20 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.004 \\ (6.36 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.380 \\ & (0.217) \end{aligned}$ | 0.543 | $\begin{gathered} -0.005 \\ (9.03 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (4.62 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.439 \\ (0.245) \end{gathered}$ | 0.719 | GL |
| 14. (02/08/90-02/12/91) | 51 | $\begin{gathered} 0.008 \\ (1.14 \mathrm{E}-03) \end{gathered}$ | $\begin{gathered} 0.007 \\ (8.56 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.039 \\ (0.103) \end{gathered}$ | 0.272 | $\begin{gathered} -0.011 \\ (1.17 \mathrm{E}-03) \end{gathered}$ | $\begin{gathered} 0.005 \\ (5.80 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.145 \\ (0.085) \end{gathered}$ | 0.678 | GL |
| 15. (02/13/91-02/17/92) | 51 | $\begin{gathered} 0.004 \\ (8.48 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.005 \\ (7.15 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.161 \\ & (0.126) \end{aligned}$ | 0.059 | $\begin{gathered} -0.007 \\ (9.80 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.004 \\ (5.25 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.278 \\ (0.115) \end{gathered}$ | 0.344 | GL |
| 16. (02/18/92-02/19/93) | 51 | $\begin{gathered} 0.007 \\ (8.80 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.005 \\ (7.34 \mathrm{E}-04) \end{gathered}$ | $\begin{array}{r} -0.147 \\ (0.123) \end{array}$ | 0.456 | $\begin{gathered} -0.009 \\ (1.01 \mathrm{E}-03) \end{gathered}$ | $\begin{gathered} 0.004 \\ (5.36 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.268 \\ (0.112) \end{gathered}$ | 0.552 | GL |
| 17. (02/20/93-02/21/94) | 51 | $\begin{gathered} 0.006 \\ (6.55 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.004 \\ (5.10 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.036 \\ & (0.108) \end{aligned}$ | 0.140 | $\begin{gathered} -0.007 \\ (7.00 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (3.57 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.193 \\ (0.093) \end{gathered}$ | 0.429 | GL |
| 18. (02/22/94-02/22/95) | 51 | $\begin{gathered} 0.009 \\ (8.31 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.005 \\ (5.90 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.220 \\ (0.099) \end{gathered}$ | 0.341 | $\begin{gathered} -0.011 \\ (7.71 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (3.69 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.036 \\ (0.076) \end{gathered}$ | 0.208 | GEV |
| 19. (02/23/95-02/27/96) | 51 | $\begin{gathered} 0.007 \\ (7.79 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.005 \\ (5.70 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.096 \\ (0.100) \end{gathered}$ | 0.123 | $\begin{gathered} -0.008 \\ (7.72 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (3.77 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.109 \\ (0.081) \end{gathered}$ | 0.674 | GL |
| 20. (02/28/96-02/28/97) | 51 | $\begin{gathered} 0.004 \\ (6.45 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.004 \\ (5.04 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.045 \\ & (0.109) \end{aligned}$ | 0.239 | $\begin{gathered} -0.006 \\ (6.93 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (3.54 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.199 \\ (0.094) \end{gathered}$ | 0.253 | GL |
| 21. (02/29/97-03/03/98) | 51 | $\begin{gathered} 0.008 \\ (1.23 \mathrm{E}-03) \end{gathered}$ | $\begin{gathered} 0.008 \\ (9.41 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.013 \\ & (0.106) \end{aligned}$ | 0.754 | $\begin{gathered} -0.011 \\ (1.29 \mathrm{E}-03) \end{gathered}$ | $\begin{gathered} 0.005 \\ (6.53 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.178 \\ (0.090) \end{gathered}$ | 0.600 | GEV |
| 22. (03/04/98-03/05/99) | 51 | $\begin{gathered} 0.010 \\ (1.55 \mathrm{E}-03) \end{gathered}$ | $\begin{gathered} 0.010 \\ (1.21 \mathrm{E}-03) \end{gathered}$ | $\begin{aligned} & -0.046 \\ & (0.109) \end{aligned}$ | 0.568 | $\begin{gathered} -0.014 \\ (1.67 \mathrm{E}-03) \end{gathered}$ | $\begin{gathered} 0.007 \\ (8.53 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.200 \\ (0.095) \end{gathered}$ | 0.559 | GEV |
| 23. (03/06/99-03/01/00) | 51 | $\begin{gathered} 0.006 \\ (1.06 \mathrm{E}-03) \end{gathered}$ | $\begin{gathered} 0.007 \\ (8.11 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.010 \\ & (0.106) \end{aligned}$ | 0.567 | $\begin{gathered} -0.009 \\ (1.11 \mathrm{E}-03) \end{gathered}$ | $\begin{gathered} 0.004 \\ (5.61 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.176 \\ (0.090) \end{gathered}$ | 0.473 | GEV |
| 24. (03/02/00-27/02/01) | 51 | $\begin{gathered} 0.013 \\ (1.34 \mathrm{E}-03) \end{gathered}$ | $\begin{gathered} 0.009 \\ (9.53 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.199 \\ (0.099) \end{gathered}$ | 0.339 | $\begin{gathered} -0.016 \\ (1.25 \mathrm{E}-03) \end{gathered}$ | $\begin{gathered} 0.005 \\ (6.01 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.049 \\ (0.076) \end{gathered}$ | 0.270 | GEV |

TABLE 2 Continued.

|  |  | GEV parameter estimates |  |  |  | GL parameter estimates |  |  |  | Better fit |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Subperiods (s) | $N$ | $\beta_{s}$ | $\alpha_{s}$ | $\kappa_{s}$ | AD $p$-value | $\beta_{s}$ | $\alpha_{s}$ | $\kappa_{s}$ | AD $p$-value |  |
| 25. (02/28/01-02/28/02) | 51 | $\begin{gathered} 0.011 \\ (1.38 \mathrm{E}-03) \end{gathered}$ | $\begin{gathered} 0.009 \\ (1.05 \mathrm{E}-03) \end{gathered}$ | $\begin{aligned} & \hline-0.002 \\ & (0.105) \end{aligned}$ | 0.046 | $\begin{gathered} -0.015 \\ (1.45 \mathrm{E}-03) \end{gathered}$ | $\begin{gathered} 0.006 \\ (7.27 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.171 \\ (0.089) \end{gathered}$ | 0.397 | GL |
| 26. (02/29/02-02/28/03) | 51 | $\begin{gathered} 0.018 \\ (1.66 \mathrm{E}-03) \end{gathered}$ | $\begin{gathered} 0.011 \\ (1.22 \mathrm{E}-03) \end{gathered}$ | $\begin{gathered} 0.077 \\ (0.101) \end{gathered}$ | 0.316 | $\begin{gathered} -0.022 \\ (1.66 \mathrm{E}-03) \end{gathered}$ | $\begin{gathered} 0.007 \\ (8.17 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.121 \\ (0.082) \end{gathered}$ | 0.178 | GEV |
| 27. (02/29/03-02/26/04) | 51 | $\begin{gathered} 0.007 \\ (1.06 \mathrm{E}-03) \end{gathered}$ | $\begin{gathered} 0.007 \\ (9.06 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.180 \\ & (0.129) \end{aligned}$ | 0.487 | $\begin{gathered} -0.010 \\ (1.24 \mathrm{E}-03) \end{gathered}$ | $\begin{gathered} 0.005 \\ (6.69 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.291 \\ (0.120) \end{gathered}$ | 0.465 | GEV |
| 28. (02/27/04-02/18/05) | 51 | $\begin{gathered} 0.006 \\ (7.52 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.005 \\ (5.99 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.076 \\ & (0.112) \end{aligned}$ | 0.424 | $\begin{gathered} -0.008 \\ (8.23 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (4.26 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.219 \\ (0.099) \end{gathered}$ | 0.701 | GL |
| 29. (02/19/05-02/14/06) | 51 | $\begin{gathered} 0.004 \\ (5.00 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (4.20 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.155 \\ & (0.125) \end{aligned}$ | 0.259 | $\begin{gathered} -0.005 \\ (5.76 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.002 \\ (3.08 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.274 \\ (0.114) \end{gathered}$ | 0.165 | GEV |
| 30. (02/15/06-12/29/06) | 45 | $\begin{gathered} 0.005 \\ (1.03 \mathrm{E}-03) \end{gathered}$ | $\begin{gathered} 0.006 \\ (8.20 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.068 \\ & (0.119) \end{aligned}$ | 0.100 | $\begin{gathered} -0.007 \\ (1.13 \mathrm{E}-03) \\ \hline \end{gathered}$ | $\begin{gathered} 0.004 \\ (5.81 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.214 \\ (0.104) \\ \hline \end{gathered}$ | 0.179 | GL | Note: This table includes the PWM parameter estimates and the AD goodness-of-fit test p-values for the GEV fitted to the reverse weekly minima and for the GL fitted to the weekly minima over the period 1977 to 2006. The standard errors of the parameter estimates are given in parentheses below the estimates. $N$ denotes the number of extreme observations in each subperiod $s$, and $\beta_{s}, \alpha_{s}$ and $\kappa_{s}$ denote the location, scale and shape parameters, respectively.

with AD $p$-values lower than 0.05 . One possible explanation is that the nature of the distribution of the extremes was changing over time and, therefore, when long time-periods were used the data came from a mixture of distributions; thus, it was difficult for a single distribution to provide a superior fit.

However, when the weekly extremes were divided into 10 subperiods, the fit that the two candidate distributions provided considerably improved. For example, in the case of the CAC-DS index, both candidate distributions provided an adequate fit in nine of the 10 subperiods while in comparison to each other, both fitted better than the other in the same number of subperiods, ie, in five (Table 2). It can be noticed, however, that both the GEV and GL distributions failed to adequately fit the extremes in subperiod four which corresponds to a period which contains the stock market crash in October 1987. It can also be noticed that in this subperiod the shape parameter takes its maximum value, in absolute terms, for both distributions indicating a fat-tailed distribution. Similarly, the fitting that the GEV and GL provided to the weekly extremes of the CRB index considerably improved when the data was divided into 10 subperiods (Table 3). Both distributions fitted adequately in nine of the 10 subperiods while in comparison each fitted better than the other one in five subperiods. It can be noticed that both the GEV and GL failed to fit the extreme data in subperiod nine, which is associated with the terrorist attack on the US in 2001, and the negative market sentiment that followed. Finally, when the weekly extremes of the German bond index were divided into 10 subperiods, the GL managed to fit better than the GEV in six of these (Table 4). In addition, the GL fitted adequately in eight subperiods while the GEV fitted adequately in seven.

When the weekly extremes were divided into 30 subperiods, both the GEV and GL distributions appeared, in general, to be capable of describing well the behavior of extremes of the CAC-DS, CRB and German bond indexes. In particular, in the case of the CAC-DS, the GL distribution fitted adequately in 28 of the 30 subperiods, with $\mathrm{AD} p$-values within the range 0.012 to 0.884 , while the GEV fitted in 26, with AD $p$-values ranging from 0.002 to 0.765 (Table 2). In comparison to the GEV, the GL fitted better in 17 of the 30 subperiods. In addition, the effects of domestic and international events become apparent in subperiod five that is associated with the stock market turbulence due to the nationalization of many large French companies, and periods 10 and 11 that are associated with major political changes and the stock market crash respectively. Unsurprisingly the $p$-values of the AD goodness-of-fit test were low: $0.041,0.002$ and 0.007 for the GEV and $0.093,0.012$ and 0.026 for the GL for subperiods 5,10 and 11 respectively. One can notice, however, that both the GEV and GL distributions can adequately fit the extreme daily returns in a number of other volatile time periods; for example, the 1991 Gulf war (period 15), the European exchange rate mechanism crisis in 1992 (period 16), the Asian crisis in 1997 (period 21), the global turmoil due to the demise of the Long Term Capital Management hedge fund (22) and the terrorist attack on the US in 2001 (period 25).

The observations in the case of the CRB and the German bond indexes are similar. In short, in the case of the CRB index, the GL provided a better fit in
TABLE 3 CRB index weekly minima GEV and GL parameter estimates and goodness-of-fit test.

| Subperiods (s) | $N$ | GEV parameter estimates |  |  |  | GL parameter estimates |  |  |  | Better fit |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\beta_{s}$ | $\alpha_{s}$ | $\kappa_{s}$ | AD $p$-value | $\beta_{s}$ | $\alpha_{s}$ | $\kappa_{s}$ | AD $p$-value |  |
| $s=1$ |  |  |  |  |  |  |  |  |  |  |
| 1. (01/03/77-12/29/06) | 1525 | $\begin{gathered} 0.005 \\ (1.14 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.004 \\ (8.52 \mathrm{E}-05) \end{gathered}$ | $\begin{gathered} 0.039 \\ (0.019) \end{gathered}$ | 0.013 | $\begin{gathered} -0.006 \\ (1.16 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (5.77 \mathrm{E}-05) \end{gathered}$ | $\begin{gathered} 0.145 \\ (0.016) \end{gathered}$ | 0.011 | GEV |
| $s=10$ |  |  |  |  |  |  |  |  |  |  |
| 1. (01/03/77-01/08/80) | 153 | $\begin{gathered} 0.005 \\ (4.11 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.005 \\ (3.00 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.106 \\ (0.058) \end{gathered}$ | 0.121 | $\begin{gathered} -0.006 \\ (4.05 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (1.97 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.103 \\ (0.046) \end{gathered}$ | 0.068 | GEV |
| 2. (01/09/80-01/18/83) | 153 | $\begin{gathered} 0.006 \\ (4.14 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.005 \\ (3.04 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.090 \\ (0.058) \end{gathered}$ | 0.423 | $\begin{gathered} -0.008 \\ (4.12 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (2.01 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.114 \\ (0.047) \end{gathered}$ | 0.859 | GL |
| 3. (01/19/83-02/04/86) | 153 | $\begin{gathered} 0.005 \\ (3.05 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (2.26 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.060 \\ (0.059) \end{gathered}$ | 0.073 | $\begin{gathered} -0.006 \\ (3.08 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.002 \\ (1.52 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.132 \\ (0.048) \end{gathered}$ | 0.468 | GL |
| 4. $02 /(0) / 86-01 / 02 / 89)$ | 153 | $\begin{gathered} 0.005 \\ (3.83 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.004 \\ (2.97 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.031 \\ & (0.062) \end{aligned}$ | 0.605 | $\begin{gathered} -0.006 \\ (4.08 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (2.07 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.190 \\ (0.053) \end{gathered}$ | 0.859 | GL |
| 5. (02/02/89-02/03/92) | 153 | $\begin{gathered} 0.004 \\ (3.00 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (2.31 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.015 \\ & (0.061) \end{aligned}$ | 0.452 | $\begin{gathered} -0.005 \\ (3.17 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.002 \\ (1.60 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.180 \\ (0.052) \end{gathered}$ | 0.323 | GEV |
| 6. (02/04/92-02/06/95) | 153 | $\begin{gathered} 0.004 \\ (2.70 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (2.08 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.018 \\ & (0.062) \end{aligned}$ | 0.487 | $\begin{gathered} -0.005 \\ (2.86 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.002 \\ (1.45 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.181 \\ (0.053) \end{gathered}$ | 0.560 | GL |
| 7. (02/07/95-02/06/98) | 153 | $\begin{gathered} 0.004 \\ (2.93 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (2.13 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.120 \\ (0.057) \end{gathered}$ | 0.378 | $\begin{gathered} -0.005 \\ (2.87 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.002 \\ (1.39 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.095 \\ (0.046) \end{gathered}$ | 0.076 | GEV |
| 8. (02/07/98-02/02/01) | 153 | $\begin{gathered} 0.005 \\ (3.61 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.004 \\ (2.64 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.105 \\ (0.058) \end{gathered}$ | 0.681 | $\begin{gathered} -0.007 \\ (3.56 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.002 \\ (1.74 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.104 \\ (0.046) \end{gathered}$ | 0.428 | GEV |
| 9. (02/03/01-02/06/04) | 153 | $\begin{gathered} 0.005 \\ (3.74 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.004 \\ (2.70 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.139 \\ (0.057) \end{gathered}$ | 0.011 | $\begin{gathered} -0.007 \\ (3.62 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (1.75 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.083 \\ (0.045) \end{gathered}$ | 0.011 | GL |
| 10. (02/07/04-12/29/06) | 148 | $\begin{gathered} 0.006 \\ (4.76 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.005 \\ (3.48 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.100 \\ (0.059) \end{gathered}$ | 0.503 | $\begin{gathered} -0.008 \\ (4.71 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (2.30 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.107 \\ (0.047) \end{gathered}$ | 0.453 | GEV |

TABLE 3 Continued.

| Subperiods (s) | $N$ | GEV parameter estimates |  |  |  | GL parameter estimates |  |  |  | Better fit |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\beta_{s}$ | $\alpha_{s}$ | $\kappa_{s}$ | AD $p$-value | $\beta_{s}$ | $\alpha_{s}$ | $\kappa_{s}$ | AD $p$-value |  |
| $s=30$ |  |  |  |  |  |  |  |  |  |  |
| 1. (01/03/77-01/06/78) | 51 | $\begin{gathered} 0.005 \\ (8.47 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.005 \\ (6.02 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.216 \\ (0.099) \end{gathered}$ | 0.348 | $\begin{gathered} -0.007 \\ (7.87 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (3.77 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.038 \\ (0.076) \end{gathered}$ | 0.470 | GL |
| 2. (01/07/78-01/08/79) | 51 | $\begin{gathered} 0.004 \\ (6.30 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.004 \\ (4.78 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.012 \\ (0.104) \end{gathered}$ | 0.569 | $\begin{gathered} -0.006 \\ (6.55 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (3.28 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.162 \\ (0.088) \end{gathered}$ | 0.361 | GEV |
| 3. (01/09/79-01/08/80) | 51 | $\begin{gathered} 0.005 \\ (6.33 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.004 \\ (4.69 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.063 \\ (0.101) \end{gathered}$ | 0.408 | $\begin{gathered} -0.006 \\ (6.39 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (3.15 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.130 \\ (0.083) \end{gathered}$ | 0.209 | GEV |
| 4. (01/09/80-01/08/81) | 51 | $\begin{gathered} 0.006 \\ (8.54 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.005 \\ (6.50 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.004 \\ (0.105) \end{gathered}$ | 0.646 | $\begin{gathered} -0.008 \\ (8.92 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.004 \\ (4.48 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.167 \\ (0.089) \end{gathered}$ | 0.435 | GEV |
| 5. (01/09/81-01/14/82) | 51 | $\begin{gathered} 0.007 \\ (5.98 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.004 \\ (4.33 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.128 \\ (0.099) \end{gathered}$ | 0.225 | $\begin{gathered} -0.008 \\ (5.82 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.002 \\ (2.82 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.090 \\ (0.079) \end{gathered}$ | 0.868 | GL |
| 6. (01/15/82-01/18/83) | 51 | $\begin{gathered} 0.006 \\ (6.80 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.004 \\ (4.82 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.242 \\ (0.100) \end{gathered}$ | 0.204 | $\begin{gathered} -0.007 \\ (6.23 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (2.98 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.023 \\ (0.076) \end{gathered}$ | 0.324 | GL |
| 7. (01/19/83-01/19/84) | 51 | $\begin{gathered} 0.005 \\ (6.71 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.004 \\ (4.81 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.166 \\ (0.099) \end{gathered}$ | 0.109 | $\begin{gathered} -0.006 \\ (6.40 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (3.08 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.068 \\ (0.078) \end{gathered}$ | 0.476 | GL |
| 8. (01/20/84-01/23/85) | 51 | $\begin{gathered} 0.005 \\ (4.78 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (3.60 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.029 \\ (0.103) \end{gathered}$ | 0.133 | $\begin{gathered} -0.006 \\ (4.92 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.002 \\ (2.45 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.151 \\ (0.086) \end{gathered}$ | 0.272 | GL |
| 9. (01/24/85-02/04/86) | 51 | $\begin{gathered} 0.005 \\ (4.23 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (3.29 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.031 \\ & (0.108) \end{aligned}$ | 0.513 | $\begin{gathered} -0.006 \\ (4.51 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.002 \\ (2.30 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.190 \\ (0.093) \end{gathered}$ | 0.554 | GL |
| 10. (02/05/86-02/03/87) | 51 | $\begin{gathered} 0.005 \\ (5.17 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (3.84 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.062 \\ (0.101) \end{gathered}$ | 0.772 | $\begin{gathered} -0.006 \\ (5.23 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.002 \\ (2.58 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.131 \\ (0.083) \end{gathered}$ | 0.690 | GEV |
| 11. (02/04/87-02/02/88) | 51 | $\begin{gathered} 0.004 \\ (7.03 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.004 \\ (5.42 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.020 \\ & (0.107) \end{aligned}$ | 0.572 | $\begin{gathered} -0.006 \\ (7.44 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (3.77 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.183 \\ (0.091) \end{gathered}$ | 0.862 | GL |
| 12. (02/03/88-02/01/89) | 51 | $\begin{gathered} 0.005 \\ (7.78 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.005 \\ (6.09 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.047 \\ & (0.109) \end{aligned}$ | 0.448 | $\begin{gathered} -0.007 \\ (8.37 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (4.28 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.200 \\ (0.095) \end{gathered}$ | 0.744 | GL |

TABLE 3 Continued.

|  |  | GEV parameter estimates |  |  |  | GL parameter estimates |  |  |  | Better fit |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Subperiods (s) | $N$ | $\beta_{s}$ | $\alpha_{s}$ | $\kappa_{s}$ | AD $p$-value | $\beta_{s}$ | $\alpha_{s}$ | $\kappa_{s}$ | AD $p$-value |  |
| 13. (02/02/89-02/02/90) | 51 | $\begin{gathered} 0.004 \\ (5.09 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (3.83 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.031 \\ (0.103) \end{gathered}$ | 0.091 | $\begin{gathered} -0.006 \\ (5.24 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.002 \\ (2.60 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} \hline 0.150 \\ (0.086) \end{gathered}$ | 0.124 | GL |
| 14. (02/03/90-02/04/91) | 51 | $\begin{gathered} 0.005 \\ (5.75 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.004 \\ (4.58 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.076 \\ & (0.113) \end{aligned}$ | 0.600 | $\begin{gathered} -0.006 \\ (6.29 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.002 \\ (3.26 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.220 \\ (0.099) \end{gathered}$ | 0.574 | GEV |
| 15. (02/05/91-02/03/92) | 51 | $\begin{gathered} 0.004 \\ (4.77 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (3.47 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.114 \\ (0.100) \end{gathered}$ | 0.658 | $\begin{gathered} -0.005 \\ (4.69 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.002 \\ (2.28 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.098 \\ (0.080) \end{gathered}$ | 0.525 | GEV |
| 16. (02/04/92-02/05/93) | 51 | $\begin{gathered} 0.004 \\ (4.04 \mathrm{E}-04 \end{gathered}$ | $\begin{gathered} 0.003 \\ (2.98 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.073 \\ (0.101) \end{gathered}$ | 0.754 | $\begin{gathered} -0.005 \\ (4.06 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.002 \\ (1.99 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.124 \\ (0.083) \end{gathered}$ | 0.714 | GEV |
| 17. (02/06/93-02/03/94) | 51 | $\begin{gathered} 0.003 \\ (4.72 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (3.58 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.014 \\ (0.104) \end{gathered}$ | 0.496 | $\begin{gathered} -0.004 \\ (4.90 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.002 \\ (2.45 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.161 \\ (0.088) \end{gathered}$ | 0.710 | GL |
| 18. (02/04/94-02/06/95) | 51 | $\begin{gathered} 0.004 \\ (5.30 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (4.18 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.061 \\ & (0.111) \end{aligned}$ | 0.303 | $\begin{gathered} -0.005 \\ (5.75 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.002 \\ (2.96 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.210 \\ (0.097) \end{gathered}$ | 0.474 | GL |
| 19. (02/07/95-02/06/96) | 51 | $\begin{gathered} 0.003 \\ (4.40 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (3.29 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.042 \\ (0.102) \end{gathered}$ | 0.052 | $\begin{gathered} -0.004 \\ (4.50 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.002 \\ (2.23 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.143 \\ (0.085) \end{gathered}$ | 0.041 | GEV |
| 20. (02/07/96-02/04/97) | 51 | $\begin{gathered} 0.004 \\ (4.83 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (3.69 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.003 \\ & (0.105) \end{aligned}$ | 0.392 | $\begin{gathered} -0.005 \\ (5.06 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.002 \\ (2.55 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.172 \\ (0.089) \end{gathered}$ | 0.775 | GL |
| 21. (02/05/97-02/06/98) | 51 | $\begin{gathered} 0.005 \\ (5.46 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (3.87 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.338 \\ (0.104) \end{gathered}$ | 0.628 | $\begin{gathered} -0.007 \\ (4.76 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.002 \\ (2.28 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.030 \\ & (0.076) \end{aligned}$ | 0.647 | GL |
| 22. (02/07/98-02/05/99) | 51 | $\begin{gathered} 0.006 \\ (6.20 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.004 \\ (4.46 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.148 \\ (0.099) \end{gathered}$ | 0.760 | $\begin{gathered} -0.008 \\ (5.97 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.002 \\ (2.88 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.078 \\ (0.078) \end{gathered}$ | 0.700 | GEV |
| 23. (02/06/99-02/04/00) | 51 | $\begin{gathered} 0.005 \\ (5.51 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (4.18 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.010 \\ (0.104) \end{gathered}$ | 0.141 | $\begin{gathered} -0.006 \\ (5.73 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.002 \\ (2.87 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.163 \\ (0.088) \end{gathered}$ | 0.325 | GL |
| 24. (02/05/00-02/02/01) | 51 | $\begin{gathered} 0.005 \\ (6.82 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.004 \\ (4.91 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.151 \\ (0.099) \end{gathered}$ | 0.769 | $\begin{gathered} -0.007 \\ (6.56 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (3.16 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.076 \\ (0.078) \end{gathered}$ | 0.934 | GL |

TABLE 3 Continued.

| Subperiods (s) | $N$ | GEV parameter estimates |  |  |  | GL parameter estimates |  |  |  | Better fit |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\beta_{s}$ | $\alpha_{s}$ | $\kappa_{s}$ | AD $p$-value | $\beta_{s}$ | $\alpha_{s}$ | $\kappa_{s}$ | AD $p$-value |  |
| 25. (02/05/01-02/05/02) | 51 | $\begin{gathered} 0.005 \\ (6.69 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.004 \\ (4.85 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} \hline 0.125 \\ (0.099) \end{gathered}$ | 0.470 | $\begin{gathered} -0.007 \\ (6.52 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (3.16 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} \hline 0.092 \\ (0.079) \end{gathered}$ | 0.649 | GL |
| 26. (02/06/02-02/05/03) | 51 | $\begin{gathered} 0.004 \\ (5.76 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.004 \\ (4.19 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.113 \\ (0.100) \end{gathered}$ | 0.043 | $\begin{gathered} -0.005 \\ (5.65 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.002 \\ (2.75 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.099 \\ (0.080) \end{gathered}$ | 0.074 | GL |
| 27. (02/06/03-02/06/04) | 51 | $\begin{gathered} 0.006 \\ (6.70 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.004 \\ (4.77 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.210 \\ (0.099) \end{gathered}$ | 0.019 | $\begin{gathered} -0.008 \\ (6.25 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (2.99 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.042 \\ (0.076) \end{gathered}$ | 0.015 | GEV |
| 28. (02/07/04-02/04/05) | 51 | $\begin{gathered} 0.006 \\ (7.35 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.005 \\ (5.35 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.112 \\ (0.100) \end{gathered}$ | 0.412 | $\begin{gathered} -0.008 \\ (7.23 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (3.52 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.100 \\ (0.080) \end{gathered}$ | 0.671 | GL |
| 29. (02/05/05-02/03/06) | 51 | $\begin{gathered} 0.004 \\ (6.00 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.004 \\ (4.54 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.015 \\ (0.104) \end{gathered}$ | 0.470 | $\begin{gathered} -0.006 \\ (6.22 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.002 \\ (3.11 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.160 \\ (0.087) \end{gathered}$ | 0.754 | GL |
| 30. (02/04/06-12/29/06) | 46 | $\begin{gathered} 0.008 \\ (1.12 \mathrm{E}-03) \end{gathered}$ | $\begin{gathered} 0.007 \\ (7.96 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.251 \\ (0.105) \end{gathered}$ | 0.461 | $\begin{gathered} -0.010 \\ (1.03 \mathrm{E}-03) \end{gathered}$ | $\begin{gathered} 0.004 \\ (4.89 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.018 \\ (0.080) \end{gathered}$ | 0.827 | GL |

Note: This table includes the PWM parameter estimates and the AD goodness-of-fit test p-values for the GEV fitted to the reverse weekly minima and for the GL fitted to the weekly minima over the period 1977 to 2006. The standard errors of the parameter estimates are given in parentheses below the estimates. $N$ denotes the number of extreme observations in each subperiod $s$, and $\beta_{s}, \alpha_{s}$ and $\kappa_{s}$ denote the location, scale and shape parameters, respectively.

20 subperiods while the GEV provided a better fit in only 10 of the 30 subperiods (Table 3). However, both provided an adequate fit in 28 of the 30 subperiods. The $p$-values of the AD test were rather low in subperiods 26 and 27 and this can probably be attributed to the volatile markets after the terrorist attack on the US in September 2001. In the case of the German bond index weekly extremes divided into 27 subperiods, the GL adequately described the empirical data in 20 subperiods while the GEV only in seven of the 27 subperiods (Table 4). Although both candidate distributions provided an adequate fit in 20 subperiods with AD pvalues higher than 0.05 , they did not manage to fit well the extremes in subperiods $1,2,4,5,12,13$ and 19 . Subperiods 1 and 2 contain the bond market crash in the early 1980s due to the inflationary fears and the Soviet invasion of Afghanistan which followed a speculative boom in bonds in the late 1970s. In 1982 the bond market started to recover but in the period 1983-1984 (subperiods 4 and 5) it declined again, mainly due to inflationary expectations. Subperiods 12 and 13 correspond to the period 1991-1993 during which the global markets were rather volatile because of the Gulf war and the collapse of the exchange rate mechanism.

In summary, both the GEV and GL distributions appeared to be able to adequately model the extreme minima of the CAC-DS, CRB and German bond indexes daily returns over the periods studied. However, overall the GL distribution provided a better fit than the GEV when several subperiods were used. This is illustrated in Figure 4, which contains the lower tail cdfs of the empirical, normal, GEV and GL distributions, where the superior fitting that the GL provides to the really ruinous events located deep into the lower tail of the distribution becomes apparent.

This is an important result because current applications of EVT in finance focus on either the GEV or GP distributions and since these are less fat tailed than the GL there is considerable chance that the probabilities of extreme events are underestimated. Additionally, it seems that the nature of extremes changes over time since the behavior of the shape parameter for both distributions varied substantially across different subperiods. In particular, volatile subperiods that contained large negative daily returns tended to result in higher shape values than periods of low volatility that contained fewer and smaller negative daily returns. This is expected to have a significant effect upon VaR estimates and one would expect VaR estimates to be higher when the shape parameter values were higher. Such a result would naturally lead to larger MCR for banks if they were to be protected against large negative price movements. It seems that parameter estimates that correspond to short subperiods should be used in VaR estimation since this would allow VaR to respond quickly to the changes of the macro- and microeconomic conditions prevailing in the market place. It can also be noticed that the sign of the shape values for the GEV distribution changes over time indicating that there is no unique distribution within the GEV family of distributions that describes the empirical data well. This is in disagreement with Gettinby et al (2004) and Longin (1996), who detected no sign of changes when they fitted the GEV distribution to the extreme returns of the UK and US stock markets, respectively. Finally, one could also observe that the parameter estimates
TABLE 4 German bond weekly minima GEV and GL parameter estimates and goodness-of-fit test.

| Subperiods (s) | $N$ | GEV parameter estimates |  |  |  | GL parameter estimates |  |  |  | Better fit |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\beta_{s}$ | $\alpha_{s}$ | $\kappa_{s}$ | AD $p$-value | $\beta_{s}$ | $\alpha_{s}$ | $\kappa_{s}$ | AD $p$-value |  |
| $s=1$ |  |  |  |  |  |  |  |  |  |  |
| 1. (01/01/80-10/08/82) | 1369 | $\begin{gathered} 0.005 \\ (1.45 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.005 \\ (1.13 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.038 \\ & (0.021) \end{aligned}$ | 0.004 | $\begin{gathered} -0.007 \\ (1.55 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (7.90 \mathrm{E}-05) \end{gathered}$ | $\begin{gathered} 0.195 \\ (0.018) \end{gathered}$ | 0.003 | GEV |
| $s=10$ |  |  |  |  |  |  |  |  |  |  |
| 1. (01/01/80-10/08/82) | 137 | $\begin{gathered} 0.003 \\ (4.12 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.004 \\ (3.61 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.214 \\ & (0.084) \end{aligned}$ | 0.000 | $\begin{gathered} -0.004 \\ (4.94 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (2.69 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.315 \\ (0.079) \end{gathered}$ | 0.003 | GL |
| 2. (10/09/82-07/27/85) | 137 | $\begin{gathered} 0.003 \\ (3.07 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (2.62 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.177 \\ & (0.079) \end{aligned}$ | 0.001 | $\begin{gathered} -0.004 \\ (3.58 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.002 \\ (1.93 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.289 \\ (0.073) \end{gathered}$ | 0.009 | GL |
| 3. (07/27/85-04/18/88) | 137 | $\begin{gathered} 0.006 \\ (4.83 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.005 \\ (4.26 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.221 \\ & (0.085) \end{aligned}$ | 0.297 | $\begin{gathered} -0.008 \\ (5.82 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.004 \\ (3.18 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.320 \\ (0.080) \end{gathered}$ | 0.169 | GEV |
| 4. (04/19/88-01/09/91) | 137 | $\begin{gathered} 0.004 \\ (3.40 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.004 \\ (2.53 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.055 \\ (0.062) \end{gathered}$ | 0.043 | $\begin{gathered} -0.005 \\ (3.45 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.002 \\ (1.70 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.135 \\ (0.051) \end{gathered}$ | 0.304 | GL |
| 5. (01/10/91-09/16/03) | 137 | $\begin{gathered} 0.004 \\ (2.70 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (2.27 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.159 \\ & (0.076) \end{aligned}$ | 0.192 | $\begin{gathered} -0.005 \\ (3.11 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.002 \\ (1.67 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.276 \\ (0.070) \end{gathered}$ | 0.076 | GEV |
| 6. (09/17/93-05/16/96) | 137 | $\begin{gathered} 0.006 \\ (4.32 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.005 \\ (3.14 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.122 \\ (0.061) \end{gathered}$ | 0.087 | $\begin{gathered} -0.008 \\ (4.23 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (2.05 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.094 \\ (0.048) \end{gathered}$ | 0.480 | GL |
| 7. (05/17/96-01/26/99) | 137 | $\begin{gathered} 0.007 \\ (4.02 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.004 \\ (3.21 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.084 \\ & (0.069) \end{aligned}$ | 0.443 | $\begin{gathered} -0.008 \\ (4.42 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (2.29 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.225 \\ (0.061) \end{gathered}$ | 0.273 | GEV |
| 8. (01/27/99-09/18/01) | 137 | $\begin{gathered} 0.007 \\ (5.08 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.005 \\ (3.70 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.111 \\ (0.061) \end{gathered}$ | 0.810 | $\begin{gathered} -0.009 \\ (5.00 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (2.43 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.101 \\ (0.049) \end{gathered}$ | 0.158 | GEV |
| 9. (09/19/01-05/13/04) | 137 | $\begin{gathered} 0.009 \\ (5.16 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.005 \\ (3.79 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.088 \\ (0.061) \end{gathered}$ | 0.501 | $\begin{gathered} -0.011 \\ (5.14 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (2.52 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.115 \\ (0.050) \end{gathered}$ | 0.676 | GL |
| 10. (05/14/04-12/29/06) | 136 | $\begin{gathered} 0.008 \\ (5.17 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.005 \\ (3.68 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.210 \\ (0.061) \end{gathered}$ | 0.667 | $\begin{gathered} -0.010 \\ (4.82 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (2.31 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.042 \\ (0.047) \end{gathered}$ | 0.736 | GL |

TABLE 4 Continued.

| Subperiods (s) | $N$ | GEV parameter estimates |  |  |  | GL parameter estimates |  |  |  | Better fit |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\beta_{s}$ | $\alpha_{s}$ | $\kappa_{s}$ | AD $p$-value | $\beta_{s}$ | $\alpha_{s}$ | $\kappa_{s}$ | AD $p$-value |  |
| $s=27$ |  |  |  |  |  |  |  |  |  |  |
| 1. (01/01/80-01/12/81) | 51 | $\begin{gathered} 0.002 \\ (6.67 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.004 \\ (6.66 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.358 \\ & (0.199) \end{aligned}$ | 0.001 | $\begin{gathered} -0.004 \\ (9.27 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (4.92 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.421 \\ (0.214) \end{gathered}$ | 0.003 | GL |
| 2. (01/13/81-01/27/82) | 51 | $\begin{gathered} 0.003 \\ (6.85 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.004 \\ (5.81 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.169 \\ & (0.127) \end{aligned}$ | 0.002 | $\begin{gathered} -0.004 \\ (7.96 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (4.27 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.283 \\ (0.117) \end{gathered}$ | 0.011 | GL |
| 3. (01/28/82-02/02/83) | 51 | $\begin{gathered} 0.004 \\ (6.56 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.004 \\ (5.40 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.128 \\ & (0.120) \end{aligned}$ | 0.505 | $\begin{gathered} -0.006 \\ (7.42 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (3.92 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.255 \\ (0.108) \end{gathered}$ | 0.591 | GL |
| 4. (02/03/83-02/20/84) | 51 | $\begin{gathered} 0.002 \\ (4.02 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.002 \\ (3.44 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.183 \\ & (0.130) \end{aligned}$ | 0.002 | $\begin{gathered} -0.003 \\ (4.72 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.002 \\ (2.55 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.293 \\ (0.121) \end{gathered}$ | 0.016 | GL |
| 5. (02/2 1/84-03/1 1/85) | 51 | $\begin{gathered} 0.003 \\ (5.40 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (4.50 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.146 \\ & (0.123) \end{aligned}$ | 0.010 | $\begin{gathered} -0.004 \\ (6.17 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.002 \\ (3.29 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.267 \\ (0.112) \end{gathered}$ | 0.034 | GL |
| 6. (03/12/85-03/20/86) | 51 | $\begin{gathered} 0.005 \\ (5.72 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.004 \\ (4.81 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.158 \\ & (0.125) \end{aligned}$ | 0.161 | $\begin{gathered} -0.007 \\ (6.60 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (3.53 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.275 \\ (0.114) \end{gathered}$ | 0.139 | GEV |
| 7. (03/2 1/86-03/23/87) | 51 | $\begin{gathered} 0.006 \\ (1.06 \mathrm{E}-03) \end{gathered}$ | $\begin{gathered} 0.007 \\ (8.77 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.139 \\ & (0.122) \end{aligned}$ | 0.058 | $\begin{gathered} -0.009 \\ (1.20 \mathrm{E}-03) \end{gathered}$ | $\begin{gathered} 0.005 \\ (6.39 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.262 \\ (0.110) \end{gathered}$ | 0.050 | GEV |
| 8. (03/24/87-03/25/88) | 51 | $\begin{gathered} 0.005 \\ (6.47 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.004 \\ (6.05 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.291 \\ & (0.162) \end{aligned}$ | 0.123 | $\begin{gathered} -0.007 \\ (8.26 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (4.55 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.371 \\ (0.162) \end{gathered}$ | 0.431 | GL |
| 9. (03/26/88-03/31/89) | 51 | $\begin{gathered} 0.003 \\ (4.40 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (3.46 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.055 \\ & (0.110) \end{aligned}$ | 0.359 | $\begin{gathered} -0.005 \\ (4.76 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.002 \\ (2.44 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.206 \\ (0.096) \end{gathered}$ | 0.391 | GL |
| 10. (04/01/89-04/09/90) | 51 | $\begin{gathered} 0.004 \\ (6.66 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.004 \\ (4.79 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.153 \\ (0.099) \end{gathered}$ | 0.095 | $\begin{gathered} -0.005 \\ (6.40 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (3.09 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.075 \\ (0.078) \end{gathered}$ | 0.520 | GL |
| 11. (04/10/90-04/11/91) | 51 | $\begin{gathered} 0.004 \\ (5.72 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.004 \\ (4.41 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.021 \\ & (0.107) \end{aligned}$ | 0.190 | $\begin{gathered} -0.006 \\ (6.06 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.002 \\ (3.07 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & 0.183 \\ & (0.091) \end{aligned}$ | 0.394 | GL |
| 12. (04/12/91-04/10/92) | 51 | $\begin{gathered} 0.003 \\ (3.37 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.002 \\ (2.41 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.178 \\ (0.099) \end{gathered}$ | 0.025 | $\begin{gathered} -0.004 \\ (3.19 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.001 \\ (1.54 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.061 \\ (0.077) \end{gathered}$ | 0.018 | GEV |

TABLE 4 Continued.

|  |  | GEV parameter estimates |  |  |  | GL parameter estimates |  |  |  | Better fit |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Subperiods (s) | $N$ | $\beta_{s}$ | $\alpha_{s}$ | $\kappa_{s}$ | AD $p$-value | $\beta_{s}$ | $\alpha_{s}$ | $\kappa_{s}$ | AD $p$-value |  |
| 13. (04/11/92-04/14/93) | 51 | $\begin{gathered} 0.004 \\ (4.98 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (4.28 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & \hline-0.188 \\ & (0.131) \end{aligned}$ | 0.016 | $\begin{gathered} -0.005 \\ (5.86 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.002 \\ (3.17 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.297 \\ (0.122) \end{gathered}$ | 0.023 | GL |
| 14. (02/15/93-04/12/94) | 51 | $\begin{gathered} 0.005 \\ (6.21 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.004 \\ (4.68 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.027 \\ (0.103) \end{gathered}$ | 0.246 | $\begin{gathered} -0.007 \\ (6.40 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (3.19 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.153 \\ (0.086) \end{gathered}$ | 0.728 | GL |
| 15. (04/13/94-04/06/95) | 51 | $\begin{gathered} 0.007 \\ (9.13 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.006 \\ (6.52 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.185 \\ (0.099) \end{gathered}$ | 0.165 | $\begin{gathered} -0.009 \\ (8.63 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (4.14 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.056 \\ (0.077) \end{gathered}$ | 0.414 | GL |
| 16. (04/07/95-04/02/96) | 51 | $\begin{gathered} 0.007 \\ (4.90 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (3.66 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.042 \\ (0.102) \end{gathered}$ | 0.754 | $\begin{gathered} -0.008 \\ (5.01 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.002 \\ (2.48 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.143 \\ (0.085) \end{gathered}$ | 0.814 | GL |
| 17. (04/03/96-04/04/97) | 51 | $\begin{gathered} 0.007 \\ (5.06 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (3.98 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.056 \\ & (0.110) \end{aligned}$ | 0.248 | $\begin{gathered} -0.008 \\ (5.48 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.002 \\ (2.81 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.206 \\ (0.096) \end{gathered}$ | 0.157 | GEV |
| 18. (04/05/97-04/08/98) | 51 | $\begin{gathered} 0.007 \\ (5.77 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.004 \\ (4.13 E-04) \end{gathered}$ | $\begin{gathered} 0.179 \\ (0.099) \end{gathered}$ | 0.384 | $\begin{gathered} -0.008 \\ (5.47 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.002 \\ (2.63 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.060 \\ (0.077) \end{gathered}$ | 0.494 | GL |
| 19. (04/09/98-04/07/99) | 51 | $\begin{gathered} 0.007 \\ (9.85 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.006 \\ (7.64 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.031 \\ & (0.108) \end{aligned}$ | 0.030 | $\begin{gathered} -0.010 \\ (1.05 \mathrm{E}-03) \end{gathered}$ | $\begin{gathered} 0.004 \\ (5.34 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.190 \\ (0.093) \end{gathered}$ | 0.031 | GL |
| 20. (04/08/99-03/31/00) | 51 | $\begin{gathered} 0.010 \\ (9.65 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.006 \\ (6.88 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.198 \\ (0.099) \end{gathered}$ | 0.673 | $\begin{gathered} -0.012 \\ (9.06 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.004 \\ (4.34 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.049 \\ (0.076) \end{gathered}$ | 0.620 | GEV |
| 21. (04/01/00-03/27/01) | 51 | $\begin{gathered} 0.005 \\ (6.17 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.004 \\ (4.54 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.080 \\ (0.101) \end{gathered}$ | 0.709 | $\begin{gathered} -0.007 \\ (6.17 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.002 \\ (3.02 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.119 \\ (0.082) \end{gathered}$ | 0.528 | GEV |
| 22. (03/28/01-03/25/02) | 51 | $\begin{gathered} 0.006 \\ (7.93 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.005 \\ (5.84 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.081 \\ (0.101) \end{gathered}$ | 0.224 | $\begin{gathered} -0.008 \\ (7.93 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (3.89 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.119 \\ (0.082) \end{gathered}$ | 0.267 | GL |
| 23. (03/26/02-03/19/03) | 51 | $\begin{gathered} 0.010 \\ (7.58 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.005 \\ (5.36 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.303 \\ (0.102) \end{gathered}$ | 0.354 | $\begin{gathered} -0.011 \\ (6.73 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (3.21 \mathrm{E}-04) \end{gathered}$ | $\begin{aligned} & -0.011 \\ & (0.075) \end{aligned}$ | 0.226 | GEV |
| 24. (03/20/03-03/10/04) | 51 | $\begin{gathered} 0.010 \\ (9.10 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.006 \\ (6.83 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.033 \\ (0.103) \end{gathered}$ | 0.432 | $\begin{gathered} -0.012 \\ (9.34 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.004 \\ (4.64 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.149 \\ (0.086) \end{gathered}$ | 0.463 | GL |

TABLE 4 Continued.

| Subperiods (s) | $N$ | GEV parameter estimates |  |  |  | GL parameter estimates |  |  |  | Better fit |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\beta_{s}$ | $\alpha_{s}$ | $\kappa_{s}$ | AD $p$-value | $\beta_{s}$ | $\alpha_{s}$ | $\kappa_{s}$ | AD $p$-value |  |
| 25. (03/11/04-03/03/05) | 51 | $\begin{gathered} 0.008 \\ (7.97 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.005 \\ (5.64 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.310 \\ (0.102) \end{gathered}$ | 0.714 | $\begin{gathered} -0.010 \\ (7.06 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (3.37 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} -0.014 \\ (0.075) \end{gathered}$ | 0.735 | GL |
| 26. (03/04/05-02/24/06) | 51 | $\begin{gathered} 0.009 \\ (8.67 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.006 \\ (6.26 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.137 \\ (0.099) \end{gathered}$ | 0.774 | $\begin{gathered} -0.011 \\ (8.40 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (4.07 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.085 \\ (0.079) \end{gathered}$ | 0.807 | GL |
| 27. (02/25/06-12/29/06) | 43 | $\begin{gathered} 0.006 \\ (8.56 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.005 \\ (6.09 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.213 \\ (0.108) \end{gathered}$ | 0.571 | $\begin{gathered} -0.008 \\ (7.97 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.003 \\ (3.81 \mathrm{E}-04) \end{gathered}$ | $\begin{gathered} 0.040 \\ (0.083) \end{gathered}$ | 0.635 | GL |

[^8] of extreme observations in each subperiod $s$, and $\beta_{s}, \alpha_{s}$ and $\kappa_{s}$ denote the location, scale and shape parameters, respectively.

FIGURE 4 CAC-DS daily returns lower tail fitted by the normal, GEV and GL distributions.


Note: This diagram illustrates the empirical distribution function (in log scale) of the CAC-DS index daily returns and the fit that the cdfs of the normal, GEV and GL distributions provide over the period 02/28/01 to 02/28/02.
standard errors are low for the location and scale but rather large for the shape parameter; in general, the larger the dataset fitted the smaller the standard errors that can be attributed to the larger number of observations.

## 5 ESTIMATING VALUE-AT-RISK USING EXTREME VALUE THEORY

VaR estimates for the CAC-DS, CRB and German bond indexes daily returns were derived from lower quantiles of the distribution of extremes using the parameter estimates associated with the GEV and GL distributions. For the CAC-DS and CRB indexes the 30 subdivisions and for the German bond the 27 subdivisions of the weekly extremes time series were chosen to allow the parameters to change relatively frequently; about every year (static approach). However, the indication that the nature of extremes distribution is time variant suggests that more frequent updating of parameters might be more realistic. Consequently the parameters for the weekly minima were also estimated using moving windows of lengths 50,

100, 200 and 300 (moving window approach). ${ }^{9,10}$ The set of confidence levels used comprise $97.50 \%, 99.00 \%, 99.50 \%, 99.75 \%$ and $99.90 \%$. For comparison, VaR estimates generated by traditional methods such as VC, HS, EWMA and Monte Carlo simulation based on the normal distribution were also derived. For these methods $250,500,1,000$ and 1,500 past daily returns were used for model calibration. ${ }^{11}$ In order to examine the performance of each approach the results were out-of-sample backtested over the period January 2, 1987 to December 31, 1991; this period contains some of the largest negative daily returns in all three markets. In addition, this period is of large enough size ( $1,267,1,275$ and 1,260 daily returns for the CAC-DS, CRB and German bond indexes, respectively), to be considered adequate for statistical evaluation. Tables 5, 6 and 7 contain the VaR backtesting results for the CAC-DS, CRB and German bond indexes, respectively, which are presented in terms of the number of VaR forecasts violations by the actual returns followed by the corresponding Kupiec and Christoffersen test statistic $p$-values.

For the CAC-DS index the time period January 2, 1987 to January 2, 1992 is a rather volatile one (standard deviation is $1.18 \%$ ) with negative skewness ( -1.109 ) and high kurtosis (12.893). Unsurprisingly, the VC method underestimated risk by a considerable amount since it gave more violations than would be expected from an accurately calibrated model; however, the underestimation was not very severe at the $97.50 \%$ confidence level but it became worse as we moved further into the lower tail. The inability of this model to adequately describe the tails of the returns distribution is rather serious; for example, at the $99.90 \%$ confidence level only

[^9]TABLE 5 CAC-DS index daily VaR backtesting for the period January 2, 1987 to December 31, 1991.

| Actual daily returns Confidence level Expected | 1,267 $97.50 \%$ | 99.00\% | 99.50\% | 99.75\% | 99.90\% |  | Kupie | c's test st | tatistic |  |  | Christofe | sen's tes | t statistic |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| violations | 32 | 13 | 6 | 3 | 1 | 97.50\% | 99.00\% | 99.50\% | 99.75\% | 99.90\% | 97.50\% | 99.00\% | 99.50\% | 99.75\% | 99.90\% |
| VC250 | 40 | 26 | 22 | 16 | 12 | 0.150 | 0.001 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| VC500 | 35 | 22 | 18 | 15 | 14 | 0.556 | 0.017 | 0.000 | 0.000 | 0.000 | 0.000 | 0.001 | 0.000 | 0.000 | 0.000 |
| VC1000 | 35 | 23 | 16 | 13 | 10 | 0.556 | 0.009 | 0.001 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| VC1500 | 35 | 26 | 19 | 15 | 12 | 0.556 | 0.001 | 0.000 | 0.000 | 0.000 | 0.008 | 0.000 | 0.000 | 0.000 | 0.000 |
| HS250 | 31 | 10 | 3 | N/A | N/A | 0.903 | 0.434 | 0.139 | N/A | N/A | 0.000 | 0.680 | 0.332 | N/A | N/A |
| HS500 | 29 | 15 | 5 | 2 | N/A | 0.625 | 0.523 | 0.581 | 0.481 | N/A | 0.000 | 0.002 | 0.842 | 0.778 | N/A |
| HS1000 | 37 | 12 | 8 | 3 | 1 | 0.350 | 0.849 | 0.524 | 0.924 | 0.805 | 0.000 | 0.876 | 0.776 | 0.988 | 0.969 |
| HS1500 | 37 | 16 | 9 | 3 | 1 | 0.350 | 0.366 | 0.318 | 0.924 | 0.805 | 0.010 | 0.286 | 0.570 | 0.988 | 0.969 |
| EWMA250 | 31 | 20 | 17 | 15 | 11 | 0.903 | 0.056 | 0.000 | 0.000 | 0.000 | 0.000 | 0.002 | 0.000 | 0.000 | 0.000 |
| EWMA500 | 31 | 20 | 16 | 13 | 10 | 0.903 | 0.056 | 0.001 | 0.000 | 0.000 | 0.003 | 0.002 | 0.000 | 0.000 | 0.000 |
| EWMA1000 | 34 | 23 | 17 | 13 | 11 | 0.679 | 0.009 | 0.000 | 0.000 | 0.000 | 0.006 | 0.001 | 0.000 | 0.000 | 0.000 |
| EWMA1500 | 33 | 23 | 18 | 13 | 11 | 0.813 | 0.009 | 0.000 | 0.000 | 0.000 | 0.005 | 0.001 | 0.000 | 0.000 | 0.000 |
| MCS250 | 42 | 27 | 25 | 17 | 10 | 0.077 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| MCS500 | 38 | 23 | 18 | 16 | 13 | 0.270 | 0.009 | 0.000 | 0.000 | 0.000 | 0.000 | 0.001 | 0.000 | 0.000 | 0.000 |
| MCS1000 | 37 | 24 | 17 | 13 | 11 | 0.350 | 0.004 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| MCS1500 | 37 | 27 | 19 | 16 | 11 | 0.350 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| EVT-static |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| GL-static-W30 | 53 | 24 | 11 | 7 | 1 | 0.001 | 0.005 | 0.096 | 0.065 | 0.800 | 0.000 | 0.000 | 0.054 | 0.176 | 0.968 |
| GEV-static-W30 | 51 | 23 | 11 | 9 | 3 | 0.002 | 0.010 | 0.096 | 0.008 | 0.194 | 0.001 | 0.004 | 0.054 | 0.027 | 0.427 |

TABLE 5 Continued.

| Actual daily returns Confidence level | 1,267 $97.50 \%$ | 99.00\% | 99.50\% | 99.75\% | 99.90\% |  | Kupie | 's test st | atistic |  |  | Christofe | sen's tes | statistic |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| violations | 32 | 13 | 6 | 3 | 1 | 97.50\% | 99.00\% | 99.50\% | 99.75\% | 99.90\% | 97.50\% | 99.00\% | 99.50\% | 99.75\% | 99.90\% |
| EVT-moving window |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| GL-MW-W50 | 47 | 25 | 9 | 8 | 2 | 0.010 | 0.002 | 0.318 | 0.023 | 0.548 | 0.000 | 0.000 | 0.570 | 0.071 | 0.832 |
| GL-MW-W100 | 47 | 19 | 11 | 7 | 1 | 0.010 | 0.096 | 0.093 | 0.063 | 0.805 | 0.000 | 0.002 | 0.053 | 0.172 | 0.969 |
| GL-MW-W200 | 40 | 16 | 11 | 7 | 1 | 0.150 | 0.366 | 0.093 | 0.063 | 0.805 | 0.000 | 0.033 | 0.221 | 0.172 | 0.969 |
| GL-MW-W300 | 45 | 20 | 12 | 8 | 1 | 0.024 | 0.056 | 0.045 | 0.023 | 0.805 | 0.000 | 0.000 | 0.119 | 0.071 | 0.969 |
| GEV-MW-W50 | 42 | 22 | 9 | 8 | 3 | 0.077 | 0.017 | 0.318 | 0.023 | 0.191 | 0.000 | 0.001 | 0.570 | 0.071 | 0.423 |
| GEV-MW-W100 | 41 | 17 | 11 | 7 | 1 | 0.108 | 0.245 | 0.093 | 0.063 | 0.805 | 0.000 | 0.002 | 0.053 | 0.172 | 0.969 |
| GEV-MW-W200 | 39 | 16 | 11 | 8 | 1 | 0.203 | 0.366 | 0.093 | 0.023 | 0.805 | 0.000 | 0.033 | 0.221 | 0.071 | 0.969 |
| GEV-MW-W300 | 44 | 19 | 12 | $\bigcirc$ | 3 | 0.036 | 0.096 | 0.045 | 0.007 | 0.191 | 0.000 | 0.002 | 0.119 | 0.026 | 0.423 |

[^10]one violation was expected but the VC method provided 10 to 14 violations. ${ }^{12}$ The HS method, on the other hand, provided much better results, especially at high confidence levels where the p-values of both the Kupiec and Christoffersen test statistics were acceptable. As the number of past daily returns used increased, the HS provided very good results at the higher confidence levels of $99.75 \%$ and $99.90 \%$, although its accuracy decreased at lower confidence levels. Finally, the EWMA and MCS methods were the least accurate models at all confidence levels, with the exception of the EWMA method at the $97.50 \%$ confidence level. This was probably because the EWMA tends to react quickly to volatility changes but only after the event, while for the MCS it is probable that the normal distribution was not a good model for the daily returns over this time period.

The VaR results generated using EVT methods were examined next, starting with the static approach. It is noticeable that both the GEV and GL distributions underestimated risk with more violations being recorded than would be expected at all confidence levels with the exception of the $99.90 \%$. A possible explanation is that volatility was changing quickly during this time period while the parameters of the distributions were changing only once every year and so the parameters did not adequately reflect current market conditions. The moving window approach was slightly better than the static approach with the GL performing a little better than the GEV distribution. Overall, the only substantial advantage that accrued from the use of the GEV and GL distributions was the accurate prediction of the tail event at the $99.90 \%$ confidence level.

The distribution of the CRB index daily returns over the time period under examination was not very volatile (standard deviation was $0.60 \%$ ) with rather low skewness ( -0.353 ) and kurtosis (2.234). As can be seen in Table 6, the VC model was seriously inaccurate at higher confidence levels regardless of the number of past returns used. For example, at the $99.75 \%$ confidence level the expected number of VaR violations was three but 11 to 14 were observed. The HS method tended to provide accurate VaR estimates at the $97.50 \%$ and $99.00 \%$ confidence levels when 250 and 500 past daily returns were used but this method did not capture all VaR excesses at the $99.90 \%$ confidence level regardless of the number of past returns used. The three VaR violations at the $99.90 \%$ confidence level when 1,000 past returns were used correspond to the negative returns of $-2.02 \%$ (May 18, 1987), $-2.85 \%$ (June 22, 1987) and $-3.25 \%$ (July 26, 1988) which can be very important if we consider that the CRB index is used as an underlying asset for futures and options contracts. The EWMA, on the other hand, was not particularly accurate at any confidence level. As can be expected, the performance of the MCS method was also poor, especially at high confidence levels which could be attributed to the inability of the normal distribution to provide good

[^11]TABLE 6 CRB commodities continuous index daily VaR backtesting for the period January 2, 1987 to December 31, 1991.

| Actual daily returns Confidence level Expected | 1,275 $97.50 \%$ | 99.00\% | 99.50\% | 99.75\% | 99.90\% |  | Kupie | c's test st | tatistic |  |  | Christofe | sen's tes | statistic |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| violations | 32 | 13 | 6 | 3 | 1 | 97.50\% | 99.00\% | 99.50\% | 99.75\% | 99.90\% | 97.50\% | 99.00\% | 99.50\% | 99.75\% | 99.90\% |
| VC250 | 48 | 20 | 15 | 14 | 12 | 0.007 | 0.060 | 0.004 | 0.000 | 0.000 | 0.003 | 0.103 | 0.006 | 0.000 | 0.000 |
| VC500 | 46 | 22 | 16 | 13 | 9 | 0.017 | 0.018 | 0.001 | 0.000 | 0.000 | 0.001 | 0.010 | 0.003 | 0.000 | 0.000 |
| VC1000 | 42 | 23 | 17 | 11 | 8 | 0.083 | 0.010 | 0.000 | 0.001 | 0.000 | 0.037 | 0.006 | 0.001 | 0.001 | 0.000 |
| VC1500 | 44 | 22 | 18 | 12 | 9 | 0.040 | 0.018 | 0.000 | 0.000 | 0.000 | 0.026 | 0.010 | 0.000 | 0.000 | 0.000 |
| HS250 | 32 | 12 | 9 | N/A | N/A | 0.982 | 0.831 | 0.327 | N/A | N/A | 0.028 | 0.872 | 0.580 | N/A | N/A |
| HS500 | 32 | 13 | 10 | 6 | N/A | 0.982 | 0.944 | 0.184 | 0.160 | N/A | 0.509 | 0.873 | 0.382 | 0.363 | N/A |
| HS1000 | 35 | 15 | 8 | 6 | 3 | 0.581 | 0.538 | 0.535 | 0.160 | 0.194 | 0.191 | 0.317 | 0.784 | 0.363 | 0.427 |
| HS1500 | 36 | 20 | 9 | 5 | 2 | 0.468 | 0.060 | 0.327 | 0.348 | 0.553 | 0.049 | 0.019 | 0.090 | 0.632 | 0.836 |
| EWMA250 | 39 | 23 | 18 | 15 | 10 | 0.217 | 0.010 | 0.000 | 0.000 | 0.000 | 0.458 | 0.006 | 0.000 | 0.000 | 0.000 |
| EWMA500 | 39 | 23 | 18 | 15 | 10 | 0.217 | 0.010 | 0.000 | 0.000 | 0.000 | 0.458 | 0.006 | 0.000 | 0.000 | 0.000 |
| EWMA1000 | 39 | 23 | 18 | 15 | 10 | 0.217 | 0.010 | 0.000 | 0.000 | 0.000 | 0.458 | 0.006 | 0.000 | 0.000 | 0.000 |
| EWMA1500 | 39 | 23 | 18 | 15 | 10 | 0.217 | 0.010 | 0.000 | 0.000 | 0.000 | 0.458 | 0.006 | 0.000 | 0.000 | 0.000 |
| MCS250 | 50 | 22 | 17 | 14 | 12 | 0.003 | 0.018 | 0.000 | 0.000 | 0.000 | 0.002 | 0.010 | 0.001 | 0.000 | 0.000 |
| MCS500 | 44 | 22 | 18 | 13 | 9 | 0.040 | 0.018 | 0.000 | 0.000 | 0.000 | 0.021 | 0.001 | 0.000 | 0.000 | 0.000 |
| MCS1000 | 40 | 23 | 17 | 11 | 8 | 0.161 | 0.010 | 0.000 | 0.001 | 0.000 | 0.002 | 0.006 | 0.011 | 0.004 | 0.000 |
| MCS1500 | 42 | 22 | 18 | 13 | 8 | 0.083 | 0.018 | 0.000 | 0.000 | 0.000 | 0.037 | 0.010 | 0.000 | 0.00 | 0.000 |
| EVT-static |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| GL-static-W30 | 38 | 18 | 11 | 6 | 0 | 0.286 | 0.164 | 0.096 | 0.160 | 0.110 | 0.179 | 0.029 | 0.228 | 0.363 | 0.279 |
| GEV-static-W30 | 32 | 17 | 12 | 7 | 1 | 0.982 | 0.255 | 0.047 | 0.065 | 0.800 | 0.509 | 0.033 | 0.123 | 0.176 | 0.968 |

TABLE 6 Continued.

| Actual daily returns Confidence level Expected | 1,275 $97.50 \%$ | 99.00\% | 99.50\% | 99.75\% | 99.90\% |  | Kupie | c's test st | tatistic |  |  | Christofer | sen's tes | statistic |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| violations | 32 | 13 | 6 | 3 | 1 | 97.50\% | 99.00\% | 99.50\% | 99.75\% | 99.90\% | 97.50\% | 99.00\% | 99.50\% | 99.75\% | 99.90\% |
| EVT-moving window |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| GL-MW-W50 | 43 | 15 | 13 | 8 | 0 | 0.058 | 0.538 | 0.021 | 0.024 | 0.110 | 0.009 | 0.317 | 0.061 | 0.074 | 0.279 |
| GL-MW-W100 | 43 | 15 | 10 | 6 | 0 | 0.058 | 0.538 | 0.184 | 0.160 | 0.110 | 0.144 | 0.014 | 0.325 | 0.363 | 0.279 |
| GL-MW-W200 | 40 | 15 | 9 | 6 | 0 | 0.161 | 0.538 | 0.327 | 0.160 | 0.110 | 0.010 | 0.296 | 0.095 | 0.363 | 0.279 |
| GL-MW-W300 | 41 | 18 | 10 | 7 | 0 | 0.117 | 0.164 | 0.184 | 0.065 | 0.110 | 0.509 | 0.044 | 0.325 | 0.210 | 0.279 |
| GEV-MW-W50 | 37 | 15 | 13 | 9 | 1 | 0.370 | 0.538 | 0.021 | 0.008 | 0.800 | 0.010 | 0.317 | 0.061 | 0.027 | 0.968 |
| GEV-MW-W100 | 41 | 15 | 11 | 7 | 0 | 0.117 | 0.538 | 0.096 | 0.065 | 0.110 | 0.475 | 0.147 | 0.189 | 0.210 | 0.279 |
| GEV-MW-W200 | 38 | 14 | 9 | 6 | 1 | 0.286 | 0.729 | 0.327 | 0.160 | 0.800 | 0.009 | 0.191 | 0.095 | 0.363 | 0.968 |
| GEV-MW-W300 | 38 | 17 | 10 | 7 | 2 | 0.286 | 0.255 | 0.184 | 0.065 | 0.553 | 0.699 | 0.044 | 0.325 | 0.210 | 0.836 |

Note: This table contains the number of VaR violations by the actual daily returns as well as the $p$-values of the Kupiec and Christoffersen test statistics. The Kupiec test assesses whether the number of the VaR violations by the actual returns over the corresponding time period is too many or too few, while the Christoffersen test also assesses whether the violations occurred in clusters. For the VC, HS, MCS and the EWMA methods $250,500,1,000$ and 1,500 past daily returns were used for calibration. In order for the EWMA method to effectively use $250,500,1,000$ and 1,500 past daily returns the parameter $\lambda$ was set equal to $0.996,0.998,0.999$ and 0.9993333332 , respectively. For the Monte Carlo simulation method the normal distribution was assumed and 10,000 random scenarios were generated. The heading EVT-static contains the results derived using parameter estimates for the weekly minima divided into 30 subperiods. The heading EVT-moving window contains the VaR results when a moving window of length $50,100,200$ and 300 weekly minima were used.
descriptions of the daily returns distribution. The performance of the GEV and GL distributions based on either the static or moving window approaches was accurate only at the $99.90 \%$ confidence level since at all other confidence levels the number of VaR violations were greater than expected.

An examination of Table 7, which contains the VaR results for the German bond, reveals similar patterns with respect to the ability of the VaR models used in this study to provide accurate VaR forecasts. In particular, the VC method is inaccurate at all confidence levels except the $99.00 \%$, where 13 VaR violations were expected and the VC provided 12 to 14 . However, the low $p$-values of the Christoffersen test statistic imply that these violations occurred in clusters. The HS performs rather well deep into the tails of the returns distribution where only one violation occurred; however, at least 1,000 past returns are needed for such an accurate prediction. The EWMA method also performed rather well at the $99.90 \%$ but it was very inaccurate at the other confidence levels. The MCS was again very inaccurate at all confidence levels mainly due to the inaccurate assumption that daily returns follow a normal distribution. Probably, the most accurate VaR predictions of the extreme events came from the EVT method. In particular, the events that correspond to the $99.75 \%$ and $99.90 \%$ confidence levels were predicted quite well by both the GL and GEV distributions, with the GL being slightly better at the $99.75 \%$ confidence level.

In summary, EVT-based VaR estimates were found to be more accurate at high confidence levels compared with methods that assume that returns are normally distributed. The only other method which performed well was the HS; however, for estimates deep into the tail of the returns distribution, data availability might be an issue. At low confidence levels, EVT-based VaR did not offer any benefits over less sophisticated methods but this is to be anticipated since EVT focuses on the tails of the returns distribution and not its central part.

## 6 IMPLICATIONS FOR REGULATORS AND FINANCIAL INSTITUTIONS

The fundamental objectives of financial regulators and financial institutions are quite different. Regulators are mainly interested in reinforcing the stability of the financial system and, therefore, would tend to favor the most conservative VaR model: the one which results in the highest MCR. On the other hand, the profitability of financial firms is directly linked to the use of VaR models since the MCR is non-investable capital. Therefore, as Danielson et al (2001) argued, investment banks have incentives to favor VaR models that result in lower MCR, thus exposing financial firms to the really ruinous events located deep into the tail of the returns distribution. According to the Basel Committee on Banking Supervision (1996), a financial institution can choose between the standard approach proposed by the Bank for International Settlements (BIS) and their internal VaR model when calculating MCR. However, for those who choose to use in-house models, regulators require that VaR estimates should be multiplied by a factor of at least three. Based on the backtesting evaluation of a bank's VaR model, BIS may increase the multiplier further by an increment between
TABLE 7 German 10 year benchmark bond daily VaR backtesting for the period January 2, 1987 to December 31, 1991.

| Actual daily returns Confidence level Expected | 1,260 $97.50 \%$ | 99.00\% | 99.50\% | 99.75\% | 99.90\% |  | Kupie | 's test st | atistic |  |  | Christofe | sen's tes | t statistic |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| violations | 32 | 13 | 6 | 3 | 1 | 97.50\% | 99.00\% | 99.50\% | 99.75\% | 99.90\% | 97.50\% | 99.00\% | 99.50\% | 99.75\% | 99.90\% |
| VC250 | 23 | 12 | 8 | 8 | 4 | 0.107 | 0.864 | 0.515 | 0.022 | 0.052 | 0.001 | 0.015 | 0.768 | 0.069 | 0.150 |
| VC500 | 20 | 14 | 11 | 8 | 4 | 0.026 | 0.697 | 0.090 | 0.022 | 0.052 | 0.000 | 0.027 | 0.215 | 0.069 | 0.150 |
| VC1000 | 18 | 14 | 11 | 7 | 5 | 0.008 | 0.697 | 0.090 | 0.062 | 0.012 | 0.002 | 0.027 | 0.003 | 0.015 | 0.042 |
| VC1500 | 23 | 13 | 12 | 8 | 6 | 0.107 | 0.910 | 0.043 | 0.022 | 0.002 | 0.001 | 0.022 | 0.002 | 0.000 | 0.001 |
| HS250 | 19 | 7 | 4 | N/A | N/A | 0.015 | 0.083 | 0.325 | N/A | N/A | 0.005 | 0.215 | 0.608 | N/A | N/A |
| HS500 | 22 | 9 | 5 | 3 | N/A | 0.070 | 0.283 | 0.590 | 0.932 | N/A | 0.032 | 0.526 | 0.848 | 0.989 | N/A |
| HS1000 | 17 | 5 | 2 | 1 | 1 | 0.004 | 0.014 | 0.045 | 0.156 | 0.810 | 0.001 | 0.049 | 0.133 | 0.366 | 0.971 |
| HS1500 | 16 | 4 | 2 | 1 | 1 | 0.002 | 0.004 | 0.045 | 0.156 | 0.810 | 0.000 | 0.017 | 0.133 | 0.366 | 0.971 |
| EWMA250 | 33 | 21 | 12 | 7 | 2 | 0.788 | 0.030 | 0.043 | 0.062 | 0.544 | 0.954 | 0.066 | 0.115 | 0.168 | 0.829 |
| EWMA500 | 33 | 21 | 12 | 7 | 2 | 0.788 | 0.030 | 0.043 | 0.062 | 0.544 | 0.954 | 0.066 | 0.115 | 0.168 | 0.829 |
| EWMA1000 | 33 | 21 | 12 | 7 | 2 | 0.788 | 0.030 | 0.043 | 0.062 | 0.544 | 0.954 | 0.066 | 0.115 | 0.168 | 0.829 |
| EWMA1500 | 33 | 21 | 12 | 7 | 2 | 0.788 | 0.030 | 0.043 | 0.062 | 0.544 | 0.954 | 0.066 | 0.115 | 0.168 | 0.829 |
| MCS250 | 24 | 13 | 9 | 7 | 6 | 0.158 | 0.910 | 0.311 | 0.062 | 0.002 | 0.001 | 0.022 | 0.561 | 0.168 | 0.009 |
| MCS500 | 26 | 14 | 11 | 8 | 5 | 0.306 | 0.697 | 0.090 | 0.022 | 0.012 | 0.188 | 0.000 | 0.005 | 0.000 | 0.000 |
| MCS1000 | 19 | 14 | 10 | 7 | 4 | 0.015 | 0.697 | 0.174 | 0.062 | 0.052 | 0.169 | 0.000 | 0.000 | 0.168 | 0.000 |
| MCS1500 | 21 | 13 | 11 | 8 | 6 | 0.044 | 0.910 | 0.090 | 0.022 | 0.002 | 0.954 | 0.002 | 0.000 | 0.000 | 0.000 |
| EVT-static |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| GL-static-W30 | 30 | 12 | 7 | 3 | 0 | 0.788 | 0.866 | 0.782 | 0.933 | 0.112 | 0.002 | 0.255 | 0.926 | 0.989 | 0.284 |
| GEV-static-W30 | 27 | 11 | 8 | 4 | 0 | 0.408 | 0.645 | 0.513 | 0.644 | 0.112 | 0.001 | 0.198 | 0.767 | 0.888 | 0.284 |

TABLE 7 Continued

| Actual daily returns Confidence level Expected | 1,260 $97.50 \%$ | 99.00\% | 99.50\% | 99.75\% | 99.90\% |  | Kupiec | 's test st | atistic |  |  | Christofer | sen's test | t statistic |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| violations | 32 | 13 | 6 | 3 | 1 | 97.50\% | 99.00\% | 99.50\% | 99.75\% | 99.90\% | 97.50\% | 99.00\% | 99.50\% | 99.75\% | 99.90\% |
| EVT-moving window |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| GL-MW-W50 | 30 | 14 | 5 | 4 | 0 | 0.785 | 0.697 | 0.590 | 0.645 | 0.112 | 0.902 | 0.181 | 0.848 | 0.888 | 0.284 |
| GL-MW-W100 | 35 | 11 | 8 | 3 | 0 | 0.535 | 0.643 | 0.515 | 0.932 | 0.112 | 0.028 | 0.028 | 0.526 | 0.989 | 0.284 |
| GL-MW-W200 | 22 | 8 | 3 | 1 | 0 | 0.070 | 0.163 | 0.142 | 0.156 | 0.112 | 0.023 | 0.013 | 0.089 | 0.783 | 0.284 |
| GL-MW-W300 | 21 | 7 | 3 |  | 0 | 0.044 | 0.083 | 0.142 | 0.156 | 0.112 | 0.039 | 0.018 | 0.089 | 0.888 | 0.284 |
| GEV-MW-W50 | 28 | 14 | 6 | 5 | 2 | 0.520 | 0.697 | 0.904 | 0.337 | 0.544 | 0.009 | 0.181 | 0.926 | 0.618 | 0.829 |
| GEV-MW-W100 | 29 | 11 | 8 | 5 | 0 | 0.648 | 0.643 | 0.515 | 0.337 | 0.112 | 0.047 | 0.028 | 0.526 | 0.618 | 0.284 |
| GEV-MW-W200 | 21 | 7 | 3 | 1 | 0 | 0.044 | 0.083 | 0.142 | 0.156 | 0.112 | 0.039 | 0.018 | 0.926 | 0.783 | 0.284 |
| GEV-MW-W300 | 21 | 6 | 3 | 1 | 0 | 0.044 | 0.037 | 0.142 | 0.156 | 0.112 | 0.039 | 0.027 | 0.926 | 0.888 | 0.284 |

[^12]zero and one. This rule has been criticized by many researchers (Longin (2000); Danielson et al (1998)) as being too crude giving rise to high MCR values; thus it eliminates any incentives that banks might have to improve their internal models. According to the standard approach, the MCR of an equity position must be at least $12 \%$ of the position and aims to cover the maximum loss over a period of 10 days. ${ }^{13}$ Thus, approximately, dividing by the square root of 10 we could derive the daily capital charge: that is $3.79 \%$.

Table 8 contains the daily VaR estimates for the CAC-DS, CRB and German bond indexes daily returns on the October 19, 1987, July 26, 1988 and October 20, 1987, respectively, which are the dates where the minimum daily returns occurred $(-9.89 \%,-3.25 \%$ and $-5.23 \%$ for the CAC-DS, CRB and German bond indexes, respectively). Clearly, in the case of the CAC-DS index, the capital charge of $3.79 \%$ is much less than the actual loss of $-9.89 \%$ implying that the standard approach of BIS offers inadequate coverage against extreme events. On the other hand, the use of EVT can provide far better predictions against these rare market movements. For example, the VaR estimate at the $99.90 \%$ confidence level provided by the GL-MW-W100 is $-9.33 \%$, which is very close to the actual daily return of $-9.89 \%$. The best prediction derived using traditional methods was $-5.97 \%$ by the HS1000 and HS1500; however, a far from adequate estimation. However, if a bank was to multiply the VaR estimates derived by EVT by a factor between three and four, the capital charges would be enormous (eg, between 29\% and $37 \%$ ). Therefore, although EVT can provide accurate tail predictions, the use of the multiplication factor will make MCRs very high, thus deterring banks from considering its use.

When the VaR estimates for the CRB index on July 26, 1988 are examined a quite different picture emerges. In particular, it appears that the EVT methods either underestimates or overestimates risk. For example, the VaR estimates given by the GL-MW-W50 method are $-2.75 \%$ at the $99.75 \%$ confidence level and $-6.09 \%$ at the $99.90 \%$ confidence level. This is probably because the distribution of the CRB index daily returns was not fat tailed during that period; in fact the kurtosis was 2.234 . Consequently, other methods appear to provide better estimates of the extreme event (eg, the EWMA at the $99.75 \%$ confidence level). In the case of the German bond index, the daily return that occurred on October 20, 1987 was $-5.23 \%$ while the empirical distribution of returns was almost symmetrical but with a kurtosis value of 6.418 . It can be noticed that none of the traditional VaR methods provided an accurate forecast of the actual return. The EVT based VaR estimates tended to underestimate risk by a smaller amount at the $99.75 \%$ confidence level compared to the traditional

[^13]TABLE 8 CAC-DS, CRB and German 10 year benchmark bond indexes daily VaR (\%) on October 19, 1987, July 26, 1988 and October 20, 1987 respectively.

| Actual daily return Confidence level | CAC-DS |  |  |  |  | CRB commodities |  |  |  |  | German 10 year benchmark bond |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | -9.89\% |  |  |  |  | -3.25\% |  |  |  |  | -5.23\% |  |  |  |  |
|  | 97.50\% | 99.00\% | 99.50\% | 99.75\% | 99.90\% | 97.50\% | 99.00\% | 99.50\% | 99.75\% | 99.90\% | 97.50\% | 99.00\% | 99.50\% | 99.75\% | 99.90\% |
| VC250 | -1.80 | -2.13 | $-2.36$ | -2.57 | -2.83 | -1.35 | -1.60 | -1.77 | -1.93 | -2.13 | -1.69 | -2.01 | -2.22 | -2.42 | -2.67 |
| VC500 | -2.27 | -2.69 | -2.98 | -3.25 | -3.57 | -1.27 | -1.51 | -1.67 | -1.82 | -2.01 | -1.81 | -2.15 | -2.38 | -2.59 | -2.85 |
| VC1000 | -1.94 | -2.30 | -2.55 | -2.78 | -3.06 | -1.17 | -1.39 | -1.54 | -1.68 | -1.85 | -1.45 | -1.73 | -1.91 | -2.08 | -2.29 |
| VC1500 | -1.87 | -2.23 | -2.46 | -2.69 | -2.96 | -1.18 | -1.40 | -1.55 | -1.69 | -1.86 | -1.33 | -1.58 | -1.75 | -1.90 | -2.10 |
| HS250 | -2.08 | -3.54 | -3.59 | N/A | N/A | -1.54 | -2.47 | -2.59 | N/A | N/A | -1.97 | -2.56 | -3.33 | N/A | N/A |
| HS500 | -2.28 | -3.54 | -3.94 | -5.97 | N/A | -1.34 | -2.02 | -2.59 | -2.85 | N/A | -2.23 | -2.88 | -3.48 | -3.65 | N/A |
| HS1000 | -2.05 | -2.55 | -3.54 | -3.94 | -5.97 | -1.30 | -1.57 | -2.02 | -2.59 | -2.85 | -1.77 | -2.41 | -2.88 | -3.48 | -3.65 |
| HS1500 | -1.91 | -2.29 | -3.44 | -3.68 | -5.97 | -1.23 | -1.51 | -1.96 | -2.47 | -2.85 | -1.58 | -2.34 | -2.64 | -3.48 | -3.65 |
| EWMA250 | -2.02 | -2.40 | $-2.65$ | -2.89 | -3.18 | -2.36 | -2.80 | -3.11 | -3.38 | -3.73 | -2.17 | -2.58 | -2.86 | -3.11 | -3.43 |
| EWMA500 | -2.01 | -2.39 | -2.65 | -2.88 | -3.18 | -2.36 | -2.80 | -3.11 | -3.38 | -3.73 | -1.85 | -2.20 | -2.44 | -2.65 | -2.92 |
| EWMA1000 | -2.04 | -2.42 | -2.68 | -2.92 | -3.22 | -2.36 | -2.80 | -3.11 | -3.38 | -3.73 | -2.17 | -2.58 | -2.86 | -3.11 | -3.43 |
| EWMA1500 | -2.09 | -2.48 | -2.74 | -2.99 | -3.29 | -2.36 | -2.80 | -3.11 | -3.38 | -3.73 | -2.17 | -2.58 | -2.86 | -3.11 | -3.43 |
| MCS250 | -1.77 | -2.12 | -2.30 | -2.50 | -2.80 | -1.32 | -1.56 | -1.69 | -1.85 | -2.01 | -1.65 | -1.95 | -2.16 | -2.38 | -2.65 |
| MCS500 | -2.15 | -2.56 | -2.87 | -3.18 | -3.55 | -1.22 | -1.44 | -1.62 | -1.80 | -2.00 | -1.79 | -2.11 | -2.39 | -2.68 | -3.00 |
| MCS1000 | -1.87 | -2.21 | -2.44 | -2.63 | -2.82 | -1.19 | -1.43 | -1.58 | -1.69 | -1.83 | -1.47 | -1.73 | -1.95 | -2.16 | -2.37 |
| MCS1500 | -1.83 | -2.19 | -2.39 | -2.68 | -2.96 | -1.19 | -1.43 | -1.55 | -1.69 | -1.94 | -1.35 | -1.57 | -1.70 | -1.90 | -2.10 |
| EVT-static |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| GL-static-W30 | -2.29 | -3.20 | -4.00 | -4.93 | -11.80 | -1.33 | -1.79 | -2.17 | -2.61 | -5.51 | -2.13 | -3.00 | -3.80 | -4.76 | -12.30 |
| GEV-static-W30 | -2.38 | -3.26 | -3.98 | -4.74 | -8.94 | -1.38 | -1.81 | -2.14 | -2.48 | -4.09 | -2.20 | -3.07 | -3.80 | -4.61 | -9.54 |

TABLE 8 Continued.

| Actual daily return Confidence level | CAC-DS |  |  |  |  | CRB commodities |  |  |  |  | German 10 year benchmark bond |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | -9.89\% |  |  |  |  | -3.25\% |  |  |  |  | -5.23\% |  |  |  |  |
|  | 97.50\% | 99.00\% | 99.50\% | 99.75\% | 99.90\% | 97.50\% | 99.00\% | 99.50\% | 99.75\% | 99.90\% | 97.50\% | 99.00\% | 99.50\% | 99.75\% | 99.90\% |
| EVT-moving window |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| GL-MW-W50 | -1.70 | -2.22 | -2.66 | -3.16 | -6.38 | -1.33 | -1.83 | -2.26 | -2.75 | -6.09 | -1.60 | -2.23 | -2.81 | -3.50 | -8.99 |
| GL-MW-W100 | -2.05 | -2.80 | -3.45 | -4.18 | -9.33 | -1.24 | -1.71 | -2.13 | -2.62 | -6.20 | -1.83 | -2.58 | -3.28 | -4.13 | -11.07 |
| GL-MW-W200 | -1.76 | -2.40 | -2.96 | -3.60 | -8.08 | -1.17 | -1.55 | -1.88 | -2.25 | -4.75 | -1.45 | -2.11 | -2.73 | -3.49 | -10.20 |
| GL-MW-W300 | -1.71 | -2.28 | -2.76 | -3.31 | -6.92 | -1.17 | -1.51 | $-1.80$ | -2.11 | -4.06 | -1.38 | -1.99 | -2.56 | -3.27 | -9.32 |
| GEV-MW-W50 | -1.76 | -2.25 | -2.63 | -3.00 | -4.75 | -1.39 | -1.87 | -2.24 | -2.62 | -4.52 | -1.65 | -2.28 | -2.81 | -3.39 | -7.00 |
| GEV-MW-W100 | -2.13 | -2.85 | -3.41 | -4.00 | -6.97 | -1.29 | $-1.75$ | -2.12 | -2.52 | -4.70 | -1.89 | -2.64 | -3.29 | -4.02 | -8.69 |
| GEV-MW-W200 | -1.82 | -2.44 | -2.93 | -3.44 | -6.06 | -1.21 | -1.58 | -1.86 | -2.14 | -3.56 | -1.50 | -2.16 | -2.74 | $-3.42$ | -8.18 |
| GEV-MW-W300 | $-1.77$ | -2.31 | $-2.72$ | $-3.14$ | $-5.14$ | -1.21 | $-1.53$ | -1.77 | -2.00 | -2.99 | $-1.42$ | -2.04 | -2.58 | $-3.19$ | $-7.42$ |

[^14]TABLE 9 CAC-DS, CRB and German 10 year benchmark bond indexes daily VaR standard deviation over the period January 2, 1987 to December 31, 1991.

|  | CAC-DS |  |  |  |  | CRB commodities |  |  |  |  | German 10 year benchmark bond |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Confidence level | 97.50\% | 99.00\% | 99.50\% | 99.75\% | 99.90\% | 97.50\% | 99.00\% | 99.50\% | 99.75\% | 99.90\% | 97.50\% | 99.00\% | 99.50\% | 99.75\% | 99.90\% |
| VC250 | 0.67 | 0.79 | 0.87 | 0.95 | 1.05 | 0.18 | 0.21 | 0.24 | 0.26 | 0.28 | 0.36 | 0.43 | 0.47 | 0.52 | 0.57 |
| VC500 | 0.44 | 0.52 | 0.58 | 0.63 | 0.69 | 0.13 | 0.15 | 0.17 | 0.19 | 0.20 | 0.27 | 0.32 | 0.35 | 0.39 | 0.43 |
| VC1000 | 0.21 | 0.25 | 0.28 | 0.30 | 0.33 | 0.05 | 0.06 | 0.07 | 0.08 | 0.08 | 0.13 | 0.15 | 0.17 | 0.18 | 0.20 |
| VC1500 | 0.13 | 0.15 | 0.17 | 0.19 | 0.20 | 0.02 | 0.03 | 0.03 | 0.03 | 0.04 | 0.06 | 0.07 | 0.08 | 0.09 | 0.10 |
| HS250 | 0.71 | 2.23 | 2.45 | N/A | N/A | 0.21 | 0.41 | 0.62 | N/A | N/A | 0.53 | 0.80 | 1.41 | N/A | N/A |
| HS500 | 0.52 | 0.96 | 2.24 | 1.79 | N/A | 0.11 | 0.21 | 0.45 | 0.59 | N/A | 0.52 | 0.62 | 0.79 | 1.50 | N/A |
| HS1000 | 0.17 | 0.42 | 1.10 | 1.67 | 1.51 | 0.07 | 0.11 | 0.21 | 0.41 | 0.38 | 0.29 | 0.36 | 0.49 | 0.36 | 0.82 |
| HS1500 | 0.11 | 0.32 | 0.71 | 1.34 | 1.25 | 0.03 | 0.08 | 0.16 | 0.25 | 0.32 | 0.05 | 0.04 | 0.09 | 0.03 | 0.58 |
| EWMA250 | 0.40 | 0.48 | 0.53 | 0.57 | 0.63 | 0.38 | 0.45 | 0.50 | 0.54 | 0.59 | 0.49 | 0.58 | 0.64 | 0.70 | 0.77 |
| EWMA500 | 0.23 | 0.28 | 0.31 | 0.33 | 0.37 | 0.38 | 0.45 | 0.50 | 0.54 | 0.59 | 0.49 | 0.58 | 0.64 | 0.70 | 0.77 |
| EWMA1000 | 0.13 | 0.15 | 0.17 | 0.18 | 0.20 | 0.38 | 0.45 | 0.50 | 0.54 | 0.59 | 0.49 | 0.58 | 0.64 | 0.70 | 0.77 |
| EWMA1500 | 0.09 | 0.10 | 0.11 | 0.12 | 0.13 | 0.38 | 0.45 | 0.50 | 0.54 | 0.59 | 0.49 | 0.58 | 0.64 | 0.70 | 0.77 |
| MCS250 | 0.74 | 0.86 | 0.95 | 1.03 | 1.13 | 0.17 | 0.21 | 0.23 | 0.25 | 0.28 | 0.36 | 0.43 | 0.47 | 0.52 | 0.57 |
| MCS500 | 0.47 | 0.56 | 0.61 | 0.67 | 0.73 | 0.12 | 0.14 | 0.16 | 0.18 | 0.20 | 0.29 | 0.34 | 0.38 | 0.41 | 0.45 |
| MCS1000 | 0.23 | 0.27 | 0.30 | 0.33 | 0.37 | 0.05 | 0.06 | 0.07 | 0.08 | 0.09 | 0.14 | 0.16 | 0.18 | 0.20 | 0.23 |
| MCS1500 | 0.14 | 0.17 | 0.19 | 0.21 | 0.24 | 0.03 | 0.03 | 0.04 | 0.05 | 0.07 | 0.05 | 0.06 | 0.08 | 0.09 | 0.11 |
| EVT-static |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| GL-static-W30 | 0.62 | 1.04 | 1.53 | 2.25 | 11.97 | 0.18 | 0.27 | 0.36 | 0.46 | 1.29 | 0.44 | 0.67 | 0.91 | 1.22 | 4.44 |
| GEV-static-W30 | 0.63 | 1.08 | 1.59 | 2.32 | 10.92 | 0.18 | 0.28 | 0.36 | 0.45 | 0.98 | 0.45 | 0.69 | 0.93 | 1.22 | 3.76 |

TABLE 9 Continued.

| Confidence level | CAC-DS |  |  |  |  | CRB commodities |  |  |  |  | German 10 year benchmark bond |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 97.50\% | 99.00\% | 99.50\% | 99.75\% | 99.90\% | 97.50\% | 99.00\% | 99.50\% | 99.75\% | 99.90\% | 97.50\% | 99.00\% | 99.50\% | 99.75\% | 99.90\% |
| EVT-moving window |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| GL-MW-W50 | 0.61 | 1.01 | 1.49 | 2.18 | 11.43 | 0.20 | 0.29 | 0.37 | 0.48 | 1.45 | 0.36 | 0.57 | 0.79 | 1.08 | 4.35 |
| GL-MW-W100 | 0.36 | 0.63 | 0.93 | 1.36 | 6.90 | 0.13 | 0.19 | 0.26 | 0.34 | 1.00 | 0.35 | 0.55 | 0.76 | 1.04 | 3.85 |
| GL-MW-W200 | 0.17 | 0.33 | 0.51 | 0.76 | 3.76 | 0.07 | 0.12 | 0.16 | 0.22 | 0.70 | 0.17 | 0.28 | 0.41 | 0.58 | 2.50 |
| GL-MW-W300 | 0.11 | 0.21 | 0.34 | 0.51 | 2.47 | 0.03 | 0.06 | 0.09 | 0.13 | 0.53 | 0.03 | 0.04 | 0.06 | 0.08 | 0.48 |
| GEV-MW-W50 | 0.62 | 1.05 | 1.54 | 2.24 | 10.42 | 0.21 | 0.29 | 0.37 | 0.46 | 1.15 | 0.38 | 0.59 | 0.81 | 1.08 | 3.77 |
| GEV-MW-W100 | 0.37 | 0.65 | 0.97 | 1.40 | 6.21 | 0.13 | 0.20 | 0.26 | 0.33 | 0.78 | 0.36 | 0.57 | 0.78 | 1.05 | 3.23 |
| GEV-MW-W200 | 0.17 | 0.34 | 0.53 | 0.79 | 3.32 | 0.07 | 0.12 | 0.17 | 0.22 | 0.54 | 0.17 | 0.30 | 0.43 | 0.59 | 2.16 |
| GEV-MW-W300 | 0.11 | 0.23 | 0.36 | 0.53 | 2.14 | 0.03 | 0.06 | 0.10 | 0.14 | 0.42 | 0.03 | 0.04 | 0.06 | 0.09 | 0.43 |

Note: This table contains the standard deviation (\%) of the daily VaR estimates for the CAC-DS, CRB and German 10 year benchmark bond indexes daily returns over the period January 2, 1987 to December 31, 1991.
methods while they tended to overestimate risk at the high confidence level of $99.90 \%$. For example, at the $99.75 \%$ confidence level the closer VaR estimate to the actual return was provided by the GL-static-W30 method ( $-4.76 \%$ ) while at the $99.90 \%$ confidence level the best estimate was provided by the GEV-MW-W50 method ( $-7.00 \%$ ). Despite the overestimation of risk, these EVT based VaRs would provide an adequate coverage against catastrophic losses. However, applying the BIS multiplication factor would render these VaR estimates extremely conservative leading to huge MCR.

In addition, Jorion (2002) argued that financial institutions would tend to favor VaR models that generate estimates of low variability because they would not be forced to sell assets or change their trading strategies frequently in order to satisfy regulatory requirements. Table 9 contains the standard deviation of the VaR estimates during the time period January 2, 1987 to December 31, 1991. The variability of the EVT based VaR is, in general, similar to the variability of VaR provided by the other methods. However, at the $99.90 \%$ confidence level, the EVT-based VaR estimates are much more volatile. It can also be noticed that the standard deviation of the CAC-DS index VaR at the $99.90 \%$ confidence level is much higher than those of the CRB and German bond indexes. This feature can probably be attributed to the fatter-tailed distribution of the CAC-DS index daily returns. Taking into account, therefore, the objectives of a financial institution and the volatile and relatively large VaR values that the EVT method provides at the $99.90 \%$ confidence level, it could be argued that a financial institution would be reluctant to adopt EVT analysis in VaR modeling unless the multiplication factor was to be reduced or even abolished.

## 7 CONCLUSION

In this paper EVT methods were used to derive VaR estimates related to the lower tail of the daily returns of the CAC-DS, CRB and German bond indexes. The analysis of extremes revealed that the too much celebrated GEV distribution is not the best model for the extreme minima of the daily returns since a fattertailed distribution, the GL, offers better descriptions. Considering that current applications of EVT in finance focus on either the GEV or GP distributions the implication is that the probabilities of the ruinous extreme events may be underestimated. The results also indicated that the behavior of extremes is time variant and it is affected by economic and political events.

With respect to VaR, the empirical results indicated that EVT methods can be valuable when the interest is in protecting a portfolio from the really catastrophic events located deep in the lower tail of the returns distribution. At low confidence levels, however, EVT based VaR did not offer any benefits over less sophisticated methods but this was to be expected since EVT focuses on modeling the tails of the returns distribution and not its central part. EVT based VaR estimates were also found to be larger than those derived by traditional methods, leading to higher MCR. In that respect, one could argue that the BIS multiplication factor is too high, thus discouraging financial institutions from adopting EVT methods when
deriving VaR. The results also showed that techniques which capture some of the time variant nature of the extremes distribution have the potential to improve the accuracy of VaR estimates since current market conditions are explicitly taken into account.

## APPENDIX A

The GEV and GL are three parameter distributions which have cdfs, quantile functions and parameter estimates as shown in Table A.1. The parameters $\kappa, \alpha$ and $\beta$ are called the shape, scale and location, respectively.

TABLE A. 1
Generalized extreme value Generalized logistic

Cumulative distribution function (cdf)
$F(x)=\mathrm{e}^{-\mathrm{e}^{-y}}$

$$
F(x)=1 /\left(1+\mathrm{e}^{-y}\right)
$$

Quantile function
$X(F)=\left\{\begin{array}{ll}\beta+\alpha\left\{1-(-\log F)^{\kappa}\right\} / \kappa, & \kappa \neq 0 \\ \beta-\alpha \log (-\log F), & \kappa=0\end{array} \quad X(F)= \begin{cases}\beta+\alpha\left[1-\{(1-F) /\}^{\kappa}\right] / \kappa, & \kappa \neq 0 \\ \beta-\alpha \log \{(1-F) / F\}, & \kappa=0\end{cases}\right.$

## Parameter estimates

$\kappa=7.8590 c+2.9554 c^{2}$

$$
\kappa=-\tau_{3}
$$

where $c=\frac{\left(2 \beta_{1}-\beta_{0}\right)}{\left(3 \beta_{2}-\beta_{0}\right)}-\frac{\ln 2}{\ln 3}$
$\alpha=\frac{\lambda_{2} \kappa}{\left(1-2^{-\kappa}\right) \Gamma(1+\kappa)}$
$\alpha=\frac{\lambda_{2}}{\Gamma(1-\kappa) \Gamma(1+\kappa)}$
$\beta=\lambda_{1}-\frac{\alpha}{\kappa}\{1-\Gamma(1+\kappa)\}$
$\beta=\lambda_{1}-\frac{\alpha}{\kappa}\{1-\Gamma(1-\kappa) \Gamma(1+\kappa)\}$
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[^0]:    Konstantinos Tolikas would like to thank J. R. M. Hosking, IBM Research Division, T. J. Watson Research Center, for kindly providing the codes for the estimation of the standard errors of the parameter estimates.
    ${ }^{1}$ See Aparicio and Estrada (2001) for a review of the literature on the empirical distribution of financial returns.

[^1]:    ${ }^{2}$ The focus is kept on describing the lower tail of the returns distribution since this is where the big losses of a long position are located. However, similar analysis can be applied to the upper tail for the case of a short position.
    ${ }^{3}$ For a thorough introduction to EVT the reader is advised to see Coles (2001) and Embrechts et al (1999).

[^2]:    ${ }^{4}$ Monthly ( 20 trading days) and quarterly ( 60 trading days) selection intervals were also employed but the results were not very different from those reported here. However, from the VaR estimation point of view, weekly extremes are preferable since they result in more frequent updating of the distributions parameters. Hence, the results for the monthly and quarterly minima are not included in this paper.

[^3]:    ${ }^{5}$ On such a diagram, a three-parameter distribution (eg, the GL) is represented by a curve whereas a two-parameter distribution (eg, the normal) is represented by a single point. The idea behind the L-moment ratio diagrams is similar to that of the Karl Pearson system of curves (Karl Pearson used the coefficients of skewness and kurtosis to compare the shapes of various distributions used in hydrology), in that it allows the visual assessment of many probability distributions in a single diagram. The usefulness of L-moment ratio diagrams in identifying candidate distributions for the empirical data is well documented and illustrated in the literature. See, for example, Vogel and Fennessey (1993), Hosking (1990) and Sankarasubramanian and Srinivasan (1999).

[^4]:    ${ }^{6}$ This idea is central in the Basel Committee on Banking Supervision (1996) recommendations since in the absence of a validation method, financial institutions might have an incentive to underestimate market risk, thus assigning too little capital as an MCR. The basic idea is that if a model is perfectly specified then the number of reported violations over a time period should be in line with the confidence level. For example, at the $95 \%$ confidence level it is expected that the actual returns will be larger than the VaR forecasts only $5 \%$ of the time (eg, if 100 past daily returns are used, five VaR violations are expected).

[^5]:    ${ }^{7}$ The index used in this paper is not the well known CAC40 index. Instead, the market-value weighted index that Datastream calculates is used and for familiarity reasons, it is denoted as CAC-DS. The use of the CAC-DS index offers a number of advantages compared with its CAC40 counterpart. Firstly, small capitalization firms are included and thus, the CAC-DS index can be regarded as a more vigorous representation of the French stock market. Secondly, any capital changes such as dividend distributions, rights offerings and stock splits are taken into account and therefore no additional adjustments have to be made. Finally, it is available for a relatively long period. This is extremely important for EVT analysis because the validity of asymptotic theory is heavily based on the size of the database available. For example, the CAC40 index started in 1987, while the CAC-DS index started in 1973. Thus, had we used the CAC40, half the data would be available for EVT analysis. The corresponding Datastream code is TOTMKFR and the index is composed of 250 of the most heavily traded shares that aim to cover the $70 \%$ to $80 \%$ of the total market capitalization. The CRB index is considered to be a benchmark for the commodities markets. It is made up of 22 basic commodities and is very sensitive to economic changes, thus indicating changes in business activity. Finally, the German 10 year benchmark bond is considered to be the barometer of the European bond markets.

[^6]:    Note: This table includes descriptive statistics for the CAC-DS, CRB and German 10 year benchmark bond indexes daily returns. $n$ denotes the number of daily returns, St. Dev denotes the standard deviation of the daily returns and the minimum and maximum daily returns are indicated as Min and Max. The significance of the coefficients of skewness and kurtsosis is assessed according to their standard errors defined as $\sqrt{6 / n}$ and $\sqrt{24 / n}$ for the skewness and kurtosis respectively. $J B$ indicates the Jarque-Bera normality test which is defined by $J B=(n / 6)\left[S^{2}+(K-3)^{2} / 4\right]$, where $S$ is the skewness and $K$ is the kurtosis measures. The $J B$ test statistic is chi-square distributed with two degrees of freedom. A * indicates statistical significance at the $5 \%$ level.

[^7]:    ${ }^{8}$ The corresponding L-moment plots were also generated for the 10 subdivisions of the weekly minima and similar patterns appeared. In the interest of brevity these diagrams are not included in the paper; however, they are available from the author upon request.

[^8]:    Note: This table includes the PWM parameter estimates and the AD goodness-of-fit test p-values for the GEV fitted to the reverse weekly minima and for the GL fitted to the weekly minima over the period 1977 to 2006. The standard errors of the parameter estimates are given in parentheses below the estimates. $N$ denotes the number

[^9]:    ${ }^{9}$ The underlying principle behind the choice of the number of daily returns used for the traditional methods, the number of subperiods into which the minima were divided in the static approach and the length of the moving window used, was to compare the VaR results based on the same informational time periods. For example, 250 daily returns correspond to about one trading year. When the series of weekly minima is divided into 30 subperiods the parameters derived also correspond to about one year. The same is true when a moving window of length 50 weekly minima is used.
    ${ }^{10}$ Gençay and Selçuk (2004) argued that the usefulness of EVT methods in VaR estimation can be enhanced by allowing for the possibility that the parameters may change over time. There have been attempts to take into account the time varying distributional characteristics of the extremes by using autoregressive processes (McNeil and Frey (2000); Pownall and Koedijk (1999)) or quantile regression techniques (Engle and Manganelli (2004)). More recently, Bali and Weinbaum (2005) introduced a conditional EVT volatility estimate, while Bali and Neftci (2003) modeled the parameters of the extremes' distribution as a function of past information in order to capture the time varying nature of extremes. However, these approaches introduce yet more parameters in to the modeling procedure and this is likely to result in larger estimation errors and possibly even more inaccurate VaR estimates.
    ${ }^{11}$ In order for the EWMA method to effectively take account of $250,500,1,000$ and 1,500 past daily returns in the estimation of volatility, the parameter $\lambda$ was set to $0.996,0.998,0.999$ and 0.9993333332 , respectively. For the Monte Carlo simulation method the normal distribution was assumed and for each daily VaR estimate 10,000 random scenarios were generated. Use of fewer than 250 and 500 past daily returns for the historical simulation method makes it impossible to generate estimates at some of the highest confidence levels because the dataset becomes too small. For example, the calculation of $99.90 \%$ VaR requires at least 1,000 daily returns.

[^10]:    Note: This table contains the number of VaR violations by the actual daily returns as well as the $p$-values of the Kupiec and Christoffersen test statistics. The Kupiec test assesses whether the number of the VaR violations by the actual returns over the corresponding time period is too many or too few, while the Christoffersen test also assesses whether the violations occurred in clusters. For the VC, HS, Monte Carlo simulation (MCS) and the EWMA methods 250, 500, 1,000 and 1,500 past daily returns were used for calibration. In order for the EWMA method to effectively use 250,500, 1,000 and 1,500 past daily returns the parameter $\lambda$ was set equal to $0.996,0.998,0.999$ and 0.9993333332 , respectively. For the Monte Carlo simulation method the normal distribution was assumed and 10,000 random scenarios were generated. The heading EVT-static contains the results derived using parameter estimates for the weekly minima divided into 30 subperiods. The heading EVT-moving window contains the VaR results when a moving window of length $50,100,200$ and 300 weekly minima were used.

[^11]:    ${ }^{12}$ The 11 largest unexpected VaR violations from the VC250 were $-3.59 \%$ (May 15, 1987), $-3.54 \%$ (October 15, 1987), $-9.89 \%$ (October 19, 1987), $-7.89 \%$ (October 26, 1987), $-8.43 \%$ (October 28, 1987), $-7.86 \%$ (November 10, 1987), $-6.24 \%$ (October 16, 1989), $-4.73 \%$ (August 6, 1990), $-3.23 \%$ (August 20, 1990), $-3.62 \%$ (August 21, 1990) and $-6.77 \%$ (August 19, 1991).

[^12]:    Note: This table contains the number of VaR violations by the actual daily returns as well as the $p$-values of the Kupiec and Christoffersen test statistics. The Kupiec test assesses whether the number of the VaR violations by the actual returns over the corresponding time period is too many or too few, while the Christoffersen test also assesses whether the violations occurred in clusters. For the $V C, H S, M C S$ and the EWMA methods $250,500,1,000$ and 1,500 past daily returns were used
    
     heading EVT-static contains the results derived using parameter estimates for the weekly minima divided into 30 subperiods. The heading EVT-moving window contains the VaR results when a moving window of length $50,100,200$ and 300 weekly minima were used.

[^13]:    ${ }^{13} \mathrm{~A} 4 \%$ of capital is charged for the specific risk and $8 \%$ of capital for the general market risk. The BIS defined specific risk to be the gross equity position in the market as a whole (the sum of all long and all short equity positions) and general market risk to be the net equity position (the difference between the sum of the long and the sum of the short equity positions). The capital charge for specific risk is $8 \%$ but if the portfolio is well diversified and liquid reduces to $4 \%$. The indexes used in this paper can be considered to be both well diversified and liquid portfolios, therefore a capital charge of $4 \%$ for specific risk is assumed.

[^14]:    Note: This table contains the daily VaR estimates (\%) for the CAC-DS, CRB and German 10 year benchmark bond indexes daily returns on October 19, 1987, July 26, 1988 and October 20, 1987 respectively. The actual returns on these dates were $-9.89 \%,-3.25 \%$ and $-5.23 \%$ respectively.

