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and
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University of Manchester, Manchester, England, M60 1QD

Value-Driven Design is a movement that is using economic theory to transform systems

engineering to better utilize optimization so as to improve the design of large systems,

particularly in aerospace and defense.  This paper describes the ideas and methods that are

current in Value-Driven Design.

 I. Nomenclature

ASDL = Aerospace Systems Design Laboratory, Georgia Tech
DARPA = (US) Defense Advanced Research Projects Agency
EDSER = Economics-Driven Software Engineering Research
kg = kilogram or kilograms
MDO = multidisciplinary design optimization
NASA = (US) National Aeronautics and Space Agency
NPV = Net present value
UTE = Unified Tradeoff Environment
VBA = Value-Based Acquisition
VBSE = Value-Based Software Engineering
VDD = Value-Driven Design

 II. Introduction

UR ability to develop large complex artifacts such as aircraft, space launch systems, submarines, and even
automobiles is in disarray.  Symptoms are ubiquitous development cost overruns and schedule delays.

NASA’s entire agenda has been hijacked by overruns on the International Space Station and the Constellation
program.1 US automakers are nearly out of business due largely to their inability to develop competitive car designs
on time.  The new Chevy Volt, carrying the hopes of reorganized General Motors, has apparently doubled in
manufacturing cost during design.2  Boeing is two years late on developing its next commercial airliner, the 787, and
has just incurred a $2.5 billion overrun.3  But that is hardly a surprise, since the last major new airliner, the Airbus
A380, was two years late and overspent by over 2 billion euros.4

The Department of Defense executes a large enough set of complex development programs to yield some
meaningful statistics.  The set of 96 major weapon system development programs currently underway have overrun
by a total of $296 billion, with an average development cost growth of 42%, and an average delay of 22 months.5

Extrapolating to completion shows that the total loss to delay, overruns, and reductions in materiel (generally caused
by overruns) is $55 billion per year, or $150 million each day.

This is not a new phenomenon, but it appears to be worsening.  Current defense system developments, projected
to completion, are overrunning 78% in cost and 63% in schedule.  Norman Augustine’s study of similar programs in
the 1970s and 1980s showed overruns of 50% in cost and 33% in schedule.6 The NASA Ares I launch system is
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overrunning its $28 billion original estimate by $12 billion (43%).7  Historically, large NASA programs have
overrun by 50%.8

Examination of these programs shows that our systems engineering processes simply do not work.
Requirements are set, but the artifacts do not meet the requirements.  Risk management systems are put in place and
carefully executed, but fail to prevent major delays and shortfalls on almost all programs.  A theory has been
developed that these overruns and delays are not an unfortunate hazard, but instead a natural outcome of complex
product development, performed in accordance with systems engineering standards.9

Decades of cutting edge methods, processes and tools, have been injected into the systems engineering process
to no avail.  This includes a great deal of research and tool development in multidisciplinary optimization.  Despite
major innovations enabled by desktop computing and networks, bottom line performance in the large class of
engineering development programs is no better, and perhaps worse, than in the late 1970’s and early 1980’s.

We propose Value-Driven Design (VDD) as a solution to these problems. VDD is not a new method, process, or
tool for design.  Rather, in the spirit of Hazelrigg,10 it is a framework against which methods, processes, and tools
can be assessed.

Value-Driven Design changes the way designers deal with extensive attributes.  Extensive attributes are
attributes of the system or product being designed, or attributes of its components, where the system attribute is a
function of component attributes.  That is, extensive system attributes are functions of extensive component
attributes.  Examples of extensive attributes are weight, all performance attributes, reliability, maintainability, safety,
and similar supportability attributes, plus all aspects of cost.  In a programmatic sense, schedule and technical risk
are also extensive attributes.  While these do not encompass all the important attributes of a system, they do include
the elements most associated with program delays and cost overruns.

In the Value-Driven Design framework, there are no requirements applied to extensive attributes, either at the
system level or at the component level.  That is, there is no directive to the design engineers of the form, “The
aircraft must weigh less than 31,300 kg.”  Nor is there a threshold weight or objective weight or anything of the sort.
Instead, every engineering team (system, component, subcomponent, or whatever) has an objective function, which
is a scalar function that converts the team’s full set of attributes into a score.  The design team’s task is to create a
design that yields the highest score (while meeting all the requirements on the non-extensive attributes).

Under Value-Driven Design, the function of systems engineering is to flow objective functions down to each
component, to monitor the status of component attributes and collective status of system attributes, and to take
appropriate actions to maintain balances in the system.

 III. History

We note here some of the many trends that have led to the present form of Value-Driven Design.  Rather than a
chain of brilliant insights by individuals, in this case the path of invention has been more a river of inexorable
progress.  Many ideas have occurred simultaneously to a large number of people, and in most cases, several of the
inspired have pressed for research, written seminal papers, or simply pushed the ideas into practice in engineering
design.  Because of the breadth of this movement, our coverage is necessarily spotty.  We offer our apology to the
many contributors whose work deserves acknowledgment, but is here neglected.

It is almost a tautology that the best choice you can make is the one that leads to the best outcome.  By the
twentieth century, economists such as DeBreu11 were stating this in formal terms that, given a set of alternative
actions, a rational person will choose the action that is expected to yield the outcome that is most preferred.
However, the interesting case, and the only case generally relevant to design, is when the outcomes of alternatives
are uncertain.  John von Neumann, in a book that was really about something else altogether,12 launched the
normative theory of decision-making by showing that the rational choice under uncertainty is the action for which
the probability distribution of outcomes has the highest probabilistic expectation of utility.  Collopy13 shows that, for
usual design situations, utility and monetary value are equivalent, so that the preferred design choice is the one with
the greatest value in monetary units.

Since 1950, von Neumann’s notion of rationality has penetrated many fields of scholarship and human endeavor,
but, until now, has not changed the way we design large systems.  This is not to say that leading thinkers have not
tried to introduce best value as a fundamental design rule.  Herbert Simon14 recommended that designers find the
optimum value, but noted that this may be too difficult, so that most designs would settle for the highest value
design that they could easily locate.

In the 1970’s Andrew Sage examined large scale systems engineering and systems analysis as decision
processes,15 using the decision analytic perspective of Keeney and Raiffa.16  Sage recommends Value System
Design as an early step in the systems design process.  Sage’s description of Value System Design, “the
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transformation of the properties of a thing into a format amenable to instrumental or extrinsic valuation,”  accurately
characterizes system value modeling today.  Sage found that Value System Design is necessary to enable rational
design decisions.  He developed a process for Worth Assessment that acknowledged the hierarchical structure of
values, and in this case described the lowest level inputs to the assessment as attributes, the word we use today
rather than properties.

Schmit promoted the idea of structural design optimization in the 1960’s.17   Jaroslaw Sobieski and others
developed techniques of integrating engineering modeling codes into decomposed optimization structures18 in the
1980s, launching the field of multidisciplinary optimization (MDO).  MDO uses optimization techniques to find the
best designs, although some methods drive the search by constraints more than by an objective function, and most
examples of MDO in the extensive literature take little care in defining what “best” might mean.  Often the objective
function is simply minimize weight or perhaps minimize drag.19

In the 1990’s George Hazelrigg developed the a decision-theoretic systems engineering process20 that meets our
definition of Value-Driven Design.  Hazelrigg emphasized engineering design as a process of developing actionable
information about a prospective product and employing the information to make rational design decisions.  He
emphasizes the formulation of a system of values to direct design decisions.

In the late 1990’s, Collopy developed a value-based communication and control process21 and a distributed
optimization process22 built around flowing component design objectives down from a system value model. Each
component objective function is a linear function of component attributes, such as weight and cost.  The output of a
component objective function varies one for one with system value.  The (nonlinear) system value model is a scalar
function of system attributes, constructed using the laws of economics.13 The output of the system value model,
system value, need only be a measure of goodness, such that one design is better than another design if and only if
its system value is greater.  Inevitably, this value is measured in monetary units such as dollars.  Collopy has
demonstrated that system value models can be very simple, even for large complex systems.23

At the same time, Barry Boehm and others formed a community of interest in Economics-Driven Software
Engineering Research (EDSER).  This evolved into a research program in Value-Based Software Engineering
(VBSE).24  VBSE incorporates all the elements of the current Value-Driven Design framework, including a focus on
rational decision making during design, but is particularly focused on software.  An important area that VBSE began
to explore is the deep linkage between theories of decision making under uncertainty and systems engineering risk
management processes.

Also during the 1990’s and into the 2000’s the Aerospace Systems Design Laboratory (ASDL) at Georgia Tech
produced a large amount of new research analyzing complex systems and systems-of-systems against a range of
metrics, including top level extensive attributes and value. Key pieces of research were performed by and under
Dimitri Mavris and Daniel Schrage. Significant advancements in the use of surrogate models to analyze and select
technologies, both at the subsystem level and at the system level were performed by Kirby25 and Baker26. This work
was extended by Hollingsworth27 to include the ability to concurrently consider the effect of attributes on system
availability. Biltgen,28 Ender,29 and others also contributed to the foundations of what is now Value-Driven Design.
Development is continuing with the research of Pfaender,30 Fernandez-Martin,31 and Briceno,32 focusing on the
dynamic aspects of development and the external market.

During the early 2000’s, a great deal of research on economically directed systems engineering was produced by
the Engineering Systems Division of the Massachusetts Institute of Technology under the direction of Daniel
Hastings.33,34  Within this group, Olivier de Weck developed new methods for exploring a design tradespace using
Generalized Information Network Analysis,35 and many efforts evaluated designs using real options analysis.36

Of particular interest is the work of Rhodes and Ross, who have developed value-driven design processes for the
conceptual and preliminary phases of design.37,38,39  These studies have particularly investigated flexibility in the
face of requirements changes over time.

Both Ross and de Weck employ a graphic form of optimization, tradespace exploration, in which designs are
plotted against two axes that measure components of value.  The position of a design within the plot indicates its
value.  Tradespace exploration can visually group the best designs and suggest the reasons why they are best.

Joseph Saleh, now at the Georgia Institute of Technology, has continued the investigations into value-based
design which he began under Hastings.  Saleh and his students have developed several spacecraft value models,
exploring alternative ways of thinking about satellite design and how designers create value.  In particular, he has
investigated the value of reliability,40 maintenance,41 and responsiveness,42 and argued against cost metrics that do
not account for value.43

Owen Brown and Paul Eremenko developed another incarnation of Value-Driven Design at the US Defense
Advanced Research Projects Agency (DARPA).  Their process is called Value-Centric Design.44,45,46  The original
concept owes some debt to conversations between Brown, Eremenko, and Saleh while the F6 Fractionated
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Spacecraft program was still in the planning stage.  During the preliminary design of F6, four performer teams led
by Boeing, Lockheed Martin, Northrop Grumman, and Orbital Sciences, respectively, each developed a value-
centric systems engineering methodology and constructed a system value model for a satellite cluster.47,48,49  The
emphasis in F6 Value-Centric Design has been on quantifying the value of flexibility and robustness, key benefits of
fractionated architectures.

In 2005, Paul Collopy, James Sturges, and Fred Stritz founded a committee to promote the application of Value-
Driven Design (a term coined by Sturges).  At the time, all three chaired technical committees within the American
Institute of Aeronautics and Astronautics (AIAA).  Collopy chaired the Economics Technical Committee, Sturges
chaired the Systems Engineering Technical Committee, and Stritz chaired the Multidisciplinary Optimization
Technical Committee.  The AIAA VDD Program Committee, officially launched in 2006, was envisioned as a way
to address an important concern to the mutual benefit of all three technical committees.

The VDD committee has conducted four workshops to demonstrate application of Value-Driven Design
thinking.  A documented example is the 2006 workshop that applied VDD to design of the Global Positioning
System.50

A. Attribute and Capability Based Design

A key step toward Value-Driven Design  has been the ability to identify and model quantifiable attributes of the
system. This has proved a challenge for many complex systems. Extreme examples are heterogeneous system-of-
systems. Current efforts tend to focus on the development of a means to quickly visualize and evaluate one or more
solutions in a rapid manner. This process, known under different names, is still often one where specific capabilities
are desired. In the cases where specific selections are made, they often have used one of a range of multi-criteria
decision making techniques to create a single measure of goodness.51

While these techniques are not directly value based they help create the framework necessary to create and use a
value model for design of future systems. For starters, they provide a means of evaluating and analyzing a
significant number of design alternatives in a timely manner. Toward this end, they use an integrated modeling and
simulation environment. There are a number of different means of achieving this integration; however, the most
promising is the development of a surrogate or meta-model based analysis capability.52,53

The use of surrogate models is useful in that it creates two characteristics that are beneficial for value-driven
design.  One, the model is more or less
continuously differentiable. This enables
gradient-based optimizers to operate on the
value model and all of its submodels. Two,
surrogate models significantly decrease the
computational effort needed to evaluate
changes in attributes of any of the subsystems.
The surrogate model process achieves this by
replacing potentially complex disciplinary
analysis tools with locally appropriate
statistical models of the resulting behavior.
These models estimate the response of a system
as either a linear, exponential or transcendental
function. The key to the reduction in
complexity is the fact that sufficiently local
behavior tends to behave smoothly and
predictably.  The use of surrogate
representations is well understood and accepted
in conceptual and preliminary design, and the
principles are sufficiently straightforward that
expansion to other uses, including detailed
design may be feasible.

One of the outcomes of attribute based
approaches is the ability to user cluster analysis
to look at the availability of solution
technologies depending upon the desired
settings of attributes. Cluster analysis has
proven useful for first order selection of

Figure 1.  Example Cluster Representation of Three Potential

Solution Systems.  Note that attributes are referred to as
requirements.27



American Institute of Aeronautics and Astronautics
092407

5

materials based upon a small number of
extensive attributes.54 This idea is
extensible to other solution system
selection.27 An example of this for general
solution systems is shown in Figure 1.

The result is not a value model but the
ability to visualize the quantitative
relationship between solution options and
the extensive attributes that can be used to
define a value model. The concept is
readily extended to higher numbers of
attributes. It is relatively easy to
understand the behavior in three
dimensions, as shown in Figure 2;
however, as the dimensionality increases
it becomes increasingly cumbersome to
assimilate the information in a timely
manner.

One other benefit of the cluster
analysis approach is that it is possible to
quickly visualize the relationship between
the solution system’s extensible attributes
and the attributes of the lower level
systems. For example, one could
investigate the behavior of a top-level
capability to the propulsion system design
variables. An example of this for a
integrated system in an operational environment is shown in Figure 3.52 In a crude sense this enables the
identification of what subsystem properties would give access to the desired range of system attributes.  Biltgen et
al.52 refer to this as inverse design; however, because of the fact that there is no guarantee that the mapping between
a specific setting of system level attributes and the underlying subsystem attributes is unique it is not simply a matter
of determining what combination of attribute settings are desired to determine the design of a particular subsystem.

B. Dynamics, Options and Competitive Analysis

Another area of development recent development is the creation of methods to investigate the value of design,
operational, or maintenance flexibility. Further, there has also been development in using the same underlying
capabilities that are needed for options analyses to analyze the effects of competition on design choices.

The development of options analysis methods,
often called real options, requires that options be
valued in a manner similar to financial options.
The easiest way to do this is to use Net Present
Value (NPV) in the calculations of the
options.31,41,55  The beauty of using NPV as a
measure of goodness is that it allows for an
“apples-to-apples” comparison of different systems
across a range of attributes. In other words it is one
form of value model. By using a single value
model it is possible to easily make decisions that
occur over multiple time periods and provide the
capability to modify the solution to external and
internal changes in the product’s environment.
Maintenance of complicated systems has proven
difficult to value without a single metric that does
not change definition over time. Marais and Saleh41

use NPV and Markov chain modeling to provide a
technique that explicitly models a maintenance

Figure 2: Example three Dimensional Cluster Representation for

three different possible propulsion system options.
52

Figure 3: Example linkage between subsystem design state

and top-level capability.
52
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program as a series of options. Thus, choices made at different points in time can be weighed together. In effect each
maintenance action and the ability and choice to perform that action become options. The overall value of which can
be represented in a single number, NPV. This process is widely expandable to other aspects of the design process
including technology selection and development.31

Using the NPV based approach, Briceno and Mavris55,56 and later Briceno32 have developed a means of
comparing technology selection and design choices in the face of uncertain knowledge about the choices and
decisions of competitors. Leveraging the principles behind game theory, Briceno32 considers the end product, in this
case a propulsion system for a commercial airliner, in the face of a diverse, non-uniform set of customers (airlines)
with competition from dissimilar competing firms. This means that one firm may be better positioned to capture the
business of a subset of customers, while another firm may be better able to capture the business of another subset of
customers. This approach, summarized in Figure 4, moves away from the concept of creating an “average”
customer/user out of a disparate group, and the use of market share or customer value as the measure of goodness of
a product. While market-share and customer value are important intermediate metrics they do not relate directly to
value to the company producing the product.32

An additional set of techniques that have been applied to the design of complex systems is the use of system or
business dynamics57,58 to describe the adoption and penetration of new technologies and designs into the market.
Hollingsworth et al.59 show and Pfaender30 further expounds on the possibility, that small and incremental changes
to the product design, or that of its competitors,  can lead to significant changes in the adoption and success of a
product, especially when commonality effects can drive customer perception. As a consequence, not only can value
change rapidly because of these differences, but also metrics that do not use a universal representation of goodness
might produce products that are not only unsuccessful, but have missed the opportunity for success by only having
seemingly insignificant differences from those products that are successful.

All of the developments mentioned above, while not strictly VDD, they are developments that either can assist in
the development of a VDD capability, or are prime candidates to use and extend the basic VDD process to provide
means of creating further value and product differentiation.

Figure 4:  Briceno’s Proposed Competitive Analysis Methodology
32
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 IV. The Current State of Value-Driven Design

The defining characteristic of Value-Driven Design is that engineers, when making design choices, select the
best design rather than selecting any design that meets requirements, or the design that is most likely to meet
requirements.10

Figure 5 illustrates this contrast in a cyclical
view of the design process.  The cycle implies
that a design results from multiple passes at the
design problem.  Starting, arbitrarily, at Design
Variables on the right side, the design team picks
a point in the design space at which to attempt a
design.  The Design Variables that parameterize
the design constitute a rough outline of the
design.  In the Definition arc, designers elaborate
this rough outline into a detailed representation
(Configuration, also called a product definition
or part definition) of the object to be designed.
In the Analysis arc, engineers estimate the
attributes of the object, often using physics-based
predictive modeling tools such as finite element
stress-strain models or computational fluid
dynamics.  Analysis produces a second
description of the design instance, a vector of attributes of the design.  Simon14 describes the lower two arcs as a
mapping of the design from internal substance, which is described in engineering terms, to external function, the
perspective relevant to the user or customer.  Thus, the design variables are defined to make sense to the design
engineers, but the attributes are defined to connect to the customer.

The upper left (purple) arc is the process that differentiates Value-Driven Design from traditional systems
engineering.  In the latter method, Evaluate is a determination whether the attributes meet requirements.  If they do,
the cycle is complete.  Otherwise, another round is attempted, or the team capitulates.  Under VDD, the attributes
are assessed with an objective function or value model, which gives a scalar score to any set of attributes.  If the
current configuration has a better score than any previous attempt, it is the preferred configuration to date.  At this
point, the design team can accept the configuration as their product or try to produce an even better design by going
around the cycle again.

The upper right hand arc is the domain of optimization.  Optimization algorithms use vectors of design variables
(points in the design space) and the resulting score (value) from the evaluation arc in order to guess where in the
design space to look for the best design.  VDD is not an optimization process in this sense—instead, VDD is a
framework that enables the use of optimization.  However, VDD does not compel designers to use a formal
optimization methodology.  They are free to guess or use their best judgement to select the new design variables on
each iteration through the design cycle.

The cycle in Figure 5 applies to detailed design of a system component, or to conceptual design of the overall
system.

A challenge in implementing a process within the VDD framework is generating the objective function (the
function that inputs attributes and outputs value).  The benefits cited in section V below can only be achieved if
every component has a consistent objective function.  To do this, the system must have an overall system objective
function, which Ralph Keeney60 calls a value model, or, in the engineering domain, a system value model.  The
current state of system value modeling is discussed in Collopy13 and is beyond the scope of this paper.  The system
value model inputs system attributes and outputs a system score.

A. Conceptual Design

The purpose of the conceptual design phase is no different in VDD than it is in the more traditional design
processes. If anything, the VDD approach makes the goals of the conceptual design phase stand out with greater
clarity. The primary purpose of conceptual design is to identify and select the best baseline concept for the needs of
the customer market, with respect to the producer’s bottom line. It is not, strictly, to create the product that provides
the most customer value. The extreme example of this is a winner takes all government contracts where the choices
considered are, effectively, the highest customer value design or no design. An opposite example would be the
consumer electronics market, where some of the most profitable products are not those that capture the most market

Figure 5.  The Design Process
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share, but those with the highest profit margin. The modern aerospace industry lies somewhere in between.
Obviously the majority of large scale government projects are single customer winner takes all arrangements.
Where, depending on the number of organizations competing for the project the effective state ranges from a
monopsony3 to a bilateral monopoly. On the commercial side, the market for aircraft is an oligopoly, while the
market for engines and avionics, which is actually a dual market, has features of both the oligopoly and of the
monopsony. Finally, the market for air transportation services is highly competitive.

The consequence of this is that for many applications it has never been possible to meet Lave and March’s61

three evaluation criteria: Truth, Beauty, and Justice, using just extensive performance attributes. Collopy,13 reviews
a range of methods that are commonly used in conceptual design and finds them to be lacking. This is even more
difficult to achieve when dynamics and competition are included. Instead, by using a value model, a change in
market conditions or an increase in the diversity of customers or suppliers requires only an update to the model and
not a reconstruction of the entire extensive attribute space.

Unlike the late preliminary and detailed design phases, the cost of making decisions and including options in the
conceptual design phase is relatively minor, both computationally and monetarily. As such it is reasonable to
envisage that a number of different potential solution systems and technologies will be compared. Furthermore, we
expect many of these will be modeled using different tools and use different intensive attributes.  For example, a jet
propelled aircraft and a solid rocket propelled missile will have different propulsions system design parameters.
However, in operation a series of common extensive attributes and ultimately a value model can be developed. This
is possible because regions of the value model can be mapped from multiple regions of the extensive attribute space,
which in turn, can be mapped from different intensive attribute spaces. Figures 1 and 2 above illustrate the mapping
of multiple, disparate systems to a single set of extensible attributes. Hollingsworth62 demonstrated that substantially
different systems with similar intensive attributes could be mapped to the same set of extensive attributes and later27

                                                          
3 A monopsony is the inverse of a monopoly, one buyer and many suppliers

Figure 6.  Example of Systems with different intensive attributes mapped to a common extensive

space
27
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demonstrated it was possible to map relatively similar systems with diverse intensive attributes could be mapped to
the same extensive space. This is no different than what has been done experimentally with materials and presented
by Ashby.54  An example of this is shown in Figure 6.

Note that in neither case did Hollingsworth consider the goodness of any of the systems investigated; instead, he
limited his efforts to identifying where, in what he termed the “requirements hyperspace,” solutions were available.
However, it is reasonable to add a value model to any results of multi-system mapping to find the best design.
Furthermore, the methods proposed by Hollingsworth,27 Biltgen,28 Ender,29 and others, each resulting from a slightly
different approach to tackling the multi-system problem, can be applied to the VDD conceptual design process. In
fact each of the methods proposed makes use of surrogate models to simplify and effectively linearize the complex
interactions. The worst-case scenario is that the conceptual design engineer must keep track of a handful of basic
candidate solutions that are compared using the same value model, but each one has a different set of intensive
attributes

The same process for comparing different systems can also be used for comparing different technologies. For
those technologies that share the same intensive attributes and can be modeled using the same computational tools it
is often possible to perform a simple linear analysis. Even in the cases where the behavior of the modeling and
simulation tools limits the amount of direct gradients that can be achieved, it is often possible to create surrogate
models that span the extensive attribute and technology space. One means of achieving this is the Unified Tradeoff
Environment (UTE).63,26 The UTE specifically uses quadratic linear surrogate models to map similar intensive
attributes of similar technologies through a higher-level system to a single set of extensive attributes. A notional
representation of the UTE is shown in Figure 7. Again, note that the authors did not apply value models, but by
mapping to the same extensible space it is reasonable to see where a value model could be applied.

If the technologies’ intensive attribute spaces are sufficiently different, it is still possible to use the method
shown by Hollingsworth27 to map technologies, effectively bifurcating each candidate system into separate systems
based upon each class of technologies.

Finally, once the best candidate solution system(s) and associated high-level technologies have been identified, it
is possible to account for uncertainty by combining the mapping of intensive to extensive attributes and system
value model, and thereby begin to manage risk. Because of the low expense of modeling multiple solution systems it
is fairly easy to develop an option chain where decisions can be mapped out in time based upon knowledge gained
from technology development, market changes, and competitors’ behavior. This is, in effect, leveraging the work

Figure 7.  Notional Unified Tradeoff Environment
63
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performed by Marais, Saleh41,64, Fernandez, and Briceno.31,56,32  There is still a lot of research needed to fully
develop this aspect of VDD; however, the work above already uses what is effectively a value model approach and
it is reasonable to assume that further developments along these lines will prove to be both reasonable and fruitful.

The down selection of solution systems and technology sets that results from conceptual design inherently
reduces the combinatorial complexity of the design problem. This allows an increase in the amount of detail
undertaken in modeling each particular system and its component subsystems, and a corresponding increase in the
model and data complexity. Thus the value model and evaluation structure can be used directly in the later phases of
design. New analysis has only to be mapped into either the extensive attribute space of the solutions system or the
intensive attribute space of the relevant subsystem.

B. Preliminary Design

Once the candidate design concept is fixed, the preliminary design phase begins.  The design as a whole is
elaborated as far as is practical.  Next, the design is partitioned into components.  For a large system, these
components are subdivided into more components, and subdivided again several times, until the total number of
components may number in the hundreds or more.  At each level, partitioning results in definition of the scope of
each component and definition of interface requirements between components.

Traditionally, extensive requirements, such as weight and cost, are allocated to components.  In value driven
design, objective functions are allocated instead.  A distributed optimization method has been established22 for
uniquely deriving the component objective functions from the system value model.  In brief, the process involves the
composition function, which is a function that inputs component extensive attributes and outputs system extensive
attributes.  The composition function exists by the definition of extensive attributes.  The composition function is
concatenated with the system value model.  The resulting function inputs component attributes and outputs a scalar
system value.  This concatenated function is approximated with a first order Taylor Series.  Constants in the Series
are dispensed with, and the linear terms are separated by component.  These collections of terms become the
component objective functions that enable Value-Driven Design.

C. Detailed Design
The linearized component objective

functions can be displayed on component
score cards (Figure 8) to guide component
design teams during the detailed design
phase. With the score cards it is possible to
for each component design team member to
see the impact of a change of any of their
design variables on system value.

Scorecards can feed the design status to
project management in real time, permitting
instantaneous roll-ups of weight, cost,
reliability, and other system attributes.  If
management observes that the system is
moving toward a hard limit, component
objective functions can be modified to adjust
the design.  For example, if a satellite is
growing in weight and threatening to exceed
launch system limits, the value of weight can
be increased in all the scoreboards.  This will
have some clearly deleterious effects,
particularly due to inconsistencies between
design choices made before the change with
choices made later, but it can move the
program away from a point of failure.

Management can also plot trends of the design value of different components.  This should be a useful indicator
of which components are getting into trouble.

D. Risk Management

Figure 8.  Component design score cards.  There is one row per
component attribute.  The left column, Status, records the current

state of component attributes.  The middle column shows the
coefficients of the component objective function (which are also the

partial derivatives of system value with respect to each attribute.  The
right column is the product of the first two columns (and is not

especially meaningful).  The sum of the right column is the current
component design value.  The component design team’s job is to

make this sum increase.
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Value-Driven Design will have a major
positive impact on the management of risk
during system development.  Under VDD,
unfortunate eventualities are not simply bad,
they are quantifiable. For example, if the new
lightweight shaft material does not pass its
coupon test, we will make the shaft out of a
heavier nickel alloy, which will increase the
shaft weight by 42 pounds, increasing system
weight by 63 pounds, and reducing system
value by $22,000 per production unit.   If
there is a 30% chance of coupon test failure,
the expectation of loss in $6,600 per unit.
This calculation is illustrated in Figure 9.  We
would deduct the $6,600 from the system’s
value until the test resolves the outcome one
way or the other.65

Current risk management processes
simply hope that the coupon will pass the test and the problem will go away.  The test is recorded as a step down on
the waterfall chart on the left side of Figure 10.  Properly, every test point should lead to a step down and a step up,
because the risk level coming into the test (which we interpret as expectation of loss) is the probabilistic average of
the possible outcomes of the test.  The average of the outcomes can never be greater than all the outcomes.

These thoughts are just the beginning of a rigorous probabilistic reformulation of the systems engineering risk
process.  We believe there is a great deal of useful progress that can be made in this area.

E. Value-Based Acquisition
If government programs are to realize the benefits of Value-Driven Design, they must integrate VDD into their

acquisition processes.  Carter and White66 provide one approach, which they call Value-Based Acquisition, or

VBA.  To quote:

The key to VBA at the program level is the development of a value model that embodies key system design features,
such as weight, manufacturing cost, reliability, and the like, as well as key acquisition concerns, such as cost and
schedule … Once a quantitative value model has been defined, it can become the basis for contracting.  A program
officer can offer a contract in which price is a function of value.  The contract would specify the price that the
government would be willing to pay for different levels of performance … Under a value-based contract, a contractor
maximizes profit by including only those features whose value to the government exceeds their cost.

Figure 9.  Risk Assessment Template is Replaced with

Quantified Expectation.  Instead of using qualitative five-level
templates, the probability of failure is simply multiplied by the

consequence of failure to give the expectation of the consequence.
Under VDD, calculation of the consequence of failure is much

more tractable than under traditional systems engineering because
the value model dollarizes so much of the event space.

Figure 10.  Waterfall charts run downhill, but true uncertainties must have outcomes that are better than

AND worse than the current expectation.  A VDD risk plan would identify test points that will reveal whether the
situation is improving or deteriorating.  Planning should determine what decisions will be taken depending on the
test results.
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When a firm accepts a contract under which their profit is directly tied to the value of their current design, per
the value model, they will naturally adopt the value model to guide the design, since this is the route to maximizing
profits.

The firm will also want their subcontractors to adopt Value-Driven Design, so as to enhance profitability and to
offload risk onto the subcontractors.  The prime contractor will be driven to build incentives into its subcontracts
that directly parallel the incentives in the government’s prime contract.

However, these incentives may be intractable unless the value model is kept simple.  We believe that a realistic
application of Value-Based Acquisition would limit the system value model to less than twenty attributes and less
than one hundred equations.  Furthermore, every subcontractor will work toward a flowed-down objective function,
which, by distributed optimization theory,22 is always a single linear equation.

 V. Benefits of Value-Driven Design

Value-Driven Design (VDD) provides three major benefits to the engineering design of complex systems:
1. VDD enables and encourages design optimization for the whole system during early design phases and for

each component during detailed design.

2. VDD prevents design trade conflicts, and thereby prevents dead loss trade combinations.

3. By eliminating requirements for extensive attributes at the component level, VDD avoids the cost growth
and performance erosion caused by requirements.

Each of these three benefits will be explained in turn.

A. VDD enables optimization
VDD addresses the engineering of complex systems with a simple scalable process that enables design

optimization.  At its essence, optimization is a design rule that says, “Find the best design.”  In contrast, today’s
systems engineering process says, “Find a design that meets the requirements.”   The latter directive gives up a
certain amount of value, namely,  the difference between a selected design that meets the requirements and the best
design.  As an example, consider Figure 11.  Figure 1 (a) illustrates the current process in a case with only two
requirements, cost and weight.  Any design inside the yellow box meets the requirement, so all are equally good.
However, most are not feasible (such as an airplane that costs 0 and weighs 0).  Figure 1 (b) shows the same design
problem from the perspective of optimization.  Here the region of feasible design is shown in green.  A scoring
function (called an objective function in optimization theory) is used to search for the best design, where a higher
score indicates that a design is better.  The purple vector is the gradient of the objective function, and the yellow-
centered square shows where the best design is found.  Since the yellow box is the best feasible design, it is better
than any design that meets the requirements.  Moreover, without using optimization, a design team has little chance
and no motivation to find the best design within the requirements box.

For visualization, Figure 11 has simplified the attribute space to only two dimensions, but typical system designs
(and component designs) have ten to twenty important attributes.  In such high dimensional spaces, the impact of
optimization is much greater. For example, in a ten dimensional space, requirements, on average, remove 99.9% of
the relevant design space.  In a
twenty dimensional space, the
corresponding figure in
99.9999%.  It is not
unreasonable to say that
allocated requirements have a
one-in-a-million chance of
finding the best design.
Optimization is not perfect, but
it can easily beat requirements
allocation by several orders of
magnitude, when we look at it
this way.

According to George
Hazelrigg, “Values tell

Figure 11.  Optimization chooses the best design
21
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engineers what you want.  Requirements only tell them what you don’t want.”

B. VDD Prevents Design Trade Conflicts
When design engineers make rational decisions to meet component requirements, the collective results are often

clearly irrational.  While one component design team sacrifices great cost to achieve a small weight reduction,
another team on the same program gives up far more weight to realize a small reduction in cost.  Teams work at
cross purposes so that they can each meet their allocated requirements for weight, cost, reliability, performance, and
so on.   The result is what economists refer to as a dead loss, a net increase in weight and cost, and decrease in
performance and reliability, that, on the whole, clearly degrades the total system.21 Requirements-induced dead
losses tend to reduce the value of large systems by tens of percent.

VDD prevents dead loss trades by providing each component with an objective function that implicitly contains
all the trade factors among all extensive attributes, and ensures that all these trade factors are consistent across all
components.  Under VDD, it is impossible for two separate trades which improve two separate components to
combine into a dead loss.

C. VDD Avoids Cost Growth and Performance Erosion
What does a component design team do when faced with a set of requirements for performance, weight,

reliability, and so on?  In a deterministic world, or for a simple component, the task would be to pick a design that
meets the requirement.  However, we live in an uncertain world, and components of large aerospace systems are
generally complex.  In our world, design becomes a process of search and discovery, in which the end point is only
revealed gradually, as the result of a series of design choices made under uncertainty.  The task of the traditional
design engineer is best described as maximizing the probability that the design will meet the requirements.  This
contrasts strongly with the task of optimal design, which is to design the best component, or more formally, search
for the design which will maximize the value of the attributes (measured by the objective function) while not
violating interface constraints.  Research9 shows that, when a team maximizes the probability of meeting
requirements for a complex and non-deterministic design task, the resulting attributes are skewed, with a tight
grouping on the slightly better side of each attribute and a much longer tail on the worse side.  For example, if a
requirement says that a particular component should weigh less than 10 pounds, much of the distribution of the
resulting weight might be packed between 9.5 and 10, with most of the rest spread between 10 and 15.  As a result,
even though the median and the mode of the distribution may be less than 10 (on the good side of the requirement),
the mean is usually greater than 10.  As the components are aggregated into the whole system, it is the mean that is
more predictive of system performance.  Thus, even when most of the components meet their requirements, it is
likely that the system will fall short of the aggregate system requirements.  This skewing is an artifact of the
requirements process, of the very effort to maximize the probability of meeting component requirements.  VDD
eliminates the skewing, greatly improving system attributes.

All three of these effects are exacerbated by the complexity of large systems such as aerospace systems.  Figure
12 illustrates the hierarchical organization of an aircraft design, but falls far short of indicating the hierarchical
complexity.  A typical military
fighter aircraft or commercial
airliner would have seven to ten
levels in this tree with hundreds
of components.  All these levels
obscure the system design intent
from the component design
teams, most of whom work for a
different firm than the lead
systems integrator.  With more
layers and increased complexity,
the gap between the results of
optimization and the results of
striving to meet requirements
builds up from a few percentage
points to a tens of percent.  With
the first roll up of component
attributes into system attributes,
which usually occurs late in Figure 12.  Hierarchical Organization of an Aerospace System Design
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detailed design, the project inevitably finds
that the system is too heavy or too
inefficient to be useful.  The common
solution is a redesign, or a series of
redesigns, to correct the excess weight or
performance shortfall.  In these redesigns,
the offending attributes are traded for cost.
The result is a cost growth of about 50% on
average and a schedule delay, or series of
schedule delays, to accommodate the
redesign.  As far as performance, weight,
and other attributes, the inevitable result is
that these attributes barely meet requirements or fall slightly short (see Figure 13).  It is this shortfall and destructive
cycle of redesign, more than anything else, that VDD strives to correct.

 VI. Conclusion

Today is an exciting time to be participating in the Value-Driven Design movement.  New ideas, new energy,
and new solutions are emerging from all quarters.  VDD is not a particular method or process.  Instead, it is a
clarifying way of thinking about systems engineering that will eventually lead to new methods and processes.  Many
people are adopting the VDD way of thought, and not just due of the AIAA program committee which the authors
have the privilege of leading.  VDD is coming out of the woodwork of the systems community, simply because the
time has come for a better approach.
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