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Federal agencies are required by presidential executive order to prepare a regulatory impact assessment (RIA) in support of any economically significant regulatory action. ${ }^{1}$ An important feature of the RIA is a benefit-cost analysis. ${ }^{2}$ Although benefit-cost considerations are not always decisive in regulatory decisionmaking, they are gradually becoming more important both in the United States and abroad. ${ }^{3}$

If the benefits and costs of a rule are projected to occur at different points in time, which is common, a discount rate is generally applied to future benefits or costs in order to convert them to present value. Until 2003, the position of the U.S. Office of Management and Budget (OMB) was that such analyses should generally employ a real (that is, inflation-adjusted) discount rate of 7 percent. ${ }^{\text {. }}$

OMB Circular A-4, published September 17, 2003, revisited this question.' Circular A-4 was developed through a multi-year process that included a collaboration of analysts at OMB and the Council of Economic Advisors, public comment, expert peer review, and formal interagency review. The result of that process was a refined OMB position on time-preference issues.

[^0]
## I. INTRAGENERATIONAL DISCOUNTING

For benefits and costs that accrue within a generation, A-4 recommends that agency analysts present two sets of benefit-cost calculations: one using the traditional rate of 7 percent; another using a lower rate of 3 percent. ${ }^{6}$ A- 4 stipulates that the same rate must be applied to benefits and costs in order to avoid well-documented perversities.'

The two rates are based on different economic concepts: foregone investment and foregone consumption. In a theoretically perfect economy-one that is risk free, tax free, with all commodities perfectly divisible-one might expect the consumption rate of interest to equal the marginal rate of return on private investment. Since the real world of capital markets and consumer decisionmaking is complex, analysts are confronted with an array of interest rates (short run, long run, low risk, high risk, pre-tax, post-tax) to choose from. ${ }^{8}$

The 7 percent rate is intended to represent the long-term opportunity cost of capital in the U.S. economy, measured as the average rate of return on private investment (for example, average pre-tax returns on investment). Thus, if a regulatory cost displaces capital investment, the analyst needs to compute what the returns on the displaced investment would have been, assuming the investment had not been displaced.

The 3 percent rate is intended to represent the average consumer's rate of time preference, measured as the after-tax returns on savings accounts. If the cost of a regulation is imposed as a higher price on products purchased by consumers, then the consumer faces the dilemma of paying that cost through either foregone consumption or diminished savings (or greater debt).

When a specific regulation is being analyzed, it may be difficult for the analyst to determine whether the costs (or savings) will be expressed in the economy as a change in investment or a change in consumption, or both. If the rule will impact both investment and consumption, it may be difficult to discern the relative proportions. Consequently, OMB takes the position that the analyst should bound the two possibilities by presenting one set of benefit-cost results using 3 percent and another using 7 percent.

[^1]In A-4, OMB also acknowledges that agency analysts may discover, in the context of specific rulemaking, that a rate other than 3 percent or 7 percent may be appropriate to analyze. For example, A-4 expresses particular concern about rules that might cause capital to be reallocated away from the corporate sector of the economy, where average (pre-tax) real returns were 10 percent in the 1990s, "returning to the same level observed in the 1950s and 1960s." A-4 provides the agency analyst the technical discretion to present benefit-cost results based on other rates, in addition to 3 percent and 7 percent.

## II. InTERGENERATIONAL DISCOUNTING

For the first time, OMB in A-4 addressed specifically the question of how benefits or costs in one generation should be compared to benefits or costs incurred in another generation. ${ }^{10}$ Previously, OMB had assumed implicitly that the same rate of discount, presumably 7 percent, should be applied in both the intragenerational and intergenerational contexts.

Though not stated explicitly, OMB appears to be acknowledging that the results of a regulatory analysis could be highly sensitive to whether a discount rate of 3 percent, 2.8 percent, or 2.5 percent is employed. This sensitivity is particularly likely when either a large cost or a large benefit is projected to occur more than a generation from now. In addition, OMB was aware of some technical arguments-still con-troversial-suggesting that smaller discount rates are likely to be appropriate for problems with very long time horizons (though such arguments do not necessarily correspond neatly with generations). ${ }^{11}$ For example, there is some psychological and survey evidence that discount rates decline as the time horizon expands into the future. ${ }^{12}$ When surveyed, economists themselves tend to supply lower discount rates for impacts in the "distant future" compared to those in the next cou-

[^2]ple of years. For example, Geoffrey Heal argues that there is certainly no economic consensus concluding that impacts one hundred years from now should be discounted at the same annual rate as impacts five years from now. ${ }^{13}$

For intergenerational contexts, OMB again instructs agencies to present results using 3 percent and 7 percent, coupled with an explicit discussion of the ethical or distributional ramifications of the intergenerational impacts. However, A-4 goes further and acknowledges the possibility that it may also be informative to present results using a nonzero rate of discount that is less than 3 percent. ${ }^{14}$

## III. GENERAL VERSUS PARTIAL EQUILIBRIUM ANALYSES

Professor Heal reminds us that the utility discount rate is distinct from the consumption discount rate, the latter being a function of the former. For analysts, he explains that the utility discount rate-which might be presumed to be zero-is a general equilibrium concept, used in models of the evolution of an entire economy over time. If the analyst is instead evaluating a small project with no economy-wide implications, then the analysis is a partial equilibrium exercise and the consumption rate of discount (possibly the 3 percent rate suggested by OMB) is appropriate. He describes the climate change issue as one that might require a general equilibrium model. ${ }^{\text {15 }}$

For practical U.S. regulatory analysis, a partial equilibrium analysis will almost always be the appropriate course. That is because (a) the U.S. economy is only one part of a huge and growing world economy, and (b) a single regulation is rarely expected to have a discernible impact on the overall growth path of the U.S. economy. Even in the case of policies to address global climate change, we should not assume that general equilibrium approaches to analysis will be required. The U.S. economy, for example, is far less sensitive to changes in energy prices than it was thirty or fifty years ago. Moreover, climate

[^3]change policies that have a significant impact on the overall U.S. economy are not likely to be politically feasible. ${ }^{16}$

## IV. A Comment on Welfarism

In the conference discussion, some participants envisioned a future for regulatory analysis where economic measures of benefit and cost-those based on classical concepts of willingness to pay money (for benefit) and willingness to accept money (as compensation for cost)-might be replaced by direct measures of changes in utility or happiness as a result of new policies. This revival of pure utilitarian thinking would surely have made Jeremy Bentham proud. ${ }^{17}$

The philosophical attraction to this idea is that economic measures are more influenced by the distribution of wealth and income in society than are utility and happiness. For example, measuring gains in health policy based on changes in quality-adjusted life years (QALYs) is gaining intellectual ground as compared to monetary measures, in part because the determination of QALYs is not heavily influenced by the wealth or income of the beneficiaries (whereas willingness to pay for personal health gains is obviously constrained by wealth and income). ${ }^{18}$ In making decisions affecting health policy, we may be concerned with more than our own personal health and the amounts that people getting benefits from the government might be able to pay for such benefits. Do we really want a government that values ten QALYs saved in a poor community less than ten QALYs saved in a wealthy community?

In other words, a pure welfarist approach to regulatory analysis based on utility or happiness may be less vulnerable to allegations of unfairness based on underlying inequities in the distribution of eco-

[^4]nomic goods. Across generations, one might also be able to assume that a unit of happiness (or a QALY) in one generation is equivalent to a unit of happiness (or a QALY) in a future generation, without having to address the willingness to pay of the present versus the future generation.

As attractive as the welfarist revival may be, it may be useful to remind readers why Kaldor-Hicks (economic) approaches to regulatory analysis became the practical norm in the first place, instead of the various social welfare constructs that have been proposed and discussed over the years. There was the rejection of cardinal utility, the apparent logical impossibility of the sort of social functions that are attractive to welfarists, and the practical reality that costs of policies are readily determined in monetary units, without any obvious way to convert them into utility or happiness.

First, a social utility function would presumably be based on some aggregation of cardinal utilities for each person in the society. Yet modern economics, after careful consideration, rejected the measurability and interpersonal comparability of utility (or related concepts of happiness). ${ }^{19}$ Progress in psychology and neuroscience may cause economics to reconsider its rejection of cardinal utility but, for now, we do not have an objective measure of zero utility or a unit measurement of utility (like we have for distance or weight), and thus the utility scales for different individuals need have no connection with one another.

Second, the logical impossibility of a social welfare function that satisfies fairly innocuous assumptions is another serious concern. Kenneth Arrow's famous work sought to define a social welfare function that satisfied a few basic, ethical axioms: unanimity (if one person's preference is unopposed by all others in society, that preference should be respected by the function); nondictatorship (no individual has an ability to have his preferences dominate others in the function); transitivity (if Policy A is better than Policy B, and B is better than C, then $A$ is better than $C$ ); and more complex yet plausible axioms such as unrestricted domain and independence of irrelevant alternatives. What Arrow found, sobering as the result may be, is that no social welfare function satisfies these basic axioms. ${ }^{20}$

[^5]Finally, there is the practical reality that analysts measure the costs of policies using data from markets where prices are determined based on a particular distribution of income and wealth. If the metric for analysis will be utility instead of money, we will need to learn how to transform monetary costs into diminished utility and happiness, a significant new analytical challenge. Moreover, if we want the cost measure to be based on a "just" wealth distribution, the challenge becomes even more difficult. It is far from straightforward to determine what the costs of Policy A would be under Wealth Distribution 1 versus Wealth Distribution 2, since different wealth distributions may generate different prices in the economy. It is, of course, the prices of resources (for example, labor and capital) that are combined with input quantities to determine the costs of a policy.

Some of these problems can be averted if we back away from an ambitious benefit-cost position and settle for a comparison of policies based on cost-effectiveness. Health policy is moving in this direction, leaving to accountable politicians the value judgment about how much it is worth to save a QALY. Some have charted ways for regulatory analysis to move in that direction as well. ${ }^{21}$ In A-4, OMB instructs agencies to present both benefit-cost and cost-effectiveness results.
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