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Variability Analysis of Multiport Systems via

Polynomial Chaos Expansion
Domenico Spina, Francesco Ferranti, Member, IEEE, Tom Dhaene, Senior Member, IEEE,

Luc Knockaert, Senior Member, IEEE, Giulio Antonini, Senior Member, IEEE,

Dries Vande Ginste, Member, IEEE

Abstract—We present a novel technique to perform variability
analysis of multiport systems. The versatility of the proposed
technique makes it suitable for the analysis of different types of
modern electrical systems (e.g. interconnections, filters, connec-
tors). The proposed method, based on the calculation of a set of
univariate macromodels and on the use of the Polynomial Chaos
expansion, produces a macromodel of the transfer function of the
multiport system including its statistical properties. The accuracy
and the significant speed-up with respect to the classical Monte
Carlo analysis are verified by means of two numerical examples.

Index Terms—Multiport systems, variability analysis, polyno-
mial chaos, rational modeling.

I. INTRODUCTION

The increasing demand for performance from integrated

circuits (ICs) pushes operation to higher signal bandwidths,

while rapid advances in manufacturing capabilities have sig-

nificantly reduced the feature size and increased the density

of these devices. In this scenario, the analysis of the effects

of geometrical or electrical parameters variability on the ICs

performance is fundamental.

The standard approach for variability analysis is the Monte

Carlo (MC) method. MC gives accurate results and its imple-

mentation is straightforward, but it requires a large number

of simulations. Since simulations are often computationally

expensive due to the increased complexity of systems, MC

has a very high computational cost. Recently, a new approach,

based on the Polynomial Chaos (PC) expansion, has emerged

to perform variability analysis as an efficient alternative to

the computationally cumbersome MC-based techniques. The

PC-based modeling approach expands a stochastic process

in terms of orthogonal polynomials, giving an analytical

representation of the variability of the system with respect

to the random variables under consideration [1]. Over the

recent years, techniques were developed to study the stochastic

variations of electrical circuits by means of the PC expansion.
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These techniques were tailored to handle specific systems,

namely multiconductor transmission lines [2]–[4] and lumped

elements circuits [5], [6].

Instead, the variability analysis technique presented in this

paper can be applied to any generic multiport system, if the

linear system can be described by a state-space model. The

starting point of the proposed technique is the evaluation of the

system transfer function on a discrete set of frequencies and

geometrical or physical parameters chosen for the variability

analysis. The transfer function of the system in the frequency-

domain can be expressed in different forms (e.g. scattering,

impedance or admittance parameters), making the proposed

method applicable to a large range of microwave systems.

Next, a univariate frequency-domain macromodel is computed

using the Vector Fitting (VF) technique [7] - [9] for each

combination of the discretized design parameters. In this

paper, we refer to these initial univariate macromodels as root

macromodels. Afterwards, a state-space realization is obtained

for each root macromodel, allowing to calculate the PC model

with respect to the random variables under consideration.

The main advantage of this new approach is clear: the

PC-model of the state-space matrices is able to describe the

statistical properties of the system over the entire frequency

range of the chosen samples. Furthermore, the PC model of the

system transfer function can be calculated for each frequency

of interest by combining the PC model of the state-space

matrices with the existing deterministic equations for systems

expressed in state-space form. Finally, the corresponding PC

expansion of the ports voltage and current can be easily

obtained from the PC representation of the system transfer

function.

This paper is structured as follows. First, an overview of

PC theory is given in Section II. The variability analysis

in the frequency–domain is described in Section III, and

two pertinent numerical microwave examples are presented

in Section IV, validating the proposed technique. Conclusions

are summed up in Section V.

II. PRELIMINARIES: PC PROPERTIES

Under specific conditions [10], a stochastic process Y can

be expanded as a series of orthogonal polynomials with

suitable coefficients as [1]

Y =
∞
∑

i=0

αiϕi(ξ) (1)
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where ϕi(ξ) are the corresponding orthogonal polynomials

depending on the vector of normalized random variables ξ

and the coefficients αi are called PC coefficients. Regarding

the polynomials, the following orthogonality condition is sat-

isfied [11]

< ϕi(ξ), ϕj(ξ) >=

∫

Ω

ϕi(ξ)ϕj(ξ)W (ξ)dξ = aiδij (2)

where ai are positive numbers, δij is the Kronecker delta and

W (ξ), called weighting function in the theory of orthogonal

polynomials [12], is a probability measure with support Ω.

The construction of the PC expansion (1) entails a three-step

process:

• Calculating the orthogonal polynomials ϕi(ξ).
• Truncating the series to a finite order.

• Computing the PC coefficients αi.

If the stochastic process Y is composed of independent

random variables, the identification of the orthogonal polyno-

mials, also called basis functions, is straightforward: the global

uncertainty probability density function (PDF) is the product

of the PDFs of the single random variables. In this case, the

weighting function can be written as

W (ξ) =
N
∏

i=1

Wi(ξi) (3)

where N is the number of random variables. Therefore, due to

the orthogonality relation (2), the basis functions ϕi(ξ) can be

calculated as product combinations of orthogonal polynomials

corresponding to each individual random variable ξi [13].

Consequently, (1) can be truncated to a limited number of

M basis functions as

ϕj(ξ) =
N
∏

k=1

φik
(ξk) with

N
∑

k=1

ik ≤ P and 0 ≤ j ≤ M

(4)

where φik
(ξk) represent the polynomial function of degree i

corresponding to the random variable ξk and P is the highest

degree of the polynomials used in the truncated PC expansion.

It is easy to show [1] that the total number of basis functions

M + 1 used in the PC expansion is

M + 1 =
(N + P )!

N !P !
(5)

Note that for random variables with specific PDFs (indicated

in the sequel as standard distributions) the basis functions

are the polynomials of the Wiener-Askey scheme [12]. For

example, in the Gaussian PDF case the basis functions are the

Hermite polynomials, and in the uniform PDF case the basis

functions are the Legendre polynomials. The optimality of the

polynomials of the Wiener-Askey scheme is guaranteed as

their weighting function W (ξ) corresponds to the PDF of the

associated random variable, when placed in a standard form

[11], [12]. Due to this property, an exponential convergence

rate can be achieved [11]. Furthermore, optimal basis functions

can be calculated numerically for independent random vari-

ables with arbitrary PDFs following the approach described

in [11].

In the general case of correlated random variables with arbi-

trary PDFs, the basis functions can be calculated following the

approach described in [1], [11], [13]. In this case, decorrelation

can be obtained via a variable transformation, such as the

Nataf transformation [14] or the Karhunen-Loéve expansion

[15] and the convergence rate of the PC expansion may not

be exponential.

After determination of the basis functions, (1) is truncated

as follows

Y ≈
M
∑

i=0

αiϕi(ξ) (6)

Next, the M +1 PC coefficients αi must be computed. There-

fore, expressing a stochastic process through the PC expansion

requires the calculation of suitable scalar coefficients αi for

known basis functions.

As pointed out in the previous Section, the main advantage

of the PC expansion is the analytical representation of the

system variability. For example, the mean µ and the variance

σ2 of the stochastic process Y can be written as [1]

µ = α0 (7)

σ2 =

M
∑

i=1

α2

i < ϕi(ξ), ϕi(ξ) > (8)

Apart from all moments, also stochastic functions of Y , such

as the PDF and the cumulative density function (CDF), can be

computed following standard analytical formulas or numerical

schemes [16].

If the stochastic process under study is written in a matrix

form Y , the PC coefficient must be calculated for each entry

of Y . In this case, (6) can be written as

Y ≈
M
∑

i=0

αiϕi(ξ) (9)

where αi is the matrix of PC coefficients for the i-th poly-

nomial basis and has the same size of Y . For a complete

reference to polynomial chaos theory, the reader is referred to

[1], [10] – [12].

III. VARIABILITY ANALYSIS OF MULTIPORT SYSTEMS

A. Transfer function PC modeling

The starting point of our approach is the description of a

multiport system with a generic linear input-output represen-

tation in state-space form:

(sI − A(ξ))X(s, ξ) = B(ξ) (10)

Y (s, ξ) = C(ξ)X(s, ξ) + D(ξ) (11)

where the dependency on a vector of random variables ξ is

explicitly indicated. The goal is to calculate the PC expansion

in the form (9) of the state-space variables X and, conse-

quently, of the output Y , starting from the PC expansion of

the state-space matrices. Without loss of generality, for ease

of notation, the random variables of the stochastic process Y

are chosen as independent and the corresponding PDFs are

standard distributions. Note, however, that (10) and (11) can

also be calculated for the general case of correlated random



D. SPINA et al.: VARIABILITY ANALYSIS OF MULTIPORT SYSTEMS VIA POLYNOMIAL CHAOS EXPANSION 3

variables with arbitrary distributions, using the techniques

described in Section II.

In what follows, we will demonstrate that, to achieve our

goal, it is necessary to:

• Decide on the number of basis functions M (5).

• Compute the PC coefficients of the state-space matrices.

• Calculate and solve an equivalent linear system for the

coefficients of the PC expansion of X .

• Combine the obtained results in a suitable way in order

to obtain the PC expansion of Y .

In our approach, the number of basis functions M is chosen

upfront, based on the consideration that, for practical applica-

tions, P can be limited between two and five [2], [12].

Two main approaches exist in the literature to compute the

PC coefficients: the spectral projection and the linear regres-

sion technique [1]. The first approach projects the stochastic

process on each basis function, requiring the evaluation of the

following multidimensional integral

αi =
1

< ϕi(ξ), ϕi(ξ) >

∫

Ω

Y (ξ)ϕi(ξ)W (ξ)dξ (12)

for each coefficient of the PC expansion.

The second approach calculates all the PC coefficients

solving a least-square system [1]

Ψα = R (13)

Equation (13) is calculated with respect to an initial set of

discrete samples of the normalized random variables ξ, indi-

cated as
[

ξj

]K

j=1
. The j−th row of the matrix Ψ contains the

multivariate polynomial basis evaluated at ξj and the matrix R

represents the corresponding set of stochastic process values.

To apply the linear regression approach in our method, the

equivalent matrices Ψ and R must be built for the state-

space matrices in (10), (11). The proposed technique starts

by computing K univariate frequency-domain macromodels,

called root macromodels [17], [18]. This is done by invoking

the VF algorithm K times, i.e., for a discrete set of val-

ues of the normalized random variables
[

ξj

]K

j=1
, each time

using L frequency samples [fl]
L
l=1

. A simple pole-flipping

scheme is used to enforce stability [7]. Afterwards, a state-

space realization is obtained for each stable root macromodel

[Aj ,Bj ,Cj ,Dj ]
K
j=1

using a realization technique. The re-

alization technique used to convert a pole-residue model to

a state-space form has an influence on the smoothness of the

state-space matrices with respect to the design parameters and,

therefore, on the accuracy of the final PC model. We use a

standard Gilbert realization [19] in our approach.

Note that all K realizations of all state-space matrices

must have the same dimensions to build the matrix R. This

requirement can easily be satisfied if one considers that the

range of variation of each random variable is relatively small.

Therefore, the VF algorithm is applied first to estimate the

maximum number of poles needed for the rational modeling

by computing the poles at the corner points of the discrete

set of initial data, and afterwards to build the corresponding

root macromodels using this number of poles. Finally, ordering

the basis functions and the state-space matrices computed for

each ξj , an equivalent equation (13) can be obtained for each

state-space matrix. Let us suppose that T poles are needed to

build each root macromodel, then the matrices Ψ, α and R

of equation (13) calculated for the state-space matrix A can

be written as

Ψ =







ϕ
0
(ξ

1
) . . . ϕM (ξ

1
)

...
...

...

ϕ
0
(ξK) . . . ϕM (ξK)







α =







A0

...

AM







R =







A (ξ
1
)

...

A (ξK)







(14)

where ϕi

(

ξj

)

is the product of the identity matrix IT×T with

the i−th basis function [ϕi]
M

i=1
calculated for the j−th sample

of
[

ξj

]K

j=1
, the symbol Ai, i = 0, · · · , M , represents the i−th

PC coefficient matrix, while A
(

ξj

)

is the A matrix calculated

for
[

ξj

]K

j=1
. Equation (13) for the state-space matrices can be

solved in a least squares sense using an element-wise, column-

wise or matrix-wise approach.

At this point, we have obtained the representation of the

state-space matrices in the form (9), using an a priori estima-

tion of the expansion order and the linear regression method to

calculate the PC coefficients, which are from now on denoted

as Ai, Bi, Ci, Di, i = 0, ...,M . Using (9) to express the

state-space matrices, the state-vector and the output, (10) and

(11) can be rewritten as

s

M
∑

j=0

Xj(s)ϕj(ξ) =
M
∑

i=0

M
∑

j=0

AiXj(s)ϕi(ξ)ϕj(ξ)

+
M
∑

i=0

Biϕi(ξ)

(15)

M
∑

j=0

Y j(s)ϕj(ξ) =

M
∑

i=0

M
∑

j=0

CiXj(s)ϕi(ξ)ϕj(ξ)

+

M
∑

i=0

Diϕi(ξ)

(16)

where the only unknowns are the matrices of PC coefficients

Xj(s) for the state-vector, and Y j(s) for the output. Next

we calculate the desired state-vector coefficients solving a

corresponding linear system of the form

ΦXXα = Bα (17)

where Bα is the matrix containing all PC coefficients of

the B matrix, Xα is the matrix containing all unknown PC

coefficients and ΦX is a matrix containing weighted scalar

products as discussed in what follows. Equation (17) can be

obtained by projecting (15) on the basis functions of the PC

expansion. To explain how (17) is built, let us for simplicity
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assume that the state-space matrices depend on one random

variable and two basis functions are used for the PC expansion.

The extension to the case of multiple random variables and

higher order of expansion is straightforward. Furthermore,

the explicit dependency on the vector ξ is omitted in the

following equations, for the sake of clarity. In this simplified

case, equation (15) can be rewritten as

sX0ϕ0 + sX1ϕ1 = A0X0ϕ0ϕ0

+ A1X0ϕ1ϕ0 + A0X1ϕ0ϕ1 + A1X1ϕ1ϕ1

+ B0ϕ0 + B1ϕ1 (18)

Due to the orthogonality relation (2), projection of (18) onto

the first basis function ϕ0, yields

sX0 < ϕ0, ϕ0 >=

A0X0 < ϕ0ϕ0, ϕ0 > +A1X0 < ϕ1ϕ0, ϕ0 >

+ A0X1 < ϕ0ϕ1, ϕ0 > +A1X1 < ϕ1ϕ1, ϕ0 >

+ B0 < ϕ0, ϕ0 > (19)

Similarly, projecting (18) onto the second basis function ϕ1,

we obtain

sX1 < ϕ1, ϕ1 >=

A0X0 < ϕ0ϕ0, ϕ1 > +A1X0 < ϕ1ϕ0, ϕ1 >

+ A0X1 < ϕ0ϕ1, ϕ1 > +A1X1 < ϕ1ϕ1, ϕ1 >

+ B1 < ϕ1, ϕ1 > (20)

Upon calculation of the scalar products in (19) and (20), a

matrix equation in the form (17) is obtained:
(

ΦX00 ΦX01

ΦX10 ΦX11

)(

X0

X1

)

=

(

B0

B1

)

(21)

where

ΦX00 = sI − A0

< ϕ0ϕ0, ϕ0 >

< ϕ0, ϕ0 >
− A1

< ϕ1ϕ0, ϕ0 >

< ϕ0, ϕ0 >

ΦX01 = −A0

< ϕ0ϕ1, ϕ0 >

< ϕ0, ϕ0 >
− A1

< ϕ1ϕ1, ϕ0 >

< ϕ0, ϕ0 >

ΦX10 = −A0

< ϕ0ϕ1, ϕ1 >

< ϕ1, ϕ1 >
− A1

< ϕ1ϕ0, ϕ1 >

< ϕ1, ϕ1 >

ΦX11 = sI − A0

< ϕ0ϕ1, ϕ1 >

< ϕ1, ϕ1 >
− A1

< ϕ1ϕ1, ϕ1 >

< ϕ1, ϕ1 >

(22)

and I is the identity matrix. Note that solving (21) for different

frequency samples does not require renewed calculation of the

scalar products in (22). Finally, it is now possible to directly

compute the PC coefficients of the output Y j(s). Indeed,

because of the orthogonality relation (2), projecting equation

(16) onto the basis functions ϕp(ξ), p = 0, ...,M , leads to

Y p(s) < ϕp(ξ) >2=
M
∑

i=0

M
∑

j=0

CiXj(s) < ϕi(ξ)ϕj(ξ), ϕp(ξ) > +Dp < ϕp(ξ) >2

(23)

where all the scalar products were already pre-computed in

the previous step in order to build the matrix ΦX .

The proposed PC-based approach aims at performing

frequency-domain variability analysis on a large range of

1

Fig. 1. Flow chart of the proposed modeling strategy.

microwave systems (e.g. filters, connectors, non-uniform trans-

mission lines), overcoming the limitation of the previously

developed PC-based technique [2]–[6], that were tailored to

handle specific systems. This appealing characteristic of the

proposed PC-based method is obtained by applying the PC

expansion to a state-space representation of the multiport

systems. This approach has two main advantages:

• the system transfer function can be expressed in several

forms such as scattering, impedance or admittance pa-

rameters;

• the PC model of the state-space representation is fre-

quency independent; however, it allows to describe the

system in a large frequency range, see (15), (16).

Indeed, the frequency-dependent PC expansion of the system

transfer function can be calculated for every frequency of

interest f ′ ∈ [f1, fL], by solving the linear system (17) for

s = j2πf ′ and applying the results obtained in (23). To solve

(17), it is only required to compute the projection of (15)

onto each basis function. We remark that these projections

are frequency-independent and can be calculated upfront. The

proposed modeling strategy is summarized in Fig. 1.

B. Port Voltages and Currents PC modeling

In this Section, we describe how to compute the PC ex-

pansion of the port voltages and currents starting from the PC

expansion of the transfer function of the multiport system. We
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suppose that the terminations are linear and independent of the

random variables ξ. For ease of notation, the dependency on

the Laplace variable s and the random variables ξ are omitted

in the following equations. For a multiport system described

by its impedance parameters Z, the following relation ap-

plies [20]:

Ṽ = ZĨ (24)

where the symbol Ṽ is used for the port voltages and Ĩ for

the port currents. We introduce the terminations of the lines

to solve (24). In case of linear loads, we have

Ĩ = Is − GṼ − sCṼ (25)

where Is is the vector of the source currents, while the

matrices G and C describe linear resistive and capacitive

lumped elements at the ports of the system. Substituting (25)

in (24) gives

Ṽ + Z (G + sC) Ṽ = ZIs (26)

In (26) only Z and Ṽ depend on the random variables ξ and

therefore application of the PC expansion leads to

M
∑

i=0

Ṽ iϕi(ξ) +

M
∑

i=0

M
∑

j=0

Zj (G + sC) Ṽ iϕi(ξ)ϕj(ξ) =

M
∑

j=0

ZjIsϕj(ξ)

(27)

where Ṽ i represents the vector containing the i−th PC co-

efficients of the port voltages and Zj is a matrix containing

the j−th PC coefficients of the impedance parameters. The

desired PC coefficients for the port voltages are again obtained

by projecting equation (27) onto the basis functions ϕp(ξ),
p = 0, ...,M , as follows:

Ṽ p < ϕp(ξ), ϕp(ξ) > +
M
∑

i=0

M
∑

j=0

Zj (G + sC) Ṽ i < ϕi(ξ)ϕj(ξ), ϕp(ξ) >=

ZpIs < ϕp(ξ), ϕp(ξ) > (28)

As before, the scalar products are already known, because

they were pre-computed during the calculation of the matrix

ΦX . Therefore, the p-th PC coefficient vector of the port

voltages can be calculated immediately from (28). Once the PC

expansion for the port voltages is calculated, the corresponding

expression for the port currents can be obtained directly

expressing (25) with respect to the chosen basis functions,

as follows:

M
∑

i=0

Ĩiϕi(ξ) = Is −

M
∑

i=0

GṼ iϕi(ξ) − s

M
∑

i=0

CṼ iϕi(ξ) (29)

Similar relations apply in the case of admittance and scattering

parameters, as illustrated in the next Section.

IV. NUMERICAL EXAMPLES

In this Section, the proposed technique is applied to two

different structures. In each example, the scattering parame-

ters of the structure, calculated with respect to a reference

impedance of 50 Ω, are considered as a stochastic process

with respect to two or three independent random variables

(N = 2 or N = 3) with uniform PDFs. The corresponding

basis functions are products of the Legendre polynomials [13]

and are shown in Table I1 for M = 5 and P = 2, while the

weighting function (3) is

W (ξ) =

{

2−N , |ξi| ≤ 1, i = 1, ...., N

0, elsewhere
(30)

The proposed PC-based method and the MC method are

compared to validate the efficiency and accuracy of our novel

technique. In each example, the scalar products in (17) are

calculated analytically on beforehand. The simulations are

performed with MATLAB2 2010a on a computer with an

Intel(R) Core(TM) i3 processor and 4 GB RAM.

TABLE I
LEGENDRE POLYNOMIALS PRODUCTS FOR TWO INDEPENDENT RANDOM

VARIABLES, WITH M = 5 AND P = 2 [3]

index i i-th basis function ϕi < ϕi, ϕi >

0 1 1

1 ξ1
1

3

2 ξ2
1

3

3 1

2

(

3ξ2

1
− 1

)

1

5

4 ξ1ξ2
1

9

5 1

2

(

3ξ2

2
− 1

)

1

5

A. Transmission line

In this first example, a lossy microstrip line of length 8
cm is modeled within the frequency range [0 − 4] GHz.

Its cross section is shown in Fig. 2. The copper line has

width w = 160 µm, thickness t = 15 µm and conductivity

σ = 5.8 · 107 S/m. The dielectric is SiO2 of thickness

h = 180 µm with relative permittivity ǫr = 3.9 and loss

tangent tanδ = 0.001.

The length and width of the conductor and the dielectric

relative permittivity are considered as independent random

variables with a uniform PDF, varying within a range of ±5%
with respect to the central value mentioned previously. We note

1Based on the fact that
∫

1

−1
Pn(x)2dx = 2/(2n + 1) where Pn(x) are

the Legendre polynomials.
2The Mathworks, Inc., Natick
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1

Fig. 2. Example A. Cross section of the lossy microstrip.
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Fig. 3. Example A. Variability of the magnitude of S11. The thick red line
corresponds to the central value for L, w and ǫr , while the blue lines are the
results of MC simulations.

that the choice of a line length as parameter for the variability

analysis is particularly meaningful because:

• it causes a shift of the resonances of the microstrip, since

a total variation of 0.8 cm in the line length is considered

during the variability analysis, see Fig. 3;

• it cannot be modeled using the techniques described in

[2]–[4], since they start from a stochastic model of the

per-unit-length parameters for the variability analysis.

The scattering parameters are evaluated using a quasi-

analytical model [21] over a grid composed of 4 × 4 ×
4 (L,w, ǫr) samples for all the random variables and 101
samples for the frequency. The frequency samples are divided

in two groups: modeling points (51 samples), used to calculate

the state-space representation of the scattering parameters, and

validation points (50 samples), used to verify the accuracy of

the PC-model with respect to the MC analysis.

The state-space matrices are calculated using the VF algo-

rithm, targeting −50 dB as maximum absolute model error

between the scattering parameters and the corresponding root

macromodels in order to estimate the required number of

poles. The PC expansion is calculated using P = 2 and

M = 9, according to (5). In Table II the computational time

needed for the MC analysis (performed using 10000 (L,w, ǫr)
samples for the validation frequencies) and the proposed PC-

based technique is reported. Additionally, for the proposed PC

method, the computational time needed to calculate the initial

samples and to build the polynomial model of the scattering

parameters is shown. The comparison in Table II illustrates

the significant efficiency gain of the proposed technique.

TABLE II
EXAMPLE A. EFFICIENCY OF THE PROPOSED PC-BASED TECHNIQUE

Technique Computational time

Monte Carlo Analysis (10000 samples) 152.1 s

PC-based technique 7.43 s

Details PC-based technique Computational time

Initial simulations (64 samples) 0.97 s

PC model scattering parameters 6.46 s

To calculate the port voltages and currents variability, we use

a frequency-domain Thévenin voltage source of 1 V with a

source impedance of 50 Ω. The line is also terminated by

50 Ω.

The proposed PC-based technique has an excellent accuracy

compared with the classical MC analysis in computing system

variability features, as shown in Figs. 4 - 7. In particular, Figs.

4, 5 show the mean and the standard deviation of the real part

of the element S12, Fig. 6 describes the PDF and the CDF

of S11 at 1.24 GHz and Fig. 7 shows the standard deviation

of the imaginary part of the current at the output port of the

microstrip. Similar results can be obtained for the other entries

of the scattering matrix and for the port signals.
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Fig. 4. Example A. The top plot shows a comparison between the mean of
the real part of S12 obtained with the MC analysis (full black line) and the
proposed PC-based method (green circles: (◦)) for the validation frequencies.
The lower plot shows the absolute error between the two values.

B. Double Folded Stub Microstrip Bandstop Filter

In this second example, a double folded stub microstrip

bandstop filter [17] has been modeled within the frequency

range [4.75 − 20.25] GHz. Its layout is shown in Fig. 8.

The substrate is 0.1270 mm thick with a relative dielectric

constant ǫr = 9.9 and a loss tangent tanδ = 0.003. The length
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Fig. 5. Example A. The top plot shows a comparison between the standard
deviation of the real part of S12 obtained with the MC analysis (full black
line) and the proposed PC-based method (green circles: (◦)) for the validation
frequencies. The lower plot shows the absolute error between the two values.
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Fig. 6. Example A. PDF and CDF of the magnitude of S11 at 1.24 GHz.
Full black line: PDF computed using the novel technique; Dashed black line:
CDF computed using the novel technique; Circles (◦): PDF computed using
MC technique; Squares (✷): CDF computed using MC technique.

L and the distance S are considered independent random vari-

ables with a uniform PDF, varying in a range of ±10% with

respect to the central value L0 = 2.1946 mm and S0 = 0.1219
mm, respectively. The scattering parameters are evaluated

using the program ADS Momentum3 over a grid composed

of 6 × 6 (L, S) samples for the geometrical parameters and

62 samples for the frequency. Then, the frequency samples

are divided in two groups: modeling points (31 samples) and

validation points (31 samples). In this example, the scattering

parameters show a high variability with respect to (L, S), as

shown in Fig. 9.

As in the previous example, VF is used to construct the root

macromodels for the modeling points, and the accuracy target

was again set at −50 dB. The PC expansion is calculated using

3Momentum EEsof EDA, Agilent Technologies, Santa Rosa, CA.
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Fig. 7. Example A. The top plot shows a comparison between the standard
deviation of the imaginary part of the current at the output port of the
microstrip obtained with the MC analysis (full black line) and the proposed
PC-based method (green circles: (◦)) for the validation frequencies. The lower
plot shows the absolute error between the two values.

Fig. 8. Example B. Geometry of the double folded stub microstrip bandstop
filter.
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Fig. 9. Example B. Variability of the magnitude of S12. The thick red line
corresponds to the central value for S and L, while the blue lines are the
results of MC simulations.
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P = 3 and M = 9, according to (5).

The comparison between the computational time needed for

the MC analysis performed using 10000 (L, S) samples for

the validation points and the proposed PC-based technique

is shown in Table III, demonstrating the efficiency of the

proposed PC-based method. In Fig. 10 it is shown an example

of the convergence rate of the MC analysis in computing the

system variability features; note how the choice of the sample

size for the MC analysis affects the accuracy.
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Fig. 10. Example B. Standard deviation of imaginary part of S11 obtained
with the MC analysis using different sample size. Full black line: standard
deviation computed using 10000 samples; Dashed green line: standard devia-
tion computed using 1000 samples; Squares (✷): standard deviation computed
using 100 samples.

TABLE III
EXAMPLE B. EFFICIENCY OF THE PROPOSED PC-BASED TECHNIQUE

Technique Computational time

Monte Carlo Analysis (10000 samples) 253 h, 22 min, 37.2 s

PC-based technique 54 min 56.88 s

Details PC-based technique Computational time

Initial EM simulations (36 samples, ADS) 54 min 43.76 s

PC model scattering parameters 13.12 s

In order to evaluate the variability of the port voltages and

currents, the filter is excited by a frequency-domain Thévenin

voltage source of 1 V with a source impedance of 50 Ω and

the filter is terminated on a 50 Ω impedance.

Figures 11 - 13 show the accuracy of the proposed PC-based

technique compared to the classical MC analysis in computing

system variability features. In particular, Figs. 11 and 12 show

the mean and the standard deviation of the real part of the

element S22, Fig. 13 describes the PDF and the CDF of S12

at 7.5 GHz and Fig. 14 shows the standard deviation of the

imaginary part of the voltage at the output port of the filter.

Similar results can be obtained for all other entries of the

scattering matrix and for the port signals.
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Fig. 11. Example B. The top plot shows a comparison between the mean of
the real part of S22 obtained with the MC analysis (full black line) and the
proposed PC-based method (green circles: (◦)) for the validation frequencies.
The lower plot shows the absolute error between the two values.

V. CONCLUSIONS

In this paper, an innovative technique for efficient variability

analysis of general multiport systems, such as interconnec-

tions, filters, connectors, etc., is presented. It is based on

the calculation of root macromodels of the system transfer

functions and on the PC expansion of the corresponding

state-space matrices. The approach allows a representation of

the transfer function including its statistical properties. This

transfer function may be expressed in terms of e.g. scatter-

ing, impedance or admittance parameters, as such making

it applicable to a large range of systems. The accuracy and

efficiency of the proposed method are validated by means of

comparison with the standard MC approach, and this for two

distinct illustrative examples.
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