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Abstract The Earth’s thermosphere and ionosphere (TI) are characterized by perpetual variability

as integral parts of the atmosphere system, with intermittent disturbances from solar and geomagnetic

forcing. This review examines how the TI variability is affected by processes originating from the lower

atmosphere and implications for quantifying and forecasting the TI. This aspect of the TI variability has been

increasingly appreciated in recent years from both observational and numerical studies, especially during

the last extended solar minimum. This review focuses on the role of atmospheric waves, including tides,

planetary waves, gravity waves, and acoustic waves, which become increasingly significant as they

propagate from their source region to the upper atmosphere. Recent studies have led to better

understanding of how these waves directly or indirectly affect TI wind, temperature, and compositional

structures; the circulation pattern; neutral and ion species transport; and ionospheric wind dynamo.

The variability of these waves on daily to interannual scales has been found to significantly impact the

TI variability. Several outstanding questions and challenges have been highlighted: (i) large, seemingly

stochastic, day-to-day variability of tides in the TI; (ii) control of model error in the TI region by the lower

atmosphere; and (iii) the increasing importance of processes with shorter spatial and temporal scales at

higher altitudes. Addressing these challenges requires model capabilities to assimilate observations of

both lower and upper atmosphere and higher model resolution to capture complex interactions among

processes over a broad range of scales and extended altitudes.

1. Introduction

The compositional and thermal structures of the Earth’s thermosphere and ionosphere (TI) are of central

importance for space weather and space climate research, because they interact with the solar radiative and

particulate inputs, determine the atmosphere drag on space vehicles and debris, and affect radio communi-

cation and GPS signals. The TI is a highly variable system displaying a broad range of temporal and spatial

scales, and to understand, quantify, and forecast these variabilities aremajor objectives of space environment

studies. The TI composition and energetics are primarily determined by solar radiation and can be strongly

disturbed by radiative, magnetic, and particulate changes due to solar flares, coronal mass ejection (CME),

geomagnetic solar storms, or magnetospheric substorms. The onsets of these events are determined by the

solar and/or magnetospheric states, and their predictability thus depends on the predictability of the Sun,

the solar wind, and the magnetosphere, though the TI responses to such large disturbances also depend on

the state of the TI. These large events are intermittent, but the TI still displays persistent variabilities in their

absence. These variabilities can have significant magnitude and can be disruptive to radio communication

and GPS signals (e.g., ionospheric irregularities in E or F regions). Knowledge of the variabilities also enables

better quantification of the prestorm conditions and leads to better prediction of storm time responses.

These variabilites of the TI during “quiet time” periods have been thought to be generally caused by pertur-

bations originating from the lower atmosphere. For example, statistical studies of the critical frequency of

the ionospheric F2 peak (foF2) data from over 100 stations by Forbes et al. [2000] found that under geomag-

netic quiet conditions (Kp<1) the F2 region peak plasma density variability (NmF2), measured via standard

deviation, ranges from 25 to 35% of the mean for high-frequency (hours to 2days) and 15 to 20% of the

mean for low-frequency (2–30days) components. With the very low level of geomagnetic forcing and min-

imal impact of F10.7 variability on the F region, these variabilities are thought to be from “meteorological

forcing.” Rishbeth andMendillo [2001] reached a similar conclusion, that themeteorological forcing is respon-

sible for ∼15% of the NmF2 standard deviation, by analyzing the total NmF2 standard deviation, the standard
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deviation of the Ap index, and sensitivity of the F2 region peak plasma density to Ap index. Pathways bywhich

the lower atmosphere affects the upper atmosphere, however, were not well understood at that time. Thanks

to both newobservations, in particular those during the last extended solarminimum, and the use of numeri-

cal models that treat the whole atmosphere as an integrated system (see Akmaev [2011] for a review of whole

atmosphere modeling), there has been rapid progress in our understanding. In this paper, we will review

the recent development in our understanding of TI variability, and the implications for the predictability, as

related to lower atmosphere forcing, especially through atmospheric waves. This review complements the

review of this subject by Laštovička [2006], by focusing more on progresses in numerical modeling studies,

especially the ones within the last decade. The paper is organized as follows: Section 2 reviews the tidal and

planetary-scale wave variability on long and short time scales, including the seemingly stochastic day-to-day

tidal variability and how they affect the TI; section 3 discusses factors that impact predictability of the upper

atmosphere and the need for whole atmosphere data assimilation; section 4 discusses the significant role

that mesoscale processes, in particular gravity waves, play in the TI and the challenge and recent progress in

quantifying gravity waves. A brief summary is presented in section 5.

2. Upper Atmosphere Variability as Related to Tides and Other

Planetary-Scale Waves

Atmospheric waves of various scales play a key role in coupling the lower and upper atmosphere, because

they can cause large atmospheric perturbations and can transport momentum, energy, and atmosphere

constituents. Waves are generated when the essential atmosphere balance states, such as hydrostatic and

geostrophic balances, are perturbed. Common examples include gravity waves, tides, Kelvin waves, and

Rossby waves; see, e.g., Andrews et al. [1987] and Forbes [1995] for detailed discussions of these atmospheric

waves. A brief summary of essential features of these waves are given in Table 1. A note on nomenclature is

as follows: Rossby waves are also often referred to as planetary waves, while planetary-scale waves gener-

ally refer to tides, Rossby waves, and equatorial waves, especially the latter two in this review. When referring

to tides, the following convention is adapted: tidal period in terms of harmonics of a day (D for diurnal,

S for semidiurnal, T for terdiurnal, etc.), propagation direction (E for eastward propagating, W for westward

propagating), and zonal wave number. For example, DW1 is for diurnal westward propagating tide with zonal

wave number 1. A majority of wave sources are found in the troposphere, such as deep convection, frontal

system, orography, diabatic heating/cooling, land-sea contrast, and instabilities. In addition, diabatic heating

from absorption of solar ultraviolet (UV) radiation by stratospheric ozone is a source of atmospheric thermal

tides. Adjustment processes associated with the winter stratospheric jet can excite gravity waves. Nonlinear

interactions between primary waves can also generate secondary waves. The waves can propagate into the

middle and upper atmosphere under favorable wind and temperature conditions and modulate the winds,

thermal and compositional structures, and electrodynamics. The wave sources and the propagation condi-

tion (background wind and temperature) can vary significantly over space and time, and as a result waves

in the upper atmosphere display large variability and contribute to the variability of the space environment.

Since predictability reflects the strength of a signal as compared to the variability, in particular stochastic vari-

ability of a system, processes with well-defined periodicity, such as atmospheric waves, can thus enhance

predictability, while variability of wave amplitudes and periods (and thus phases), on the other hand, may

negatively affect predictability.

2.1. Atmospheric Tides and Their Long-Term Variability

Atmospheric tides, including thermal and lunar gravitational tides with migrating and nonmigrating compo-

nents, have been known to play an important role in the upper atmosphere and upper atmosphere variability

[e.g., Forbes, 1995] and in ion-neutral coupling. Observations have shown that tidal signals can extend into

the upper thermosphere, including the ionospheric dynamo region [e.g.,Häusler et al., 2007;Häusler and Lühr,

2009; Forbes et al., 2008, 2009; Oberheide et al., 2009; Häusler et al., 2010], in spite of the strong molecular

damping of the waves in the thermosphere. This likely results from the exponential density decrease and fast

thermal conduction. Tides can cause temperature anddensitymodulations and are responsible for the forma-

tion ofmidnight temperaturemaximum (MTM) andmidnight densitymodulation (MDM) [Miyoshi et al., 2009;

Akmaev et al., 2010; Lei et al., 2011; Ruan et al., 2014]. Tidal modulation of ion-neutral coupling is exemplified

by the observational andmodeling studies of the four wave structures in the equatorial ionosphere anomaly

(EIA) and equatorial electrojet (EEJ) [Sagawa et al., 2005; Immel et al., 2006;Hagan et al., 2007; Lühr et al., 2008],
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Table 1. A Brief Summary of the Major Atmospheric Waves of Interest to the Thermosphere and Ionosphere

Primary Restoring Force Wave Sources Temporal/Spatial Scales Propagation

Solar thermal tides Buoyancy Solar radiative heating, Harmonics of a solar Migrating: westward

latent heat day/planetary following the Sun

Nonmigrating:

not following the Sun

Lunar tides Buoyancy Lunar Harmonics of a lunar Following the

gravitational force day/planetary Moon

Rossby waves, Coriolis Tropospheric processes: Days to quasi- Westward relative

mixed Rossby- force/buoyancy topography, land-ocean stationary/planetary to background

gravity waves contrast, diabatic heating wind

Equatorial waves: Buoyancy/Coriolis Tropical Days/planetary Equatorially trapped

Kelvin waves, force tropospheric Kelvin waves: eastward

equatorial Rossby processes: deep Equatorial Rossby mixed

waves, equatorial convection Rossby-gravity waves:

mixed Rossby-gravity westward

waves, equatorial Equatorial inertio-gravity

inertio-gravity waves: eastward and

waves westward

Gravity waves Buoyancy Deep convection, Longer than Horizontal

orography, frontal buoyancy period and vertical

system, adjustment and less than

of jet, body inertial period/km to

forcing from thousands of kilometers

wave breaking

Acoustic waves Air pressure Deep convection, Shorter than buoyancy Horizontal and

orography period/km to vertical

hundreds of kilometers

and ionospheric responses during stratospheric sudden warming (SSW) [Goncharenko et al., 2010; Yue et al.,

2010; Chau et al., 2012]. Tidal winds affect ion-neutral coupling through the ionosphere E and F region wind

dynamo [Richmond et al., 1976; Forbes and Lindzen, 1976; Richmond and Roble, 1987;Millward et al., 2001; Liu

et al., 2010a; Liu and Richmond, 2013], as well as by modulating plasma transport and ion-neutral collisions in

the F region [Wan et al., 2012; Lei et al., 2014]. Tides with large amplitudes at middle to high latitudes (such as

migrating and nonmigrating semidiurnal components), as well as those at lower latitudes, can contribute to

the modulation of ionospheric electrodynamics [e.g., Liu and Richmond, 2013]. The relative importance of

the E and F region wind dynamo can be affected by the solar activity, which determines the damping and

penetration height of tidal waves [Oberheide et al., 2009; Liu et al., 2010b], as well as the Pederson and Hall

conductivities [Liu and Richmond, 2013].

Upper atmosphere tides display large variability over long and short time scales [e.g., Forbes et al., 2008] and

can thus contribute to the variability of the space environment on climate andweather scales. Tidal variability

is caused by changes in wave forcing, propagation conditions (including resonance conditions), and interac-

tionamong tides andwithotherwaves (e.g., other tides, planetarywaves, andgravitywaves).Over interannual

time scales, tides in the mesosphere/lower thermosphere (MLT) region are modulated by El Niño and the

Southern Oscillation (ENSO), as evidenced by observations [Lieberman et al., 2007; Warner and Oberheide,

2014] and by numerical simulations [Pedatella and Liu, 2012, 2013]. The numerical simulations determined

that the ENSO-induced MLT variability is 10–30% and the ionospheric variability is 10–15%. ENSO-related

changes in tropospheric diabatic heating is the primary cause of variability of diurnal migrating tide (DW1)

and someof the nonmigratingdiurnal tidal components (e.g., eastwardwave 2 and3, DE2 and3). TheDE2 and

3 are also affected by the background atmospheric changes during ENSO, while some other nonmigrating
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components are affectedbynonlinear interactionwithplanetarywaves (which changesduringENSOas found

by Sassi et al. [2004] andManzini et al. [2006]).

On interannual time scales, tides in theMLT region are alsomodulated by the quasi-biennial oscillation (QBO)

[Burrage et al., 1996; Wu et al., 2008a, 2008b; Xu et al., 2009]. During the easterly/westerly phase (QBO-E/W),

DW1 and DE3 are weaker/stronger and the migrating semidiurnal tide (SW2) is stronger/weaker. This depen-

dence has been reproduced in whole atmosphere model simulations [e.g., Liu, 2014]. Since the propaga-

tion and resonance amplification of tides are found to be sensitively dependent on the zonal mean wind

[Forbes and Vincent, 1989; Forbes and Zhang, 2012], it has been proposed that the QBO modulation could be

caused by changes in vertical wavelength and dissipation and changes in ozone heating; however, numerical

experiments using the Global ScaleWaveModel (GSWM) suggested that neither could explain the QBOmod-

ulation of the diurnal migrating tide (DW1) [Hagan et al., 1999]. Some tidal components are also well known

to display an annual and semiannual variation. For example, DW1 in the MLT reaches a primary maximum

around March equinox and a secondary maximum around September equinox, and SW2 amplitude peaks

in the winter hemisphere [Burrage et al., 1995; Wu et al., 2011]. McLandress [2002] demonstrated that DW1

is dependent on the latitudinal shear of the zonal mean zonal wind (thus, the zonal mean vorticity) in the

summer mesosphere. The vorticity change alters the tidal propagation through modifying the equivalent

depth of the tides.

2.2. Short-Term Tidal Variability and Tidal Interaction With Other Planetary-Scale Waves

Short-term variability (including variability with scales of day to day to amonth) is of interest in spaceweather

studies. Perturbations originating from the lower atmosphere can play an important role in the short-term

variability of the upper atmosphere. For example, continuous lidar measurements by She et al. [2004] showed

that the diurnal temperature amplitude in the MLT region can double or even triple from one day to the

next [Liu et al., 2007]. According to the comparative modeling study by Liu et al. [2007], this rapid change

could result from interaction between tides and planetary waves. Such interaction can excite diurnal nonmi-

grating components and modulate modes of migrating components and thus lead to changes of the total

diurnal signal.

Quasi-stationary planetary waves (QSPWs) are the strongest planetary wave events in thewinter stratosphere

and mesosphere, and they can alter the stratospheric and mesospheric circulation pattern during strato-

spheric suddenwarming (SSW) events [Scherhag, 1952;Matsuno, 1971]. Due to wave-mean flow interactions,

theQSPWsundergo rapid increases anddecreases during life cycles of SSWs (with time scales ofweeks). Tides,

includingboth thermal tides and lunar tides, havebeen shown todisplay large variability during SSWs asman-

ifested in both the neutral atmosphere and ionosphere [e.g., Goncharenko et al., 2010; Fejer et al., 2010, 2011;

Park et al., 2012; Yamazaki et al., 2012; Yamazaki, 2013;Wu and Nozawa, 2015; Chau et al., 2015], and possible

mechanisms considered include nonlinearly interaction with the QSPWs, as well as changes in zonal mean

zonal winds and tidal sources [e.g., Liu and Roble, 2002; Pancheva et al., 2009; Chang et al., 2009; Sridharan

et al., 2012; Liu et al., 2010a; Fuller-Rowell et al., 2010; Forbes and Zhang, 2012]. Due to their large magnitude

change in a short time duration, QSPW and SSW events provide exemplary cases to gain insights into the link

of the lower and upper atmosphere through complex interactions among tides, planetary waves, and mean

circulation. QSPW forcing on themean windmay not always lead to a reversal of the stratospheric jet or even

a minor SSW, but they can still contribute to MLT variability. One such example is the variability around the

equinox transition period, whenQSPWs start to become strong. Their interactionwith themean flow can lead

to short-term changes of wind and temperature in the middle and upper atmosphere, termed “hiccup” by

Matthias et al. [2015], with structures similar to SSW but smaller magnitudes.

In addition to QSPWs, traveling planetary waves (TPWs) and equatorial waves (EWs) and their interactions

with tides and mean flow can also cause MLT variability. Well-known examples of TPWs and EWs of interest

to the MLT include waves with periods of 5–7days (also referred to as 6.5days) [Hirota and Hirooka, 1984;Wu

et al., 1994; Talaat et al., 2001, 2002; Lieberman et al., 2003; Sridharan et al., 2008] and quasi-2days [Muller and

Nelson, 1978; Rodgers and Prata, 1981; Harris and Vincent, 1993; Wu et al., 1993; Garcia et al., 2005; Pancheva

et al., 2006; Hecht et al., 2010] and ultrafast Kelvin waves (UFKW, Kelvin waves with periods of 3–4days)

[Salby et al., 1984; Lieberman and Riggin, 1997; Gasperini et al., 2015]. Episodes of strong 5–7day wave and

quasi-2day wave (QTDW) are observed in the MLT around equinox (5–7day wave) and around January-

February and July-August (QTDW) [Talaat et al., 2001;Wu et al., 1993]. These window periods are determined

by the wave propagation (wave guide) and amplification (baroclinic/barotropic instability) conditions, which
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in turn are dependent on the background winds [Plumb, 1983; Meyer and Forbes, 1997; Salby and Callaghan,

2001; Liu et al., 2004; Yue et al., 2012a]. In particular, the occurrence of QTDWwith specific wave number (wave

number 2, 3, or 4) may depend sensitively on the background wind conditions [Gu et al., 2016]. UFKWs, on

the other hand, do not seem to have a clear seasonal dependence. TPWs may also become large around the

time of SSW due to favorable propagation and amplification conditions [McCormack et al., 2009; Chandran

et al., 2013; Sassi et al., 2013]. When these planetary waves become large, they can cause tidal variability

either through nonlinear wave-wave interaction or through altering the background winds [Palo et al., 1999;

Pancheva, 2006; Chang et al., 2011; Forbes and Moudden, 2012; Pedatella et al., 2012; Sassi and Liu, 2014;

Moudden and Forbes, 2014].

2.3. Tidal Variability on Day-To-Day Scales

Knowledge of the tidal and planetary-scale wave interaction can enhance predictability of the upper atmo-

sphere, since the planetary-scale waves up to the stratopause are generally well quantified and predicted.

For example, the forecast experiment byWang et al. [2014] demonstrated that the SSW event in 2009 could

be captured 1–2weeks prior to the peakwarming. Furthermore, sinceQSPWs and TPWs display clear seasonal

dependence, tidal variability from tidal-planetary wave interaction would be seasonally dependent, too.

A recent modeling study [Liu, 2014] suggests, however, that there is also an irregular or “stochastic” aspect

of the day-to-day tidal variability. As shown in Liu [2014], amplitudes of migrating and nonmigrating tides

in the upper atmosphere from the Whole Atmosphere Community Climate Model with thermosphere and

ionosphere extension (WACCM-X) simulations vary significantly from one day to the next. The day-to-day

time scale is shorter than the time scales associated with planetary wave variability (weeks to a month),

and it appears to be ubiquitous and does not show any clear seasonal, annual, or interannual dependence

(while planetary waves usually do). The exact causes of the tidal day-to-day variability in the MLT have not

been systematically studied, but there are several plausible ones: (1) It is known fromprevious studies that the

atmosphere is a deterministic chaotic system that displays perpetual stochastic vacillations [Lorenz, 1969] and

that the middle/upper atmosphere is no exception [Liu et al., 2009]. It is conceivable that the tidal day-to-day

variability is a manifestation of the stochastic whole atmosphere system. (2) Tidal propagation is sensitively

dependent on the winds as discussed earlier. Therefore, the tidal variability in the MLT is affected by the vari-

ability of global winds along the tidal propagation path from the source region to the MLT. (3) The tidal wave

sources, which are often tied to processes in the troposphere weather system, are likely to be variable.

Since predictability is closely tied to the time scales of variabilities, there is a need to better quantify the latter

for zonal mean zonal wind and tides in light of the second and third points. One way of measuring the time

scales is to compute the correlation time of a quantity by integrating the autocorrelation function. Figure 1

shows the correlation time of the zonalmean zonal wind, aswell as the amplitudes of threemain tidal compo-

nents (DW1, SW2, and DE3), calculated using detrended time series of these quantities from a 20-model year

simulation of WACCM-X (detailed discussion can be found in Liu [2014]). The correlation time of zonal mean

zonal wind is long in the stratosphere (weeks to months) and shorter in the troposphere, mesosphere, and

thermosphere (less than 5days atmost places). In the stratosphere, themain dynamical driving is by planetary

waves, which vary on time scales of weeks or longer, and they are thus responsible for the longer correlation

times. Dynamical processes with shorter time scales, on the other hand, becomes predominant in the meso-

sphere and lower thermosphere, and as a result these regions are more variable. In the upper thermosphere,

the short correlation time of zonal mean zonal wind is a result of strong dissipative damping. The correla-

tion time is determined by signal strength and signal variability. It is thus expected that the correlation time

should follow thewave amplitude, yet shouldbe reducedby thewave variability. It is seen fromFigures 1b–1d

that the tidal correlation time in general follows the structure of the respective tidal amplitude in the latitu-

dinal direction but not necessarily in the vertical direction. For example, DW1 amplitude peaks in the lower

thermosphere, but its correlation time is the longest in the stratosphere (∼18days) and becomes shorter in

the MLT (∼3days). For DW1, the decrease of correlation time with altitude is consistent with that of the zonal

mean zonal wind, which is an indication of the impact of the wind modulation. The correlation times of SW2

andDE3 aremore complex, though they are still comparablewith or shorter than the correlation time of zonal

mean zonal wind in theMLT (maximums of 8days for SW2 and 4days for DE3). The windmodulation thusmay

still play an important role in the variability of these tides. The stochastic feature and the short correlation

time of the diurnal tidal amplitude from themodel is consistent with the autocorrelation analysis of observed

diurnal tidal amplitudes by Phillips and Briggs [1991], though it is noted that the observations were made at

one location (Buckland Park, 35∘S, 138∘E) and thus include all diurnal components.
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Figure 1. Correlation time (unit: day) of (a) zonal mean zonal wind and amplitudes of (b) migrating diurnal tide (DW1), (c) migrating semidiurnal tide (SW2),

and (d) nonmigrating diurnal tide DE3. Contour intervals: Figure 1a: 2days for correlation time up to 10days and then 15, 20, 30, 40, and 50days; Figure 1b: 3days;

Figures 1c and 1d: 1day.

The spatial correlation of tidal amplitudes is shown in Figure 2. To elucidate the differences in short and

long-term variability, the detrended time series are decomposed into low-frequency components, obtained

by smoothing the time series with a boxcar average over 10days, and high frequency components (referred

to as day-to-day variable components). Figures 2a–2c are the correlation patterns for the high-frequency

components, and Figures 2d–2f are for the low-frequency ones. The correlation coefficients for theday-to-day

variable tides decay rapidly, dropping to 0over adistanceof∼20 km in altitude and20–30∘ in latitude. Lagged

correlation for the day-to-day variable tides has also been examined. With a lag of 2days, the correlation coef-

ficients for DW1 are small (0.15) but still significant down to∼70 km, while the correlation coefficients for SW2

and DE3 are less than 0.1 below 80 km. No significant correlation is found beyond 2days for the day-to-day

variability of these tides below 80 km. In contrast, significant correlation is found for long-term tidal variability

down to the troposphere (DW1), stratosphere (SW2), and stratopause DE3). The correlation analysis thus sug-

gests that the day-to-day tidal variability in the MLT is indeed more stochastic. It is not directly related to the

variability of tidal sources in the troposphere and/or the stratosphere. Long-term tidal variability, on the other

hand, is more closely related to tidal source variability.

Apart from interaction with a complex global wind system, including various large-scale waves, a potential

source of tidal variability is that caused by tidal interaction with gravity waves [Walterscheid, 1981]. Previous

studies using either mesoscale models or global scale models have demonstrated the interaction of these
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Figure 2. Spatial correlation coefficients of tidal amplitudes with (top row) short-term and (bottom row) long-term variability. (a and d) Migrating diurnal tide

(DW1), (b and e) migrating semidiurnal tide (SW2), and (c and f) nonmigrating diurnal tide (DE3). The reference points are at the latitudes where the respective

tidal amplitudes maximize in the MLT region. Statistically significant correlation is highlighted with gray shade. Contour intervals: 0.1.

two types of waves [Liu andHagan, 1998; Liu et al., 2000;Ortland andAlexander, 2006; Liu et al., 2014b]. Gravity

wave instability andwavebreaking,whicharemodulatedby tidal temperature andwinds, can lead tomomen-

tum deposition and heat flux change and can in turn modify the tidal amplitude and phase. Since the gravity

waves are known to be highly variable spatially and temporally, their interaction with tides can be an impor-

tant source of tidal variability. The variability due to gravity wave-tidal interactions, however, is still poorly

quantified. The challenge for self-consistently studying such interaction stems from the large-scale difference

between these two types of waves, which will be discussed later.

2.4. Ionospheric Variability Caused by Tides and Other Planetary-Scale Waves

There are several knownways inwhich atmosphericwaves contribute to ionospheric variability. These include

wave modulation of E and/or F region wind dynamo, ion-neutral coupling and field-aligned transport in the

F region, and transport of neutral species in the mesosphere and lower thermosphere (which in turn affects

neutral and plasma densities higher up).

Tidal waves can propagate deep into themiddle and upper thermospherewith their large propagating speed

and modulate the ionospheric structures. A numerical study by Millward et al. [2001] determined that the

ionosphere prereversal enhancement (PRE) depends sensitively on the amplitude and phase of the semidi-

urnal tide. The variability of the tides can thus contribute to the variability of the ionosphere, as evidenced

by observational and numerical studies of the ionosphere during SSW. As discussed earlier, tides undergo

large variability during SSW, likely resulting froma combination of tidal-planetarywave and tidal-gravitywave

interactions, changes of tidal propagation and resonance conditions, and changes of wave sources. Since

tides can penetrate into the upper thermosphere, tidal wind changes lead to changes of the E and F region

dynamo. Therefore, even though the QSPWs responsible for SSWs cannot usually impact the ionospheric E or

F region, they can have indirect impact bymodulating tidal variability [Liu et al., 2010a]. A thorough review of

ionospheric variability during SSW is given by Chau et al. [2012].
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In addition to affecting the wind dynamo, tides can also affect the ionospheric plasma density through ion-

neutral coupling. Wan et al. [2012] and Lei et al. [2014] found that nonmigrating tides directly perturb the

thermospheric neutral density. Through ion-neutral coupling, the thermospheric perturbations contribute to

ionospheric variability, though these modeling studies found that this contribution is minor compared with

the variability due to the wind dynamo.

Numerical studies byMüller-WodargandAylward [1998],Yamazaki andRichmond [2013], and Jones etal. [2014]

have found that tides canaffect the transport in themesosphere and lower thermosphere,mainlyby changing

the meridional and vertical circulation, and thus affect the thermospheric and ionosphere compositions. As

shown by a recent numerical study by Pedatella et al. [2016], theMLT circulation change caused by short-term

tidal change during SSW can be comparable or even dominant over the circulation changes caused by gravity

wave forcing [Miyoshi et al., 2015]. The net effect is to decrease atomic oxygen and increasemolecular oxygen

and nitrogen, similar to enhanced eddy diffusion. The change extends to the upper thermosphere by the

effective molecular diffusion. Although these numerical studies have focused on migrating diurnal and

semidiurnal tides, the same mechanism is likely to be applicable to other migrating and also nonmigrating

components with significant amplitudes in the MLT. On the other hand, tidal modulation of atomic oxygen

recombination rate [Akmaev and Shved, 1980; Forbes et al., 1993] is found to be insignificant in theMLT region,

probably due to the very long chemical lifetime of atomic oxygen therein [Yamazaki and Richmond, 2013].

TPWs can also cause ionospheric variability. Chen [1992] identified 2day oscillations in the equatorial ioniza-

tion anomaly and proposed that it is caused by QTDW modulation of dynamo and field-aligned transport.

Oscillations of F region electron density with periods 2 and 6.5days are identified from midlatitude ground-

based observations and are assumed to be caused by TPWs [Altadill and Apostolov, 2001]. Analyses of concur-

rent neutral dynamics and ionospheric observations provided further evidence linking planetary-scale waves

with ionospheric variability: Panchevaet al. [2006] relatedQTDWobserved inMLTneutral windmeasurements

toquasi-2dayoscillationsof both F regionelectrondensity and ionospheric current;Guetal. [2014] foundclear

correspondence between 6day wave from temperature and wind measurements by Sounding of the Atmo-

sphere using Broadband Emission Radiometry (SABER) and TIMED Doppler Interferometer (TIDI) on NASA’s

Thermosphere Ionosphere Mesosphere Energetics Dynamics (TIMED) satellites with 6day oscillation in total

electron content (TEC). Ionospheric variabilities have also been related to TPWs (and alsoUFKWs)with periods

between 5 and 6days identified in MLT neutral winds and in National Centers for Environmental Prediction

(NCEP) reanalysis data [Pancheva et al., 2008]. As noted by Pancheva et al. [2006], the ionospheric oscillations

sometimes do not match neutral atmosphere TPWs exactly in the timing of the peak amplitudes or zonal

wave number. For such events, it is possible that TPWs indirectly impact ionospheric variability, especially the

F region, by modulating variability of tides, which can penetrate to higher altitudes.

Numerical studies have further elucidated the mechanisms how TPWs affect ionospheric wind dynamo.

Numerical studies byYueetal. [2012a, 2012b] found that althoughQTDWs can reach large amplitudes near the

summer mesopause due to baroclinic/barotropic instability, they tend to decrease rapidly with altitude and

thus do not significantly perturb E region dynamo. On the other hand, QTDWs can gain large amplitude in the

equatorial lower thermosphere/E region as they propagate upward through the wave guide. This branch of

the QTDWs, as shown in Yue et al. [2012b], perturbs the ionospheric electric potential, E × B drift, and electron

density. The numerical simulation, however, found no evident tidal modulation by QTDW. Furthermore, since

QTDWs originate from the winter lower atmosphere, they are likely to nonlinearly interact with the QSPWs.

One of the child waves from the QTDWwave number 3 (W3) and QSPW wave number 1 interaction is QTDW

wave number 2 (W2), and it has been found to become large in the MLT region and ionosphere [Pancheva

et al., 2006; Tunbridge et al., 2011]. Numerical experiments byGuetal. [2015] demonstrated thatW2penetrates

to higher altitudes (probably due to its larger phase speed) and that W2 andW3 can have comparable contri-

butions to the ionospheric E×B drift. UFKWs are also shown to propagate to high altitudes: a numerical study

by Chang et al. [2010] found that a strong UFKW can be quite strong in the F region. The study determined

that the UFKW affects ionosphere variability mainly through the ionospheric wind dynamo. This is consistent

with the observation that UFKWs can affect the development of spread F by modulating the vertical drift

[Abdu et al., 2015].

Like tidal waves, TPWs may affect thermospheric and ionospheric variability by species transport between

the mesosphere and thermosphere. A numerical study by Yue and Wang [2014] found that the dissipation

of QTDW in the MLT region leads to circulation change, which in turn enhances the vertical down-gradient
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transport and mixing near the turbopause. As a result, thermosphere O/N2 and F2 peak electron density

decreases. Observational evidences of TPW effects on the transport have been provided from analysis of con-

current TIDI, Global Ultraviolet Imager (GUVI), and TEC measurements for multiple episodes of QTDW events

[Chang et al., 2014] and 6.5 day wave events [Gan et al., 2015]. Both studies found that the column integrated

O/N2 and TEC decrease during strong TPW events. The percentage TEC changes from both studies range

between 15 and 25%, while the column integrated O/N2 changes are different (∼6% in the case of QTDW and

16–24% in the case 6.5 daywave). These are in general agreementwithmodel results by YueandWang [2014].

And they are also similar in magnitude to the changes caused by tidal waves [e.g., Yamazaki and Richmond,

2013]. Recent numerical studies usingWACCM-Xby Sassi etal. [2016] found that duringperiods of strongTPWs

events (with periods between 3 and 10days), the dissipation of TPWs in the lower thermosphere reinforces

the mean meridional circulation with stronger upwelling in the tropics and downwelling at high latitudes.

This, along with fast molecular diffusion, reduces the O/N2 and neutral density at high latitudes while slightly

increasing these quantities at low latitudes. It should be noted that electrodynamics are not considered in

this simulation.

TPWs in the winter hemisphere can propagate equatorward and break at subtropical surf zone in the lower

thermosphere, as shown by Sassi et al. [2016]. In addition to causing mean flow acceleration, the wave break-

ing also results in a meridional, down-gradient mixing of constituents. Although this horizontal diffusion is

largest below 110 km, the effects on the compositional structure are shown to be significant throughout the

thermosphere due to the strong molecular diffusion.

As discussed earlier, there is a stochastic aspect of tidal day-to-day variability, which is ubiquitous and

independent of season. Its implication for the ionospheric day-to-day variability was explored by Liu et al.

[2013]. Hourly wind and temperature outputs from WACCM-X, which displays large day-to-day tidal vari-

ability as shown in Liu [2014], were used to constrain (often referred to as nudging) the Thermosphere-

Ionosphere-Mesosphere-Electrodynamics general circulation model (TIME-GCM) up to ∼95 km. As a result

of this nudging, migrating and nonmigrating tides in TIME-GCM also show large day-to-day variability with

the standard deviation at 25% to 50% of the wave amplitudes. With solar forcing held at a constant min-

imum condition and geomagnetic forcing at a constant quiet condition, the model produces remarkable

day-to-day variability in vertical and zonal E × B drifts and F2 peak electron density (NmF2). The standard devi-

ations of the drifts and NmF2 from the model show clear local time and longitudinal dependence that are

consistent with observations. The magnitudes of the standard deviation are 50% or more of those obtained

from observations, consistent with the finding by Rishbeth and Mendillo [2001] that the meteorological driv-

ing may contribute comparably with geomagnetic forcing to the IT day-to-day variability. A numerical study

by Fang et al. [2013] reached a similar conclusionwith regard to tidal forcing and ionospheric longitudinal and

day-to-day variability.

The simulated stochastic day-to-day ionospheric variability is reminiscent of the stochastic variability of the

ionospheric current system observed by Briggs [1984]: the variations of the ionospheric current system seem

to be random and are almost uncorrelated from one day to the next. Because the ionospheric wind dynamo

andcurrent systemaredeterminedbyglobalwinds in the thermosphere (weightedbyelectric conductivities),

the lack of global coherence in tidal day-to-day variability, as shown in Figures 2a–2c, implies that the iono-

spheric day-to-day variabilitywould be stochastic andwould not correlatewell with tidal variability at a single

location. This is consistent with the observational finding by Phillips and Briggs [1991], that there is a lack of

correlation between the variability of the ionospheric currents and the variability of tidal winds measured at

Buckland Park, 35∘S, 138∘E. Yamazaki et al. [2014] demonstrated that the observed day to day of the EEJ can

indeed be reproduced from TIME-GCM simulationswhen themodel is constrained by realisticmeteorological

forcing up to 95 km.

Tidal waves thus play a key role in the thermosphere and ionosphere system, by directly perturbing winds,

temperature, electrodynamics, and composition. Their day-to-day variability is thus important in studying the

weather of the thermosphere/ionosphere system. Possible causes of the tidal day-to-day variability include

dependence of wave propagation on background wind and temperature along the wave path, interactions

with planetary waves and gravity waves, and variability of wave sources. In particular, the short autocorrela-

tion time of backgroundwind (Figure 1) and rapid decrease of spatial correlation of day-to-day tidal variability

(Figures 2a–2c) demonstrate the challenge of deterministic calculation of tidal day-to-day variability from

their sources and the need for constraining the whole atmosphere background.
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Figure 3. Line a: RMS error in zonal wind between two identical twin WACCM simulations, with case “B” being the base

case (“truth”) simulation and small perturbations introduced in the initial condition for case “A”. Lines b–d: RMS error in

zonal wind in “hybrid” simulations with initial conditions from case A above pressure level ps on 10 December, model

reinitialized by results from case B below ps every 24h, and ps set to 50hPa, 500hPa, and 700hPa, respectively. Lines e

and f: similar to line b but the reinitialization period set to 5days and 20days, respectively. This demonstrates the control

of error growth in the middle and upper atmosphere by the lower atmosphere in WACCM [Liu et al., 2009] (©American

Meteorological Society. Used with permission).

3. Upper Atmosphere Predictability as Related to Lower Atmosphere Forcing

Climate and weather models are known to display features of deterministic chaos: any initial error will grow

exponentially over time, due to complex feedback processes involving nonlinearity and/or instability in the

system [e.g., Lorenz, 1963, 1969; Kalnay, 2003]. The error growth fundamentally limits the forecast capability

of the models. It is thus important to study the predictability of the model systems, especially the rate of the

error growth and processes determining the error growth, to design and optimize data assimilation schemes

to improve forecast skills. Some middle and upper atmosphere models, such as the NCAR Thermosphere-

Ionosphere-Mesosphere-Electrodynamics general circulation model (TIME-GCM), show little or no error

growth, indicating that nonlinearity does not necessarily lead to chaos. Actually, a recent study by Shen

[2014] found that nonlinear interaction betweenmodes (aswell as parameterized nonlinear eddy dissipation)

can improve stability and predictability of a system. On the other hand, stratosphere and stratosphere-

mesosphere simulations have shown vacillations between two different flow regimes when the specified

tropospheric planetary wave forcing becomes large enough [Holton and Mass, 1976; Yoden, 1987a, 1987b;

Scaife and James, 2000]. Using the UK Met Office (UKMO) Stratosphere and Mesosphere Model (SMM), Gray

et al. [2003] performed ensemble simulations with different levels of tropospheric forcing, and they found

that the error growth becomes more pronounced with increasing tropospheric forcing. This suggests that

wave-mean flow interaction can be important for the error growth in the stratosphere and mesosphere. The

error growth in thewhole atmosphere context was examined by Liu et al. [2009] usingWACCM. By performing

identical twin type of experiments, with errors artificially introduced in the initial conditions, they found

that the model results start to show clear deviation after 10–20days and that errors become comparable to

internal model variability after 40–50days, regardless of the magnitude or scale of the initial error. The time

scales are much shorter than those found in the SMM simulations by Gray et al. [2003] (50days and 100days,

respectively). Liu et al. [2009] also found that the error growth is dependent on season and altitude: the largest

error growth occurs in the winter stratosphere and both winter and summer MLT, and the smallest error

growth in the summer stratosphere. To determine the role of the tropospheric forcing (as compared with

wave-mean flow interaction) in error growth, one of the WACCM simulations with imperfect initial condition

is repeated, but this time its troposphere is replaced every certain time (Δt) by the base case (“truth”)

simulation. It is found that if Δt is set to 1day or 5days, shorter than the characteristic error growth time

(10–20days), the error in the middle and upper atmosphere in this simulation shows little growth (Figure 3).

This study thus demonstrates that the troposphere plays a key role in controlling the error growth of the

middle and upper atmosphere models. This has been confirmed later by a WACCM data assimilation experi-

ment using the data assimilation research testbed (DART) ensemble adjustment Kalman filter and synthetic
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observations that are generated by sampling a WACCM simulation at the location of real observations

[Pedatella et al., 2013]: Using data assimilation to constrain the lower atmosphere reduces the global root

mean square error (RMSE) in zonal wind by up to 40% at MLT altitudes. Whole-atmosphere simulations

with the lower atmosphere constrained either by data assimilation or nudging to reanalysis results during

SSW periods have been able to reproduce tidal and ionospheric variabilities that agree with observations

[e.g., Fuller-Rowell et al., 2011; Jin et al., 2012;Wang et al., 2014; Pedatella et al., 2014a].

Several other studies, however, exposed model biases in the mesosphere and thermosphere even when the

troposphere and stratosphere are well constrained, mainly due to the incorrect representation of the gravity

wave effects. Intercomparisons among four leading whole atmosphere models, GAIA (Ground-to-topside

model of Atmosphere and Ionosphere for Aeronomy), HAMMONIA (Hamburg Model of the Neutral and Ion-

ized Atmosphere), WAM (Whole Atmosphere Model), and WACCM-X, by Pedatella et al. [2014c] found that

although the atmosphere below the stratopause is virtually identical among the four models for a targeted

timeperiod (January and February 2009) fromdata assimilationor nudging, the structure and temporal evolu-

tion of mean wind, temperature, and planetary waves in the mesosphere and thermosphere are significantly

different in both hemispheres among themodel results, as shown in Figure 4. For the zonal mean zonal wind,

the height and strength of thewind reversal in theMLT region differ frommodel tomodel. GAIA, HAMMONIA,

and WACCM-X all produced elevated stratopause following the peak SSW, but the heights, magnitudes, and

descending rates of the elevated stratopause are different, while no clear elevated stratopause is seen in

WAM simulation. SW2, which has been shown to strongly affect ionospheric variability, is qualitatively simi-

lar in these simulations, with a rather strong decrease around peak SSW, followed by a large increase. But the

exact timing of the changes, as well as the wave amplitudes, are different in the simulations. Analysis of

the model results suggests that differences in effective gravity wave forcing in the MLT are a major cause

of the model differences in the mesosphere and thermosphere. This is hardly surprising, since gravity wave

forcing is amajor driver ofMLTdynamics and there exist significant differences anduncertainties in the under-

lying physics and tuning among different parameterization schemes. Furthermore, Pedatella et al. [2014b]

found that by only assimilating real observations of the lower atmosphere, WACCM-DART system does not

improve theMLT temperaturewhen comparedwith SABER andMicrowave Limb Sounder (MLS) observations.

A recent study by Siskind et al. [2015] also found that theWACCM simulationwith its dynamics constrained up

to 92 km by the Navy Operational Global Atmospheric Prediction System-Advanced Level Physics High Alti-

tude (NOGAPS-ALPHA) yields a dramatic improvement in the simulated descent of enhanced nitric oxide and

very lowmethane, over similar WACCM simulation but constrained up to 50 km byModern-Era Retrospective

Analysis for Research andApplications (MERRA). These appear to contradict previous results by Liu et al. [2009]

and Pedatella et al. [2013]. It is noted, however, that in reaching the conclusion that constraining the lower

atmosphere helps limiting the error growth in the middle and upper atmosphere, the underlying assump-

tion in “identical twin” experiments by Liu et al. [2009] andObservation Simulation System Experiment (OSSE)

by Pedatella et al. [2014a] is that the model physics is complete. This is certainly not the case: Subgrid pro-

cesses, such as gravity waves and turbulence, are missing or poorly represented in these whole atmosphere

models. On the other hand, it has been found that by better resolving gravity waves, the predictability of

the stratosphere andmesosphere is enhanced [Ngan and Eperon, 2012]. To improve the representation of the

upper atmosphere, therefore, it is necessary to better constrain the model by assimilating upper atmosphere

observations, to improve gravity wave parameterization scheme, and/or to directly resolve gravity waves in

the model.

4. Importance of Mesoscale Processes for the Upper Atmosphere Variability

and Predictability

Gravity waves (GWs) become increasingly important with height, primarily due to the exponential growth of

wave amplitudes with the density decrease, as well as their ubiquity in the global atmosphere. Apart from

causing large atmosphere perturbations, GWs can deposit wave momentum and interact with large-scale

flows when dissipated, due to either instability or molecular damping. As a result, GWs can transfer momen-

tum from their source region to their impact region, making them an important agent for lower and upper

atmosphere coupling. GW instability and GW dissipation can also induce turbulent mixing and transport of

heat and constituents. A comprehensive review of GWs can be found in Fritts and Alexander [2003]. GWs,

especially the high-frequency components and secondary GWs from the dissipation of primary waves, can
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Figure 4. Zonal mean zonal wind averaged from 1 January to 20 February 2009 for (a) GAIA, (b) HAMMONIA, (c) WAM,

and (d) WACCM-X. GAIA, HAMMONIA, and WACCM-X are constrained by various reanalysis products up to 12hPa, 1hPa,

and 0.002hPa, respectively, while WAM assimilates the standard lower atmosphere observations that influence model

results up to 0.1hPa. The background states of the four models thus agree at least up to 12hPa. The zonal winds at

higher altitudes, however, are notably different among the four models [Pedatella et al., 2014c] (©American Geophysical

Union. Used with permission).

penetrate into the thermosphere and cause thermospheric and ionospheric disturbances [e.g., Hines, 1960;

Vadas and Fritts, 2001; Vadas, 2007]. For example, one of the main motivations of the seminal paper by

Hines [1960]was to explain traveling atmospheric disturbances (TADs) and traveling ionospheric disturbances

(TIDs). Observed TIDs have been directly related to wave sources in the lower atmosphere, including deep

convection, earthquake, and tsunami [e.g., Tsugawa et al., 2011; Nishioka et al., 2013; Azeem et al., 2015; Huba

et al., 2015; Meng et al., 2015]. GWs are thought to drive ionospheric irregularities, such as the midlatitude

sporadic E layer (Es) (probably along with semidiurnal tides) and equatorial spread F (ESF) [e.g., Kelley et al.,

1981;Mathews, 1998; Haldoupis, 2012; Krall et al., 2013b]. They may thus play an important role in ion-neutral

coupling and space weather applications. It is noted that wave sources that are capable of generating GWs

can also excite acoustic waves at frequencies higher than the buoyancy frequency. Like GWs, the acoustic

wave amplitudes increase with altitude and can thus cause large perturbations in the upper atmosphere
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[e.g., Walterscheid et al., 2003; Zettergren and Snively, 2013]. The acoustic waves can contribute to the ther-

mospheric energetics through viscous heating [e.g., Hickey et al., 2001;Walterscheid and Hickey, 2005]. Due to

their short temporal scales, direct observation of acoustic waves and assessment of their global impact are

challenging. In global models, they are poorly represented due to limited spatial and temporal resolution, as

well as the hydrostatic approximation employed by many.

4.1. Challenges to Quantifying Gravity Waves

GWs are a challenging multiscale problem: The wave spatial scales are determined by the many different

sources with scales ranging from kilometers to thousands of kilometers and intrinsic wave periods between

the buoyancy and inertial periods; the processes they impact range from turbulence to planetary-scale waves

andgeneral circulation. They are also highly variable, due to the variability of sources and the sensitive depen-

dence of wave propagation onwind and temperature structures. To account for the broad range of scales and

the variability is a stiff challenge for observations and global simulations. Ground-based observations, such

as radar, lidar, all-sky imagers, radiosonde, and rockets, have been used to infer GW characteristics, seasonal

variation, and vertical profiles of momentum fluxes [e.g., Fritts and Alexander, 2003]. Observations at single

sites usually provide relatively high cadence and have been used for time/frequency domain analysis. They

are generally limited in the spatial coverage and thus in resolving spatial scales of the waves, though they

can be expanded by employing observational networks. For example, GW and their source information over

NorthAmerica havebeendeduced fromU.S. radiosondemeasurements [e.g.,WangandGeller, 2003;Gongand

Geller, 2010]. Characteristics of gravity waves in the mesosphere, thermosphere, and ionosphere have been

determined using a network of all-sky imagers by Shiokawa et al. [2000, 2009]. Concentric wave structures in

total electron content (TEC) over Japan following the 2011 Tohoku Earthquake have beenmapped with high

resolution using a dense GPS receiver network by Tsugawa et al. [2011]. Using the first no-gap hydroxyl (OH)

airglow all-sky imager network (consisting of six imagers), Xu et al. [2015] were able to measure multiple and

complexGWactivity in a contiguous areaof 2000 km×1400km (east-west/north-south) overChina. Extended

spatial coverage of GWshas also beenprovidedby airbornemeasurements, such as the long-durationballoon

measurements (VORCORE over Antarctica [Hertzog et al., 2008]) and aircraft measurements (DEEPWAVE over

New Zealand and Tasmania [Fritts et al., 2016]). For global coverage of GWs, analyses of satellite observations

have provided increasingly comprehensive information on the global distribution and seasonal variation of

GWs, including their energy density and absolute momentum flux, from the stratosphere to the lower ther-

mosphere [Fetzer and Gille, 1994; Dewan et al., 1998; Tsuda et al., 2000; Eckermann and Preusse, 1999; Ern et al.,

2004;Alexanderetal., 2008;WuandEckermann, 2008;HoffmannandAlexander, 2009; Ernetal., 2011;Gongetal.,

2012; Sakanoi et al., 2011; Alexander, 2015;Miller et al., 2015]. Directional GWmomentum fluxes in the strato-

sphere have been deduced recently by Wright et al. [2016], by combining the near-coincident Atmospheric

Infrared Sounder (AIRS) and MLS measurements and taking advantage of their high horizontal and vertical

resolution, respectively. These observations are helping better constrain parameterization schemes used in

climatemodels [AlexanderandBarnet, 2007;Alexanderetal., 2010]. A recent reviewand intercomparisonof var-

ious measurements of GWs (and comparisons with parameterized and resolved GWs from general circulation

models) was given by Geller et al. [2013]. These measurement techniques are sensitive to different temporal

and spatial scales, as discussed by Alexander and Barnet [2007].

In most general circulation models, GWs are either poorly resolved or not resolved at all, so the wave effects

on the large-scale flows need to be parameterized. GW parameterization schemes for the stratosphere and

mesosphere are reviewed by McLandress [1998], and Alexander et al. [2010] reviewed how the parame-

terization schemes could be better constrained by observations. By accounting for molecular dissipation,

a few of the schemes have been extended into the thermosphere [Garcia et al., 2007; Yiğit et al., 2008].

Dissipation of GWs in the thermosphere can lead to excitation of secondary GWs and has been studied by

Vadas [2007]. With proper tuning, the parameterization schemes have been able to reproduce wind reversals

andMLT temperature structures,mesosphere semi-annual oscillation (SAO), andQBO. Recent development of

parameterization schemes starts to account formore realistic wave sources as related to deep convection and

frontal systems, intermittency, and oblique wave propagation [e.g., Charron and Manzini, 2002; Richter et al.,

2010; Kalisch et al., 2014], though there remain large uncertainties in specifying wave strength and spectral

content. These in turn lead to uncertainties and biases in the models, as discussed in the previous section.

In spite of differences in physical assumptions and uncertainties of parameters involved, all parameteriza-

tion schemes seek to quantify momentum deposition and eddy diffusion associated with GW dissipation.
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These partially address the needs to study coupling across scales and between the lower and upper atmo-

sphere through GWs. The parameterization schemes do not, however, quantify processes that are dependent

on GWperturbations, such as ionosphere ion-neutral coupling through ionospheric wind dynamo processes,

modulation of polar stratospheric and mesospheric clouds, and temperature-sensitive chemical processes.

Numerical simulations by Vadas and Liu [2013] and Liu and Vadas [2013] demonstrated that secondary GWs

could cause large thermosphere and ionosphere perturbations, but the numerical model could only capture

secondary waves with horizontal wavelengths larger than∼1000 km. The ability to study ionospheric impact

by GWs with smaller scales is fundamentally limited in such model simulations.

4.2. Progress in Mesoscale-Resolving Global Models

In recent years increasing computing power has afforded increasing spatial resolution of general circulation

models, including whole atmosphere models. For numerical weather prediction models, it is clearly imper-

ative to resolve down to mesoscales. Current operational models in leading weather centers have reached

down to ∼10 km and the order of 1 km with nesting in their horizontal resolution. It is shown that tropical

precipitation and tropical circulation improve with increasing model resolution [e.g., Lean et al., 2008; Jung

et al., 2012]. There have also been exploratory efforts to increase resolution of climate models. The study by

Bacmeister et al. [2014] using the NCAR CAM with quarter-degree resolution found that the model produces

realistic tropical cyclone distributions and interannual variability.

Given the increasing significance of GWs with altitude, global models with extended vertical domain can

benefit from increasing resolutions.Hamiltonetal. [1999] demonstrated that theSKYHImodelwithhigher spa-

tial resolution (35 km horizontally with 160 levels between surface and 85 km) reduced the cold bias during

early winter in the southern polar stratosphere and produced a QBO-like oscillation in the equatorial strato-

spheric zonal mean zonal winds. Koshyk et al. [1999] found that the divergence flow (largely associated with

resolved GWs) in middle atmospheremodels grewmore rapidly with altitudes than the rotational flow above

the lower stratosphere, and as a result the energy spectra became shallower at higher altitudes. Using an

aquaplanet spectral model with triangular truncation at 106 of the spherical harmonic expansion and 63

vertical levels, or T106/L63 (corresponding to∼120 kmhorizontal resolution at the equator and 600m vertical

resolution), Sato et al. [1999] resolved stratospheric inertial GWs with characteristics that are similar to obser-

vations. They also identified downward wave energy propagation in the winter stratosphere, likely from GW

generation from the stratosphere polar night jet. Watanabe et al. [2008] developed a middle atmosphere

GCMwith T213/L256 spatial resolution (∼62.5 km at the equator and 300m vertically) and demonstrated that

the resolved waves drive a QBO-like oscillation in equatorial stratospheric zonal winds (with a period of ∼15

months), and confirmed the vertical change of kinetic energy spectrum toward a shallower structure at high

altitudes, as found by Koshyk et al. [1999]. The Japanese Atmospheric General circulation model for Upper

Atmosphere Research (JAGUAR) is an extension of this middle atmosphere GCM to ∼150 km and has been

used to study GW forcing on the tides [Watanabe and Miyahara, 2009]. By using a whole atmosphere GCM

that extends to the upper thermosphere with 1.1∘ × 1.1∘ horizontal resolution, Miyoshi et al. [2014] showed

that the resolved GWs are significant in the thermosphere and that they are modulated by semidiurnal tides

(between 100 and 200 km altitude) and diurnal tides (above 200 km). By analyzing results from the ECMWF

T799/L91 operational forecast for the 2009 SSWperiod, Yamashita et al. [2010] found significant GWvariability

in thewinter stratosphere associatedwith changes of the polar night jet andplanetarywaves during that time

period. The GW excitation by the polar night jet is consistent with findings by Sato et al. [1999].

Recently, Liu et al. [2014a] developed a version ofWACCMwith horizontal resolution of∼25 km and 209 levels

between the Earth surface and∼145 km, enabling themodel to effectively resolvewaves down tomesoscales

(∼200 km). GWenergy density and its latitude-height structure from the simulations are in general agreement

with those obtained from SABERmeasurements [Ern et al., 2011]. Figure 5 shows zonal mean GWmomentum

fluxes, averagedover January and July, calculated from thisWACCMsimulation. They are ingeneral agreement

with the momentum fluxes deduced from various satellite measurements [Geller et al., 2013]: a momentum

flux maximum is found at middle to high latitudes in the winter hemisphere, especially in the Southern

winter hemisphere, anda secondarymaximumat subtropical latitudes in the summerhemisphere. The former

is likely associated with GWs excited along storm tracks, over orography, and adjustment of stratospheric jet,

while the latter is probably from tropospheric deep convection. The latter maximum in the summer hemi-

sphere shifts to higher latitudes at higher altitudes and becomes comparable to and even larger than the

winter peak. These features are consistent with the SABER analysis [Ern et al., 2011]. It is also noted from both

observations and the simulations thatmomentumfluxesdecrease rapidlywith altitude, indicating continuous
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Figure 5. Zonal mean momentum flux averaged over (left column) January and (right column) July at 30, 50, 70, and

90 km, calculated from mesoscale-resolving WACCM. Solid lines: averages of absolute momentum flux, including both

zonal and meridional components; dotted lines: averages of signed zonal momentum flux; dash line: averages of signed

meridional momentum flux.
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Figure 6. Probability density function (PDF) of (a) horizontal winds and (b) vertical shear of the horizontal winds at equatorial latitudes and ∼100 km from the

mesoscale-resolving WACCM (solid) and WACCM with ∼2∘ horizontal resolution. (c) Vertical profiles of the vertical wind shears at equatorial latitudes from the

mesoscale-resolving WACCM.

“peeling off” of the GW components with increasing altitudes. The MLT region is highly dynamic with shorter

temporal and spatial scales and larger perturbationmagnitudes comparedwith the lower atmosphere, which

is consistentwith the findings by Koshyk et al. [1999] andWatanabe et al. [2008]with regard to the vertical vari-

ation of energy spectra. The zonal forcing by resolved waves closes the jet in the summer mesosphere but at

altitudes higher than climatology. In thewintermesosphere, the jet is sloweddownbut barely closed. It is thus

still necessary to parameterize the forcing of GWs with scales smaller than 200 km. This is consistent with the

findings by Hamilton et al. [1999] and Siskind [2014]. Siskind [2014] performed NOGAPS-ALPHA simulations

with three different horizontal resolutions (T79, T239, and T479) and found that the verticalmomentumfluxes

increase significantly with spatial resolution (thus resolving greater fraction of GW spectrum), and the wave

forcing does not yet converge at T479. As a result a cold bias at the winter stratopause and warm bias at the

summermesopause remain. It is not clear if amesoscale-resolvingwhole atmospheremodel with current GW

parameterization schemes improves forecast skills over its coarse-resolution counterpart, but it is conceivable

that with the wave spectrum to be parameterized being reduced by increasing resolution, the overall uncer-

tainty and bias are reduced. The spatial and temporal variability are also better represented with increasing

resolution.

As mentioned earlier, momentum deposition is one of the reasons why GWs are important for the upper

atmosphere. Another reason is the large wave perturbations, which affect chemistry, dynamics, and electro-

dynamics. In themesoscale-resolvingWACCM simulations, although the resolvedwaves are still not sufficient

Figure 7. Power spectrum densities (PSDs) of zonal wind over zonal wave

number in the stratosphere, mesosphere, and lower thermosphere from

the mesoscale-resolving WACCM (black lines) and WACCM with ∼2∘

horizontal resolution (gray lines). The PSDs have been normalized by

their respective values at wave number 1.

for driving the observed circulation in

the middle and upper atmosphere, the

perturbations associated with these

waves are much larger than those from

coarser resolutions. Figures 6a and 6b

are the probability density functions

(PDFs) of horizontal winds and the ver-

tical shear of these winds, respectively,

in the equatorial lower thermosphere

from the mesoscale-resolving WACCM

simulations (solid lines) and those from

∼2∘ resolution WACCM simulations

(dotted lines). It is evident that the

mesoscale-resolving simulation results

have much larger dynamical ranges

than the coarser resolution results. The

vertical profiles of the shears (Figure 6c)

at the equator show a clear maximum

in the lower thermosphere with values

exceeding 100ms−1 km−1. The mag-

nitude and the location of the large
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Figure 8. Monthly mean, globally integrated total wave flux of energy,

including both pressure work and advection of kinetic energy, over

1year, calculated from mesoscale-resolving WACCM. Log10 scale is

used, and the unit is Gigawatts (109 W).

shears are in good agreement with previ-

ous observations [Larsen, 2002] and could

not be reproduced in coarser resolution

models. As discussed earlier, the large

winds and shears in the lower thermo-

sphere have important implications for

the stability, transport, and E region elec-

trodynamics. By comparing the power

spectrum densities from WACCM simula-

tions from these two different resolutions

(Figure 7), it is seen that the two generally

agree at about zonalwavenumber 10 and

lower at all three levels (the stratosphere,

mesosphere, and lower thermosphere).

At higher wave numbers, the power

from∼2∘ resolutionWACCMdrops rapidly

as compared to the mesoscale-resolving

model. This suggests that ∼2∘ resolution

WACCM should be able to resolve most

tidal waves and planetary waves, while

processes with zonal scales of several

thousand kilometers and less (including inertial gravity waves) will be underestimated. Due to the increasing

significance of smaller-scale processes at higher altitudes, this underestimation becomes more severe in the

MLT. From Figures 6 and 7 it is also clear that the smaller-scale processes are responsible for the large winds

and shears in the MLT region.

Apart from controlling theMLT circulation and causing large perturbations in winds and shears, GWs can also

affect thermospheric energetics. Figure 8 shows the monthly mean, globally integrated total wave energy

flux (including both that due to pressure work and advection of kinetic energy) over a year, calculated from

the mesoscale-resolving WACCM model. At 20 km, the total wave flux is between 4 and 7 × 1012 W (TW),

and at 100 km the total power drops to 100–150 × 109 W (GW). The near-two-decade drop in energy flux is

generally consistentwith the changeof gravitywave kinetic energydensity asmeasuredbyBalsleyandGarello

[1985]. The energy flux in the lower thermosphere is comparable to the daily average Joule power input to the

upper atmosphere [Knipp et al., 2005]. Since the mesoscale-resolving WACCM does not capture the full wave

spectrum, these values are likely underestimated by the model. It is also noted that the monthly mean total

flux shows a semiannual cycle above the tropopause, with peaks in March and November in the stratosphere

and January and July in the MLT.

These progresses of mesoscale-resolving global models in producing GWs features similar to observations

are encouraging, though understanding, quantifying and forecasting ionosphere and thermosphere system

down to mesoscales will remain to be a challenging problem. A mesoscale-resolving whole atmosphere

model with self-consistent ionospheric electrodynamics is not yet available and will require significant com-

puting resources. Idealized GWs and GWs from regional high-resolution models have been used to drive

ionosphere and plasmasphere models [Krall et al., 2013a, 2013b, Hysell et al., 2014; Wu et al., 2015], and it is

found that GW wavelength and geometry, propagation direction with respect to the Earth magnetic field

lines, spatial distribution, and their phase structure can affect the initiation of ESF. These findings suggest

that the predictability of the GWs in the upper atmosphere have important implications for the predictability

of ESF, and it will be important to explore what the effects are of a complex global wave system on the

ionosphere and thermosphere system and how sensitive they are to different wave spectra.

The predictability of the upper atmosphere associated with mesoscale and GWs is a research area largely to

be explored. Further progress will depend on better quantification of global GW distribution and temporal

variability and better insights in the scale coupling and ion-neutral coupling. Novel development of numeri-

cal modeling, especially whole atmosphere modeling with mesh refinement capability, will provide valuable

tools for the study. Lower and upper atmosphere observations can be assimilated into a whole atmosphere

model to improve the specification and forecast of the upper atmosphere, as demonstrated by Polavarapu

et al. [2005a], Hoppel et al. [2008], Eckermann et al. [2009], Pedatella et al. [2013, 2014b], andWang et al. [2014].

LIU SPACE WEATHER AND TERRESTRIAL WEATHER 650



Space Weather 10.1002/2016SW001450

However, whole atmosphere data assimilation also poses new challenges, as discussed by Polavarapu et al.

[2005b], especially when mesoscale processes are better resolved. Adjustment during the assimilation step

can generate spurious gravity waves, which albeit small locally [e.g., Yamashita et al., 2010] can attain large

amplitudes in the upper atmosphere. If not treated properly, such waves will likely degrade the forecast skills

across scales in the upper atmosphere.

5. Summary

Statistical analysis of ionospheric observations suggested that lower atmosphere forcing can contribute sig-

nificantly to its variability (up to ∼35%), and observations, especially during the recent solar minimum, have

provided further and more direct evidence of lower and upper atmosphere coupling. Numerical simulations

with realistic lower atmosphere variability corroborate the statistical results andhavebeenused to investigate

pathways of the coupling and its implications for the predictability of the space environment.

Atmospheric tides can cause perturbations from the lower thermosphere/ionospheric E region up to the ther-

mosphere and ionosphere F region. They canmodulate the ionospheric wind dynamo by directly perturbing

winds in the dynamo region. They also affect the neutral and plasma densities, both through direct wave

perturbations, and by inducing transport between the mesosphere and thermosphere. Tidal perturbations

of the neutral and plasma densities can affect the response of the thermosphere and ionosphere to the geo-

magnetic forcing. In addition tomigrating components, nonmigrating tides and lunar tides are recognized to

play an important role in the upper atmosphere.

Tides are highly variable with temporal scales ranging from day to day to interannual. Tidal variability is likely

caused by a combination of variability of wave sources, propagation in and interaction with variable atmo-

sphericwindand temperature structures, andnonlinear interaction among tides, planetarywaves, andgravity

waves. Numerical simulations of tidal variability associated with ENSO, QBO, and semiannual variations are

consistent with observations. Short-term tidal (including lunar components) variability and their thermo-

sphere and ionosphere impact, for example during SSW, have been quantified quite well in comparison with

observations. Both observations and numerical models have shown that tides can change significantly from

day to day. The day-to-day tidal variability is a ubiquitous feature, is more persistent, and has shorter time

scales than suggested by tidal-planetary wave interactions. It appears to be stochastic and characterized by

short autocorrelation time (a few days) and distance (tens of kilometers in the vertical direction). It may be

related to the vacillation of the atmosphere system, though the exact causes and its implication for upper

atmosphere predictability need further elucidation.

Planetarywaves and equatorialwavesmaypropagate up to the lower thermosphere and E region ionosphere.

Like tides, they can impact the thermosphere and ionosphere system by affecting the transport between

the mesosphere and thermosphere and perturbing the ionospheric E region dynamo. Generally, they can-

not propagate beyond the lower thermosphere due to strong molecular dissipation (and also critical layer

filtering), but tidal waves propagating deep into the thermosphere and ionospheric F region could be mod-

ulated by planetary waves-tidal interactions. Planetary waves have been shown to modulate vertical and

meridional transport in the mesosphere and lower thermosphere.

Gravity waves become increasingly important in the upper atmosphere, because of their global presence,

their increasing amplitudes with altitude, and their fast propagation speeds (which makes them less vul-

nerable to molecular dissipation). Dissipating gravity waves deposit momentum flux and affect the mean

circulation and large-scale waves. They can induce wave and turbulent fluxes of heat and constituents and

alter the thermal and compositional structures of the upper atmosphere. The large wave perturbations cause

thermospheric and ionospheric disturbances (e.g., TADs and TIDs) and may seed ionospheric irregularities.

Since they usually have spatial scales comparable to or smaller than the grid sizes of most global models, the

gravity waves are poorly resolved or not resolved at all. The wave effects on themean circulation and thermal

and compositional structures have thus been parameterized in general circulation models and have been

tuned to reproduce the observed climatology. The use of gravitywaveparameterization is found tobe amajor

source ofmodel biases, given the simplifications and uncertainties of various schemes. The directmodulation

of physical, chemical, and electrodynamical processes by mesoscale wave perturbations, on the other hand,

are not accounted for in global models due to coarse model resolutions.
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The apparent stochasticity of day-to-day tidal variability, probably resulting from the sensitive dependence

of tides on the wave sources, propagation conditions, and nonlinear wave-wave and wave-mean flow

interactions, along with model biases introduced by parameterized gravity wave forcing, poses challenges

for quantifying and forecasting the upper atmosphere variability as related to the lower atmosphere forcing.

To address these challenges, it is necessary to constrain the state of the whole atmosphere by assimilating

observations of both the lower atmosphere and upper atmosphere. Better understanding and quantification

of the gravity wave impacts on the upper atmosphere variability will depend on improving representation of

mesoscale processes.
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