
Variable Optical Buffer Using Slow Light in
Semiconductor Nanostructures

CONNIE J. CHANG-HASNAIN, FELLOW, IEEE, PEI-CHENG KU, STUDENT MEMBER, IEEE,
JUNGHO KIM, AND SHUN-LIEN CHUANG, FELLOW, IEEE

Invited Paper

A compact variable all-optical buffer using semiconductor
quantum dot (QD) structures is proposed and analyzed. The
buffering effect is achieved by slowing down the optical signal
using an external control light source to vary the dispersion
characteristic of the medium via electromagnetically induced
transparency effect. We present a theoretical investigation of the
criteria for achieving slow light in semiconductor QDs. A QD
structure with presence of strain is analyzed with the inclusion of
the polarization-dependent intersubband dipole selection rules.
Experimental methods to synthesize and the measurements of co-
herent properties in state-of-the-art QDs are surveyed. Slow-light
effects in uniform and nonuniform QDs are compared. Finally,
optical signal propagation through the semiconductor optical
buffer is presented to demonstrate the feasibility for practical
applications.
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quantum optics.

I. INTRODUCTION

A controllable variable optical memory is one of the most
critically sought after components in optical communications
and signal processing. In such a buffer, optical data would be
kept in optical format throughout the storage time without
being converted into electronic format. The buffer must be
able to turn on to store and off to release optical data at a very
rapid rate by an external command. This seemingly simple
function to this date has never been realized, in spite of much
previous research.
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Recently, we proposed a novel approach of making an
all-optical buffer in semiconductors [1]–[3]. Our basic idea
centers on making a medium that can controllably slow
down optical transmission such that it is effectively an
optical memory. By controlling the group velocity reduction
factor, the memory storage time can be adjusted to desired
values. Our approach involves engineering the material
dispersion curve (i.e., refractive index as a function of
frequency) with the use of semiconductor quantum dots
(QDs) under a mechanism called the electromagnetically
induced transparency (EIT).

There have been major breakthroughs recently in
achieving slow or stopped light in atomic gases and
solid-state material using EIT [4]–[8]. Slowdown factors as
high as seven orders of magnitude have been demonstrated.
The slowing principle is based on creating interference
between the electronic states of the atomic vapor by means
of a pump optical field, which thus modifies the real and
imaginary parts of the refractive index of the medium. The
resulting effect is a greatly reduced group velocity and
optical absorption for the signal.

Historically, semiconductor-based devices have proven
to create far more importance compared with gas- or
solid-state-based ones. There are plenty of historical ex-
amples: semiconductor transistors versus vacuum tubes,
and diode lasers versus gas lasers, etc. The vast potential
advantages include compactness, low power consumption,
and opportunity for monolithic integration.

Semiconductor QDs are artificial semiconductor crystal-
lites that are small enough such that the electrons are con-
fined in three dimensions resulting in discrete energy states,
governed by quantum mechanics. Many describe QDs as gi-
gantic “man-made” atoms (typically consisting of 10 000 or
more atoms). The discrete energy states make QDs an excel-
lent candidate for slowing down light. One important ques-
tion is whether semiconductor QDs have the required char-
acteristics for slow light. In particular, one of the concerns
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Fig. 1. Definition of an all-optical buffer.

is the single-dot homogeneous linewidth, which is many or-
ders of magnitude broader than that of atomic gases. In ad-
dition, experimentally the state-of-the-art QD sizes are still
rather nonuniform. In this paper, we present our modeling
effort and address these two issues. Our calculations show
that semiconductor QDs are promising to achieve a level of
slowdown (on the order of 100) that is reasonably useful for
optical switching applications.

This paper is organized as follows. First, we define the
term optical buffer, followed by a review of various poten-
tial applications, previous approaches, the progress of EIT,
and the state-of-the-art QD properties. We will discuss our
model and calculations to address the criteria of semicon-
ductor QDs for attaining the slow-light effect, particularly
on homogeneous and inhomogeneous linewidths, and dis-
cuss the feasibility to achieve slow light. Device structures
are also proposed.

A. Definition of Optical Buffers

There has been no published definition for an all-optical
buffer. In this paper, we adopt the following definition, pri-
marily from common sense. An all-optical buffer has its input
and output data streams in optical format without optical-
electrical-optical (OEO) conversion. The buffer would store
the optical signal for a certain amount of timewith lim-
ited amount of distortion or impairment. Further, the turn-on
or turn-off should be variable with an external control. We
emphasize that only the data stream needs to be all-optical;
the header, on the other hand, can have OEO conversion and
processed. This is very much in line with what is being used
for all-optical cross connect and all-optical networks.

Schematically, an optical buffer can be represented by
Fig. 1. The output data stream is essentially a
copy of the input data ; it is equal to the multiple
of a proportionality constant with a time delay that
is variably controlled by an external source. is the
length of the device. It is important that signal distortion
and dispersion must be within a certain tolerable range to
result in a minimum level of impairment. The requirements
for other parameters, such as turn-on and turn-off times and
optical loss, may vary depending on applications.

B. Potential Applications

The most influential application that optical buffers could
enable is perhaps all-optical routers in packet-switched net-

works. There have been rapid advances in optical fiber com-
munications in the past two decades. With the advent of er-
bium-doped fiber amplifiers and wavelength-division-mul-
tiplexed systems, transmission capacity as high as 10 Tb/s
through a single fiber has been demonstrated in laborato-
ries. This huge capacity can create serious data traffic con-
gestions at major interconnections. Electronic routers at sub-
terabits/second rate exist today. The scalability to a higher
throughput is very difficult. Furthermore, the electric power
and space demanded by such a router makes the electronic
routers highly undesirable. An all-optical packet-switched
network can potentially eliminate this major bottleneck.

A router is used in networks (such as the Internet) to inter-
connect end-user systems to each other where packets are the
basic units of information that are transported. A router often
connects many networks and performs decisions on how to
send packets from its source to its destination in the network.
Packet switching is a method of communication whereby in-
formation is broken up into blocks of limited length called
packets. They are then switched in a network by routers. The
blocks can be fixed-length or variable-length but limited. A
packet also contains a header, which describes the address
of the source and destination for the data. The Internet is a
packet-switched network; thus, data (in the form of e-mail,
a web page, image, news message, etc.) are sent as packets
of various lengths and allow many users to share the same
data path. In today’s network, data are transmitted in optical
format and routed and switched in electronic format.

The key building blocks of an electronic router include
a switch fabric, processors, and buffers. Given that all-op-
tical switches and signal processing have been demonstrated
previously [9], the key missing component for an all-optical
router is an all-optical buffer.

Fig. 2 is a schematic showing the function of an optical
buffer to resolve contention in an optical switch. With optical
buffers, one packet can be stored in the buffer temporarily, al-
lowing the other packet to go first. Until the traffic is cleared
at the output port, the packet stored in the buffer is released.
An all-optical router can potentially alleviate the traffic con-
gestion in future very-high-bandwidth networks.

In addition to the application in optical communication
systems, an optical buffer can enable several other possible
applications including optical signal processing, radio fre-
quency (RF) photonics such as phased-array antennas, non-
linear optics by increasing the effective interaction length,
and time-resolved spectroscopy.

As an example, one of the most elementary operations in
analog signal processing is correlation

(1)

The time delay in the integral can be implemented by an
optical buffer.

Another example would be transform in digital signal
processing, defined as

(2)
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Fig. 2. Optical buffer providing contention resolution in an
optical switch.

where is the value of the th bit in the digital pulse train.
The operator is a time-delay operator and can therefore be
implemented by an optical buffer.

In phased-array antennas, a true-time delay instead of
phase shift is required. An optical buffer can provide such
functions [10], [11].

In time-resolved spectroscopy, a pump-probe configura-
tion is often used where two short pulses with time delays
relative to each other are sent into the sample. The time delay
is provided by varying the optical path of the second pulse
and, hence, the system is usually very bulky. A compact op-
tical buffer can provide such time delay and makes a compact
pump-probe system possible.

C. Technical Approaches

To obtain an optical buffer, in general, one must vary the
medium within which the optical signal travels by either in-
creasing the path length or reducing the signal group velocity.
The former can be accomplished with the use of a fiber delay
line, which will be discussed below. The latter has several
possibilities. We first observe that the group velocityis
defined as

(3)

where is real part of the refractive index andis the wave-
guide propagation constant. We can define a slowdown factor

as

(4)

From (4), we see that the group velocity can be reduced by in-
troducing a large and positive waveguide dispersion
or material dispersion . The waveguide dispersion can
be designed using gratings or periodic structure [12]. How-
ever, the most effective method is to introduce a large ma-
terial dispersion using EIT, as will be discussed later. Of
course, it is also possible to include both material and wave-
guide dispersion in one device to have an enhanced effect [3].
In the following, we will briefly review previous works.

Fig. 3. Fiber delay line used as an optical buffer with fixed
storage time [13].

1) Optical Fiber Delay Lines:Optical fiber delay lines
have previously been referred to as an “optical buffer” [13].
One basic design typically consists of a 22 optical switch
connected with a fiber loop (Fig. 3). Other components such
as optical isolators, amplifiers, and dispersion compensation
devices have also been included to reduce impairments due
to reflection, loss, and dispersion.

The optical switch is first set to direct the data train into
the fiber loop and subsequently is closed to allow the data
to recirculate in the loop. The storage capacity, i.e., amount
of data stored, is limited by the time required to travel one
loop subtracted by that required to set the switch. This
is because when the optical data stream is longer than,
the data of the leading part of the packets will overlap with
that in the back to cause interference. The storage time, i.e.,
how long the data is kept in the loop, is an integer multiple of

. The turn-off (release) time is also determined by .
This is because once a packet enters the delay line, it can
only emerge at a fixed duration of time later. It is impossible
to remove the packet from the delay line before that fixed
time interval.

The fundamental difficulty facing this design is that the
storage time is fixed or quantized by the time required to
travel one loop. With the data arrival being random and
unsynchronized in real networks, optical routers based on
fixed delay times cannot guarantee contention-free connec-
tions throughout the network. The fixed time also makes the
design of architecture very challenging. These are probably
the main reasons why such buffers have not been deployed.

2) Slow Light Using Waveguide Dispersion:Studies on
the light propagation in highly dispersive structures with
a very slow group velocity have drawn much attention.
Grating structures have been used extensively in DFB lasers
and grating waveguide couplers. Recent progress on the
fabrication of grating structures in fiber has opened new
research areas using fiber Bragg gratings [14]. Recently,
another method for achieving slowed light based on a Moiré
fiber Bragg grating has been suggested [15]. A Moiré grating
is formed if the refractive index variation is given by

(5)

where is the Bragg period and is the Moiré period.
The theoretical analysis shows that the group velocity of light
in the transmission band can be slowed down substantially
although with a very small signal bandwidth.
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Fig. 4. Three basic schemes for three-level atoms interacting with
two near-resonance electromagnetic fields: (a) ladder/cascade, (b)
�, and (c) V schemes.

Another slow-wave device configuration that is based on
the sampled grating has been reported as a part of the op-
tical slow-wave resonant intensity modulator [16]. In this
modulator, a sampled grating is inscribed into the arms of
a Mach–Zehnder GaAs–AlGaAs waveguide modulator, for
which a delay factor of 2.9 has been achieved at 1543 nm. A
sampled grating consists of a uniform grating with a length

and a spacer of a length. The unit of a total length
is repeated times. At wavelengths within the stopband of
a uniform Bragg grating, sampled gratings act as a cascaded
Fabry–Perot resonator and reduce the group velocity of the
light. Therefore, sampled gratings can enhance the modula-
tion effect of the Mach–Zehnder modulator.

D. Progress in EIT-Based Slow Light

EIT refers to an artificially created spectral region of trans-
parency in the middle of an absorption line due to the de-
structive quantum interference arising from two transitions
in a three-level system [4], [5]. There are three basic energy
level schemes for implementing a three-level EIT system
interacting with two near-resonance electromagnetic fields
(Fig. 4) [5]. In a ladder or cascade system, levels are arranged
as E1 E2 E3; in a V scheme, levels are arranged as
E2 E1 and E3; whereas in ascheme, levels are arranged
as E1, E3 E2. In all three cases, we label the transitions
the same way: to , and to are strong dipole-al-
lowed transitions, while to is a dipole-forbidden tran-
sition. The signal field connecting to is the light field
that one desires to slow down in a controllable fashion. The
pump field is the control field connecting to , whose
intensity controls the amount of slowing down. In the litera-
ture, the pump laser is sometimes called the control laser.

As a result of the coherent coupling between the atomic
system and the laser beams, atomic levelsand are no
longer eigenstates of the system. Instead, they are dressed
by the pump laser and become two new states and
(Fig. 5). This (destructive) quantum interference between
two absorption paths produces a transparency spectral
window in the middle of the strong to absorption
line. The width of this transparency window is strongly
dependent on the intensity of the pump light field.

By the Kramers–Kronig relations, the induced trans-
parency, which is related to the imaginary part of
the optical susceptibility , must be accompanied by a
dispersive-shaped variation in the real partof the sus-
ceptibility [Fig. 5(c)]. Such a variation leads to a very large

Fig. 5. (a)� scheme system with the pump (or coupling or
control) laser in the in resonance with statesj2i andj3i, results in
(b) a set of dressed statesj2di andj3di. (c) The real(� ) and
imaginary(� ) part of susceptibility for the dressed states.

positive derivative (or gradient) of the index of refraction
with respect to frequency inside the center

of the EIT transparency region. This slope results in a very
large group index of refraction and, thus, a reduced group
velocity [6]–[8].

The first demonstrations of ultraslow and stopped light
pulses via EIT were accomplished using atomic vapors, both
ultracold and at 80C, with impressive results [6], [7]. Slow-
down factors as high as seven orders of magnitude have been
demonstrated. Recently, slow and stopped light experiments
was also achieved in a solid-state material, a praseodymium
(Pr) doped YSiO (Pr : YSO) crystal [8].

The observed delay corresponds to a light group velocity
of 33 m/s (70 mph) through the 3-mm-long crystal [8]. In
defiance of theoretical estimates and conventional wisdom,
the observed light pulse velocities are more than an order
of magnitude slower than expected, based on the observed
EIT linewidths. Although the reason for this is still being
investigated, it is believed that it is because the ground state
spin transition is inhomogeneously broadened, so that the ul-
timate light speed is not determined by this width, but rather
by the much smaller homogeneous width. Stopped light
was also demonstrated in this material. Observed storage
times were up to 0.5 ms, which is the coherence time of the
ground-state spin transition in the Pr ion. The experiments
in Pr : YSO were performed at low temperatures,5 K.

Several years ago, EIT-like signature was observed in
intersubband coupled GaAs–AlGaAs quantum wells at
a temperature as high as 30 K [17]–[19]. However, the
observed EIT linewidth was considerably larger than desired
due to effects such as interface roughness and many-body
interactions. This occurred because the ground-state co-
herence involved states that were in different quantum
wells of the coupled two-quantum-well system. There have
been no slow-light experiments reported on semiconductor
structures.

E. III-V QDs: Candidate for EIT-Based Slow Light in
Semiconductor Structures

Semiconductor QDs have discrete electronic energy states
due to three-dimensional (3-D) confinement. The discrete
energy states make QDs an excellent candidate for slowing
down light. Here, we review the state-of-the-art linewidth
and uniformity properties that are important for obtaining
slow light.
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Fig. 6. Three growth modes for an as-grown epitaxy layer.

There have been many different approaches to make III-V
QDs. Recently, there have been extensive research efforts on
self-assembled (SA) growth of QDs on a single crystalline
substrate. In general, the morphology of the as-grown
epitaxy layer could evolve into three different modes
without defects: layer-by-layer (Frank–van der Merwe or
FvdM) growth mode, island growth (Volmer–Weber or
VW) mode, and their combination, Stranski–Krastanow
(SK) mode (Fig. 6). Different material system and growth
conditions will determine different evolution routes [20].
In a lattice-matched system, the growth mode is governed
solely by the interface and surface energies. If the sum of
surface and interface energy is lower than the energy of the
substrate surface, a uniform epitaxy layer is grown, and
this is known as the FvdM mode. For a lattice-mismatched
system with small interface energy, initial growth may occur
layer by layer. However, as the layer is grown thicker, it has
a larger strain energy and the as-grown layer tends to break
into isolated islands to lower its total energy. This is the SK
mode of growth.

Many experiments have shown that SK mode can form
3-D coherently strained islands under certain growth condi-
tions. For a given shape, the elastic relaxation energy is pro-
portional to the volume of the island. On the other hand, the
elastic energy can also be relaxed in the form of dislocations.
The interplay between the dislocation energy and the surface
energy change due to island formation is determined by the
amount of deposited material and growth condition. As the
ratio between the dislocation energy and the surface energy
change is large, i.e., the amount of surface energy change is
appreciable during the island growth, the system favors the
formation of coherent islands instead of dislocations. The po-
sitions of these dots are random and their size distribution as
well as the density is determined by the growth condition
including growth rate, chamber pressure, temperature, and
growth interruption after dot material deposition. However,
self-assembled growth allows vertical stacking of multiple
QD layers to increase overall density.

SASK mode growth of QDs has been achieved in molec-
ular beam epitaxy (MBE) [21], [22], metal–organic chemical
vapor deposition (MOCVD) [23]–[25], and atomic layer
epitaxy (ALE) [26]. Table 1 provides general comparisons.
In MBE growth, the 2-D–3-D transition is monitored by
reflective high-energy electron diffraction (RHEED), which
leads to easier reproducibility and controllability. Due to
high chamber pressure during growth in MOCVD, RHEED
cannot be adopted as anin situ monitoring tool. On the
other hand, MOCVD involves more chemical reactions such
as metal–organic precursor cracking; therefore, the growth
process is more toward a thermal equilibrium condition.
Usually, QD growth requires low temperature, low chamber

Table 1
Comparison of QD Properties Using Three Growth Techniques

Fig. 7. Schematic of the source supply cycles for In, Ga, As, and
hydrogen, respectively. The sequence of the supply in one cycle is
In–As–Ga–As [27].

pressure, low growth rate, and a growth interruption
phase. Nevertheless, MOCVD provides features such as
different dot shape control, selective-area overgrowth, and
atomic layer epitaxy, which cannot be easily achieved in a
high-vacuum MBE environment.

Atomic layer epitaxy (ALE) can be attained with slight
modifications of the process for MOCVD self-assembled
QD growth [26], [27]. The principle of ALE self-assem-
bled growth is based on self-limited growth rate from
metal–organic precursors under a low substrate temperature.
Different sources are introduced to the substrate in an
alternating fashion to achieve self-limited growth, as shown
in Fig. 7. The QD formed by ALE has a shape closer to a
sphere and, thus, has a larger thickness which results in a
better electron confinement in the vertical direction. The
role of alternate supply of sources leads to more uniform
dots. The inhomogeneous linewidth of ALE grown QDs is
thus the smallest of all techniques.

In the rest of the paper, we will analyze the slow-light
performance in a semiconductor QD’s structures. We will
first prove the concept by hypothesizing a uniform QD array.
We will then propose a new multicolor pump scheme to
overcome the nonuniform problem in a realistic QD sample.
Signal transmission simulation will be given in the end
of the paper to demonstrate the feasibility of a QD-based
optical buffer.
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Fig. 8. Quantum disk model used in our calculation. The table
lists the relevant parameters.

II. OPTICAL BUFFER DESIGN AND QD DIPOLE

MOMENT CALCULATIONS

There are many ways to physically construct the slow-light
“active” region in semiconductor structures. We have chosen
a simple three-level ladder scheme of InAs QD system where

is the first heavy hole band, and and are the first
two electronic levels in the conduction band, as depicted in
Fig. 8. Although this may not be an optimum system that will
yield the largest slowdown factor, it is a better known system
with the largest amount of characterization data available.

The material parameters listed here are calculated from ef-
fective-mass approximation for an InAs–GaAs QD system
[2]. In this model, the dot is treated as a quantum disk with a
radius of 9 nm and a height of 3.5 nm. Bandgap shifts due
to the biaxial compressive strain are taken into account. The
calculated transition wavelengths for the three-level system
are 1.36 m for C1 to HH1 transition and 12.8m for C2-C1
transition, respectively. The wave function of the quantum
disk is obtained by solving the Schrödinger equation under
the effective mass approximation. Each state can be charac-
terized by three integral quantum numbers , where
and correspond to (transverse) anddependence, re-
spectively. The ranges for possible quantum numbers are as
follows: , , and . The wave function of the
state at the position can be expressed as
follows:

otherwise.

(6)

In (6), and are the Bessel function of
the first kind and the modified Bessel function of the second

Fig. 9. Schematic of an optical buffer device based on
semiconductor QD structures.

kind, respectively; is the wave function normalization
constant; , , , and are constants to be determined from
the boundary conditions at the interface between the quantum
disk and the surrounding matrix [28].

The intersubband dipole moment between the ground state
(C1 or Level 2) and the first excited state (C2 or Level 3) of
the conduction band is given by

(7)

On the other hand, the interband dipole moment can be
expressed in terms of the momentum matrix element and the
overlap integral of the wave functions and as
follows [28].

(8)

where and are periodic parts of the ground state
for the electron and the hole, respectively.is the momentum
operator. is an enhancement factor due to excitonic ef-
fects and its value is in the range of 41 to 949 [29]. In the
GaAs–InAs–GaAs QD system described above, is cal-
culated to be 20.4 e, assuming . In the experiment, an
interband dipole moment of 21 ewas reported in GaAs–Al-
GaAs QDs [30]. The calculated intersubband dipole moment
in the transverse direction is 24.6 e. As we will see later, a
large and increases the slowdown factor.

As for the device structure, we chose a typical ridge wave-
guide configuration with multiple QD layers in its waveguide
core layer. A schematic of the proposed buffer is given in
Fig. 9. The signal and the pump optical beams copropagate
or counterpropagate in the same waveguide. The pump light
induces EIT and slows down the signal light velocity.

III. SLOW-LIGHT ANALYSIS FORUNIFORM QD SYSTEM

A. Equations of Motion

To calculate the slowdown factor from (4) for a signal
propagating in a uniform QD system, we need to know the
refractive index change induced by the pump beam. For a
three-level system shown in Fig. 8, the time-dependent op-
tical dielectric constant experienced by the signal light can
be derived from the semiclassical density-matrix
formulation.
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Table 2
Measured Dephasing Times for Various Temperatures

We define the slow-varying density matrices in terms
of the fully time-dependent as follows:

(9)

The equations of motion for off-diagonal elements
of the density matrix are (rotating-wave approximation has
been assumed) as follows:

(10)

The equations of motion for the diagonal elements are as
follows:

(11)

where the Rabi frequency is . accounts for
the population transfer rate from state to . The signal
and pump detuning are and ,
respectively. The linewidths are defined as follows:

(12)

where and are lifetime broadening and dephasing
broadening linewidths, respectively. Usually, is the
dominant mechanism.

B. Dephasing Linewidths Versus Homogeneous
Broadening Linewidths

In the density-matrix formula above, ( or )
has the unit of energy andhas the unit of angular frequency.
In the literature, the full-width at half-maximum (FWHM)
homogeneous broadening linewidth (with a unit of en-
ergy) is related to the dephasing linewidths through the
following relationship (uncertainty principle):

(13)

where and we have assumed that the homogeneous
broadening is dephasing dominated. Therefore

(14)

Therefore, to convert into , we use

ps
meV (15)

The measured dephasing time in InAs–GaAs QDs and the
corresponding linewidth are listed in Table 2 for various
temperatures. Borriet al. [31] also measured the tempera-
ture dependence of , which translates to our dephasing
linewidth to be

meV (16)

for temperature range K.

C. Steady-State Solutions

At steady state, the solution to (10) gives the macroscopic
dielectric constant around the signal frequency solution as
follows:

(17)
where is the optical confinement factor andis the volume
of a single QD. F/m and is the
background dielectric constant without coupling to any light.

is the population inversion for level .
In (17), the complex detuning
and are defined. If EIT is reached, all
the photo-created carriers are trapped in the ground state and
the term has only contributions from thermally populated
carriers. The group velocity reduction factor can be derived
from the first derivative of the dielectric constant with respect
to the frequency as follows:

(18)

If both the signal and pump detuning vanish, the slowdown
factor has an analytical form as follows:

(19)
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where

(20)

In the above, is the pump
power density MW cm ; and are Fermi-Dirac oc-
cupation factors; the difference is the steady-state
value of the population inversion . If the signal and pump
detuning vanish, the absorption coefficient (in [1/cm]) expe-
rienced by the signal can be written as follows:

(21)

The buffer has a storage time for a device
of length , and a turn-on threshold at pump power density

. For a small , has a maximum when
. For high pump power den-

sity and small , approaches the upper bound of system
performance proportional to

(22)

Conversely, for low pump power density and large,
we no longer have EIT, and the QD resumes a Lorentzian
absorption spectrum.

D. Numerical Results

In Fig. 10, we plot the calculated imaginary and real part
of the dimensionless dielectric constant as a func-
tion of signal detuning for uniform QD arrays with a
5.54-meV homogeneous broadening linewidth. The negative
of the signal detuning is used to comply with the direction of
signal frequency. As the pump power density is increased,
the transparency window is widened. We can see that due to
the finite linewidth of QDs, the absorption at signal wave-
length does not go to zero exactly. This is different
from the EIT observed in atomic vapors. The absorption is
reduced with a stronger pump.

The real part of in (b) follows the Kramers–Kronig re-
lationship. The slope (derivative with respect to detuning) of
this curve is proportional to the slowdown factor, shown
in Fig. 10(c). It is interesting to note that as the pump inten-
sity increases, the maximumvalue decreases, as also can
be seen in the slope of curves in (b). However, it is constant
over a larger range, proportional to the transparency window.
It should be noted that for a high bit-rate signal with a large
bandwidth, this constant slowdown regime needs to be opti-
mized to minimize signal distortion and dispersion.

The slowdown factor as a function of pump power den-
sity is shown in Fig. 11. Three different linewidth regimes
are compared. Here, we assume . The homo-
geneous linewidth values of 2 eV 7 K , 0.1

Fig. 10. Calculated (a) imaginary and (b) real part of dielectric
constant, and (c) slope of real part of dielectric constant as a
function of signal detuning�s for uniform QD arrays with
5.54-meV homogeneous linewidths at various pump densities.

meV 75 K , and 5.54 meV 300 K were used
for cases A, B, and C, respectively. Initially, as the pump
power density increases, the slowdown factor increases. This
is because as the two dressed states are formed,
changes sign from negative to positive. As the power den-
sity continues to increase, the two dressed states are farther
apart and the slowdown factor decreases, as clearly illus-
trated by Fig. 10. Hence, for a given linewidth, a maximum
slowdown can be attained. The slowdown factors reach max-
imum values of 10, 3.4 10 , and 51 at pump levels of 3
10 , 9 10 , and 2 MW/cm for cases A, B, and C, respec-
tively. This illustrates a strong dependence on the homoge-
neous linewidth. It is interesting to note that at higher pump
density, say 100 MW/cm, the slowdown factor for all cases
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Fig. 11. Dependence of slowdown factor and the pump power
density for different homogeneous linewidths.

(a)

(b)

Fig. 12. Imaginary and real part of refractive index as a function
of detuning energy for QDs with homogeneous linewidths of 2�eV,
0.1, 2, and 5.54 meV under pump power density of 100 MW/cm.

approaching the same value. The imaginary and real part of
refractive index for the three linewidths at 100 MW/cmare
shown in Fig. 12.

Fig. 13. Influence of�h on slowdown factor, absorption
coefficient, and required pump power density at three different
homogeneous linewidth regimes.�h are 2�eV, 100�eV, and
5.54 meV in cases A, B, and C, respectively.

Fig. 13 shows the influence of , if it could be indepen-
dently controllable, on the slowdown factor, absorption co-
efficient, and pump power density. All are improved with the
decrease of . Experimentally, a single QD has been shown
to have eV dephasing at low temperatures [31]. This would
correspond to a slowdown factor of more than 10, requiring

10 W/cm pump power density. At room temperature, the
dephasing linewidth is 2.27 meV, attributed to phonon
scattering, but a slowdown factor of 51 can still be achieved.
The buffer turn-on and turn-off times depend on pump power
density and are of the order of a few picoseconds (or less) for
large (or small) linewidths with the above material parame-
ters based on our transient model.

IV. SLOW LIGHT IN A NONUNIFORM QD ARRAY

A. Nonuniform QD Array

Experimentally, the PL measurement on a QD ensemble
composed of many dots shows a linewidth of 20–60 meV,
which is much larger than the homogeneous broadening
linewidth. This linewidth is independent of temperature
and is caused by nonuniform distribution of the dots. The
nonuniformity comes from size, density, strain, and compo-
sition distributions.

The slow light in a QD array involves two laser sources,
the signal and the pump, nearly in resonant with two exci-
tonic states in QDs. Due to the nonuniformity of QDs, the
signal and the pump will experience different detuning when
interacting with different dots. Hence, the overall slowdown
factor will be reduced. The signal wavelength is fixed by the
application, and the signal detuning will be unavoidable for
some of the QDs.

The dielectric constant experienced by a signal as given in
(17) is a function of both signal and pump detuning. This is
shown in Fig. 14, where the signal and pump detuning are ad-
justed separately. Since appears twice in the denominator
of (17) ( appears in both and ), the dependence on

is stronger. On the other hand, the slowdown factor also
decreases with increasing pump detuning.

It is perhaps easy to see that if one single wavelength
pump source is used, the slowdown factor can be drastically
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Fig. 14. Dependence of group index seen by the signal versus both
the signal(� ) and the pump(� ) detuning. The signal detuning
has more pronounced effects on the group index. In this plot,

and are 1 meV. The pump power density is 2 MW/cm.

Fig. 15. Slowdown factor versus signal energy for two QD sizes
with fixed signal and pump wavelengths aligned to one size. The
dashed line is for the misaligned size.

reduced due to inhomogeneous broadening. In Fig. 15, we
show the slowdown factor schematically for a case when
there are two distinct QD sizes and the pump and signal
wavelengths are aligned with only one. The slowdown factor
for the misaligned case is shown by the dashed curve. As can
be seen here, at the signal energy, the slowdown factor for
the misaligned case can even be negative, hence cancelling
the positive slowdown for the aligned QDs.

Given the above, we propose a multicolor pump scheme
in which the pump is composed of many discrete frequency
components. Each component will have different powers
to optimize the performance. Schematically, with this new
pumping scheme, Fig. 16 shows the slowdown factor for
the same two-size QD case mentioned above. In this case,
although the misaligned QDs would not contribute to a max-
imum slowdown, the degradation effect can be substantially
reduced.

B. Model

The energy levels , , and are the same as the ones
used in Section II. In this section, however, particular atten-

Fig. 16. Slowdown factor versus signal energy for two QD sizes
with fixed signal and two pump wavelengths having different pump
powers. The dashed line is for the misaligned size.

tion is paid toward tracking the detuning values, as well as
developing formula to track multiple pumps with different
detuning. With the pump source composed of mul-
tifrequency components , the equa-
tions of motion are similar to (10) and (11). For example, the
equation for is now

(23)
where . The superscript denotes the
most resonant pump component to this particular group of
QDs.

If we only keep the most resonant term in the summation,
i.e., and neglect all the slowly varying exponential
time factor, we obtain

(24)

This approximation is valid if we consider steady-state so-
lutions in which case only the longest time constant term will
remain. To explicitly see this, we take Fourier transforms of
(23) as follows:

(25)

where is the Fourier transform of the corresponding
slowly varying density matrix . At steady state, only
zero-frequency component contributes, that is, only
will contribute provided the other components are far away
compared with the dephasing linewidth . If the spacing
between two adjacent pump components is less than,
a full set of coupled nonlinear differential equations have
to be solved and is under investigation. On the other hand,
if the spacing between two adjacent pump components is
larger than , (25) becomes

(26)
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This justifies that the nonresonant terms at steady state do not
contribute.

The probability that a QD group has energy level deviate
from the central value (denoted by superscript 0) is assumed
to satisfy the Gaussian distribution as follows:

(27)

where in which is the FWHM inho-
mogeneous broadening linewidth.

C. Steady-State Dielectric Constant for a Nonuniform
QD Array

The solution at steady state is very similar to it as in Sec-
tion III, except now we have to carry out the explicit index
label of a particular QD group. We assume EIT is reached and
all the photo-created carriers will be trapped in the ground
state, that is, . The (dimensionless) macroscopic di-
electric constant experienced by the signal field is given by

(28)
where

(29)

is the steady state value of the average population
inversion between level 1 and 2 thermally populated (we have
excluded the photo-created carriers by assuming EIT). We
have assumed the dipole moments are identical for all QD
groups.

D. Multicolor Pumping Scheme

Consider a multiple-color pump source with discrete
spacing as shown in Fig. 17. Each component is allowed to
have different power. Consider a 20-meV inhomogeneous
linewidth (also plotted in Fig. 17 for comparison) and
two cases of homogeneous broadening linewidth
of 5.54 meV (room temperature value) and 2 meV. Let

nm in the simulation. The interband
and intersubband dipole moments are the same values

used in Fig. 8.
Fig. 18 shows the slowdown factor versus pump power

density for a nonuniform QD with a single pump as compared
against a uniform QD array. The single pump is aligned with
the average energy separation betweenand . Signifi-
cant degradation of slowdown factor was obtained. The max-
imum slowdown factors are 244 and 51.4 for 2 and 5.54 meV

, respectively, for a uniform QD array. Whereas for the

Fig. 17. Pump power density for each pump components at
different detuning. The spacing between two adjacent pump
components is 2.27 meV in this plot. The blue Gaussian curve
shows the probability of finding a particular group of QD with
energy levels deviated from the average value of the whole
ensemble by the amount determined from thex axis.

Fig. 18. Slowdown factor as a function of pump density for
a single pump scheme. The QD medium has a homogeneous
linewidth of 5.54 meV and inhomogeneous linewidth of 20 meV
due to QD nonuniformity. The case of uniform QDs is also shown
for comparison (dashed line).

case with 20 meV nonuniformity and a single pump source,
the maximum slowdown factors were reduced to40 and

10, respectively.
On the other hand, if a multicolor pump source is used,

the degradation can be greatly improved. Fig. 19 shows the
slowdown factor degradation for a variety of pump compo-
nent spacing, normalized to the homogeneous broadening
linewidth . The slowdown factor degradation is defined
as the ratio between the slowdown factors in QD arrays with
and without nonuniformity. In the calculation, we looked for
a scheme to achieve the highest slowdown factor. A denser
pump array has less degradation. The dashed line represents
the case the pump spacing and the homogeneous linewidth
are equal. The maximum slowdown factors could be still40
for 5.54 meV with 20 meV inhomogeneous broadening.

Fig. 17 shows the optimized pump power density for each
pump component for the case that homogeneous linewidth
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Fig. 19. Slowdown factor degradation due to QD nonuniformity.

is 5.54 meV and the spacing between two pump compo-
nents is 2.27 meV. In the results above, the pump compo-
nents are equally spaced in frequency. The more general case
that the pump components are not equally spaced is under
investigation.

V. SIGNAL PROPAGATION THROUGH QD-BASED

OPTICAL BUFFERS

In this section, we show the effect of signal propagation
through a QD-based optical buffer discussed in Section III.
Here, for simplicity sake, we consider only uniform QDs. We
believe the nonuniformity factor can be treated simply with
a slowdown reduction factor, similar to what was described
in Section IV.

In frequency domain, the output of the buffer can be re-
lated to the input signal via a system transfer function
given by

(30)

where is the length of the buffer and , the propagation
constant in the (waveguide) direction, is related to the di-
electric constant by

(31)

For a given set of material parameters including the pump
power density, we can calculate and, thus, the transfer
function . The output signal is simply the inverse
Fourier transform of the product of the input signal and

.
The input signal is a Gaussian pulse train with a repeti-

tion rate of 10 Gb/s and pulse FWHM 100 ps. We set the
homogeneous broadening linewidth to be 2 meV and used
InAs–GaAs QDs with material parameters given in Fig. 8.
The pump power density is fixed at 2 MW/cm, which corre-
sponds to the maximum slowdown factor244. The output
signal has a larger FWHM due to the nonflat frequency re-
sponse. The result is shown in Fig. 20(a). The FWHM in-
creases as the device length increases and becomes 104 ps
when is 1 cm. Fig. 20(b) shows the dependence of the total
buffering capacity with the pump power density. The buffer

(a)

(b)

Fig. 20. (a) Signal propagation through a QD waveguide with the
length of 1 cm. (b) Control of the slowdown factor with the pump
power density.

capacity can be externally controlled via the change of the
pump power. The control is continuous and can vary from
1 bit up to 87 bits [3].

VI. CONCLUSION

We proposed and analyzed the first semiconductor all-op-
tical buffer based on EIT effect in QDs. We establish the
conditions and formulation necessary to achieve a large
slowdown factor. The light pulses can slow down signifi-
cantly with a negligible dispersion, making it desirable for
making optical buffers with an adjustable storage. The effect
of QD size nonuniformity is also calculated. Although the
linewidth of QDs is found to be critical, our calculations
show that a slowdown factor of 40 can be obtained with
state-of-the-art QDs at room temperature using a novel
multiple pump scheme. Our theoretical model shows that
a buffering time of 8.7 ns in a 10-Gb/s system could be
obtained at room temperature without pulse distortion and
spreading for a uniform QD waveguide. This level of storage
is already interesting for a number of applications. With
the improvements of QD linewidth and uniformity in the
future, the slowdown and storage can no doubt increase to a
larger number, making them far more useful. We also antic-
ipate that further optimization in device design and energy
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configuration can lead to significantly increased slowdown
factor. We believe an optical buffer would serve as a critical
catalyst to trigger new architectures and applications in
optical networks, communications, and signal processing.
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