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Abstract— The distributed source coding problem is considered ~ Consider a two sensor example. If sensor 1 transmits at rate
when the sensors, or encoders, are under Byzantine attackhat  f7(X,) and sensor 2 transmits at ratg X»| X ), their source
is, an unknown number of sensors have been reprogrammed by a geqyences would normally be reconstructable using Slepian
malicious intruder to undermine the reconstruction at the fusion . -
center. Three different forms of the problem are considered The Wolf. Since sensor 2 transmits at a rate beléifXs), the
first is a variable-rate setup, in which the decoder adaptiviy ~decoder must use the codeword from sensor 1 to dedgde
chooses the rates at which the sensors transmit. An explicit Thus, if sensor 1 is a traitor, it can manipulate the decsder’
characterization of the variable-rate minimum achievable sum estimate ofX, to cause an error. Generalizing this, it will turn
rate is stated, given by the maximum entropy over the set of .t that for most source distributions, the sum rate given in
distributions indistinguishable from the true source distribution . . . . . .
by the decoder. In addition, two forms of the fixed-rate probkem (1) cannot b.e achieved if there is even a single tra'tor' We wi
are considered, one with deterministic coding and one with Presentcoding schemes that can handle Byzantine attawks, a

randomized coding. The achievable rate regions are given fo give explicit characterizations of the achievable rates.
both these problems, with a larger region achievable using
randomized coding, though both are suboptimal compared to A. Related Work

variable-rate coding. The notion of Byzantine attack has its root in the Byzantine

Index Terms—Distributed Source Coding. Byzantine Attack. generals problem [2], [3] in which a clique of traitorous
Sensor Fusion. Network Security. generals conspire to prevent loyal generals from forming
consensus. It was shown in [2] that consensus is possible if
and only if less then a third of the generals are traitors.

Wireless sensor networks are vulnerable to various forms ofCountering Byzantine attacks in communication networks
attack. A malicious intruder could capture a sensor or afroHas also been studied in the past by many authors. See the
of sensors and reprogram them, unbeknownst to the otiflier work of Perlman [4] and also more recent review
sensors or the fusion center. The intruder could reproghem {5], [6]. An information theoretic network coding approaith
sensors to work cooperatively to obstruct or defeat the gbalByzantine attack is presented in [7]. The problem of optimal
the network, launching a so-called Byzantine attack. Byzantine attack of sensor fusion for distributed deteci®

We refer to sensors that have been reprogrammediésrs,  considered in [8]. Sensor fusion with Byzantine sensors was
and the rest, which will behave according to the specifiefudied in [9]. In that paper, the sensors, having alreadgeaty
procedure, aBonest Suppose there are sensors and at mostypon a message, communicate it to the fusion center over a
¢ traitors. Each time step, sensiis informed of the value of discrete memoryless channel. Quite similar results weve/sh
the random variableX;. These random variables constitutgn [10], in which a malicious intruder takes control of a set
a discrete memoryless multiple source with probability- dif links in the network. The authors show that two nodes
tribution p(z; ---x,,,). Each sensor encodes its observatiokan communicate at a nonzero rate as long as less than half
independently and transmits the codewords to a commgfthe links between them are Byzantine. This is different
decoder (the fusion center), which attempts to reconsthect from the current paper in that the transmitter chooses its
source values with small probability of error based on thosgessages, instead of relaying information received from an
transmissions. If there are no traitors, Slepian-Wolf ogdil] outside source, but some of the same approaches from [10] are
can be used to achieve a sum rate as low as used in the current paper, particularly the use of randatiniza

H(X1-- X,n). L to fool traitors that have already transmitted.

However, standard Slepian-Wolf coding has no mechanidn Fixed-Rate Versus Variable-Rate Coding

for handling any deviations from the agreed-upon encodingln standard multiterminal source coding, each sensor is
functions by the sensors. Even a random fault by a singiesociated with a rate and an encoding function that traasmi
sensor could have devastating consequences for the agcumformation at that rate. We will show that this fixed-ratéuge

of the source estimates produced at the decoder, to sayngoths suboptimal for this problem, in the sense that we can &ehie
of a Byzantine attack on multiple sensors. lower sum rates using a variable-rate scheme. By variatie-r

I. INTRODUCTION



we mean that the number of bits transmitted per source valbereH, is the entropy with respect to the distributigrand

by a particular sensor will not be fixed. Instead, each senggris a set of distributions which depends anthe number

has a number of different encoding functions, each with itsf allowed traitors. The explicit definition ap is given later,

own rate. The coding session is then made up of a numberot intuitively @ is the set of distributions such that if we
transactions. In each transaction, the decoder decideshwhsimulated any distributioy € @ and handed the resulting
sensor will transmit information, and which encoding fuolt source sequences to the decoder as if they had come from the
it should use. Thus we require that the decoder have a revessasors, then it would not be able to correctly identify ayk&n
channel to transmit information back to the sensors, bugéioh traitor. For example, the source distributipns always inQ,

only send the chosen encoding function index, which will bieecause if the decoder receives source sequences thar appea
one of a fixed and small number. In other words, the reversecome from the true distribution, it will not be able to know

channel could have arbitrarily small capacity. which sensors are the traitors. In factz i 0, @ is made up
of only the source distributiop, so (2) becomes (1). In other
C. Honest Sensor Error Requirement words, this result matches the classical Slepian-Wolfltesu

On the other hand, if = m—1, then the decoder knows only

Classical SIepian-_WoIf coding requires that the deCOdﬁ{at the one honest sensor will report source values disérib
prpdyce perfect esﬂmgtes of every source value. Howevg&:ording to its single variable marginal distribution, @o
this is no longer possible under Byzantine attack. A trait

?t[aitor will not be detected if it also reports source values
could choose to send gibberish to the decoder, in whi%h P

istributed according to its marginal distribution. Herce @
case the decoder could never _correctly decode the assnbc! eq(xi) — p(x,) for 2" i ltis ezgsy to see that (2) becomes
source values. However, a traitor could also act exactly lik
an honest sensor, in which case the decoder would never H(X1)+ -+ H(Xn). 3)
be able to identify it as a traitor. Thus, the decoder will .
not necessarily be able to produce an accurate estimate Iﬂ)rEﬁeCt' the decoder must use an independent source code

every sensor, but neither will it be able to tell which o or (;acfr_l s(ejnsc:r. hievabl . based on the Slebi
its estimates are inaccurate. As a compromise, the decode € lixed-rate achievable regions are based on Ihé siepian-

will produce an estimate for every source value, but we on olf achievable region. For randomized coding, the acfiile/a

require that the estimates corresponding to the honesbens©9/oN 1S such that for every subsetaf—¢ sensors, the rates

are correct, even though the decoder may not know Whi@ﬁsociated with those sensors fall into the Slepian-Wa# ra
those are. This requirement is reminiscent of that of [2], fgaion on the corresponding — ¢ random variables. Note

which the lieutenants need only perform the order given 69"‘“ fort = 0, this is identical to the Slepian-Wolf region. For

the commander if the commander is not a traitor, even though_ """ — 1, this region is such that f_or all, ;t; > H(Xi).’ -
the lieutenants might not know whether he is. hich corresponds to the sum rate in (3). The deterministic

region is similar, except that every subsetrof— 2¢ rates is

D. Main Results required to fall into the corresponding Slepian-Wolf regio

The main results of this paper give explicit characteraagi E. Randomization

of the achievable rates for three different setups. The, first Randomization plays a key role in defeating Byzantine
discussed in the most depth, is the variable-rate case Hiwhw attacks. As we have discussed, allowing randomized engodin
we give the minimum achievable sum rate. By definitiorip the fixed-rate situation expands the achievable regioadk
variable-rate coding involves varying the rates at whidfedi dition, the variable-rate coding scheme that we proposesrel
ent sensors transmit. The choice of these rates will be baswdvily on randomization to achieve small probability aber
on “run time” events such as the source values and the actidhdoth fixed and variable-rate coding, randomization isduse
of the traitors. Thus, there is no notion of andimensional as follows. Every time a sensor transmits, it randomly cleos
achievable rate region, since all we can say is that, no matt@m a group of essentially identical encoding functionseT
what happens, the total number of transmitted bits will ndétdex of the chosen function is transmitted to the decoder
exceed a certain value. The second two setups are fixed-rateng with its output. Without this randomization, a traito
divided into deterministic coding and randomized codimyg, f that transmits before an honest sensevould know exactly
which we do givem-dimensional achievable rate regions. Wéhe messages that sensawill send. In particular, it would be
show that randomized coding yields a larger achievable raele to find fake sequences for sengdhat would produce
region than deterministic coding, but we believe that in mo#ose same messages. If the traitor tailors the messages it
cases randomized fixed-rate coding requires an unrealistnds to the decoder to match one of those fake sequences,
assumption. In addition, even randomized fixed-rate codiddien sensoi then transmits, it would appear to corroborate
cannot achieve the same sum rates as variable-rate codinghis fake sequence, causing an error. By randomizing the
For variable-rate coding, the minimum achievable sum raggoice of encoding function, the set of sequences producing
is given by the same message is not fixed, so a traitor can no longer
sup Hy (X1 -+ Xm) @) kr_10w with certainty that a particular fake source sequence
) will result in the same messages by sensoas the true



one. This is not unlike Wyner's wiretap channel [11], irwhereZ represents randomness generated at the sensor. Let
which information is kept from the wiretapper by introdugin ; € {1,...,2"%} be the message received by the encoder
additional randomness. in the ith transaction. If;; is an honest sensor, thelp =

In both variable-rate and randomized fixed-rate coding;, ; (X[, p;,,Ji), where p; € Z is the randomness from
we assume that the traitors know nothing about randomnessisori; and J, € {1,...,K}" is the history of encoding
produced at an honest sensor. Of course, after the randemiesctions used by senseor so far. If4; is a traitor, however, it
has been transmitted, the traitors should have access to thay choosd, based on all sourceX&?, ..., X", all previous
information, which is what we assume in the variable-rateansmissiondy, ..., I;_; and polling historyiy, ...,4,_; and
case. However, for the fixed-rate setup, there is no notign ..., 5_;. In particular, it does not have access to the
of a transmission order, so it would be meaningless to segndomnesg; for any honest sensar
that the traitors only know about the randomness “after” it After the decoder receives, if | < L it usesly,...,I; to
has been transmitted. The only choice is to assume that tt@ose the next sensar.; and its encoding function index
traitors never find out anything about the randomness. Thjs . After the Lth transaction, it decodes according to the
might be a realistic assumption if the traitors are not able tiecoding function
monitor transmissions to the decoder, but we believe that in
most cases it is not. Hence deterministic fixed-rate codéng i
more realistic.

The rest of the paper is organized as follows. In Section II,
we formally give the variable-rate model and present tHfe. Variable-Rate Problem Statement and Main Result

L
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main result of the paper, which we prove in Section Ill. In | et 3 ¢ M be the set of honest sensors. Define the proba-

Section IV, we give the rate regions for the fixed-rate setupgity of error P, £ Pr(X7, # X7;) where(X7,..., X7) =

and illustrate that fixed-rate coding is suboptimal. Finallh (7, ... 7). This will in general depend on the actions of the

Section V, we offer some future avenues for research.  trajtors. Note again that the only source estimates thatemat
Il. VARIABLE -RATE MODEL AND RESULT are those corresponding to the honest sensors.

We define a sum ratB to bee-achievabléf for everyd > 0

A. Notation - .
] and sulfficiently largen there exists a code such that, for any
Let X; be the random variable revealed to sensdt; the hoice of actions by the traitor€, < ¢ and

alphabet of that variable, ang the corresponding realization.

A sequence of random variables revealed to sensier n L
timeslots is denoted(?”, and a realization of it} € X7. ZRiz,jz SR+o. (4)
Let M £ {1,...,m}. For a sets C M, let X, be the set of =1

random variable$ X; };c,, and definer, andX, similarly. By Note thatR;, ;, depend on the sensor transmissions, so they
s¢ we meanM\s. Let T™(X,)[q] be the strongly typical set are random variables. By (4) we mean that for any messages
with respect to the distribution, or the source distributiop  sent by the sensors, we never exceed a sum rafe-pf. A
if unspecified. Similarly,H,(X,) is the entropy with respect sum rateR is achievableif it is e-achievable for every > 0.
to the distributiong, or p if unspecified. All variations org, Let R* be the minimum achievable sum rate. Certainly then
such ag’, ¢’, ¢, are assumed to go to 0 agoes to 0 and may all R > R* are also achievable.
appear without definition. It is meant that either the dabnit ~ Some definitions will allow us to state our main result. Let
is discernible from context or the existence will be shown.
o VELsCM:|s|=m—t}.
B. Communication Protocol

The transmission protocol is composed loftransactions. This is the collecti_on of all possible sets of honest sensors
In each transaction, the decoder selects a sensor to rec&@ganyV CV, define
information from and selects which df encoding functions N ) .
it should use. The sensor then responds by executing that QW) =Halwr-am) Vs €V, alws) =plzs)} )
encoding function and transmitting its output back to theet U(V) £ |J,., s. Finally, define
decoder. For each senser € M and encoding function
j € {1,...,K}, there is an associated rafg ;. On thelth Q= U QV).
transaction, let; andj; be the sensor and encoding function VCV:U(V)=M
chosen by the decoder, and let be the number of timeg That is, Q is the set of distributiong such that for each,

has transmitted prior to thith transaction. Note that, ji, u there is a marginal distribution gfof m—t variables including

are random vanableg, since they are _chosen by the deco%‘erthat matches the corresponding marginal distributiop.of
based on messages it has received, which depend on the SOJTIﬁCE

values. Thejth encoding function for théth sensor is given US, thosen — ¢ sensors behave as if they were the set of
by - 1Ne 9 9 honest sensors, since their sources are distributed tigrrec

Since every; falls into such a set, every sensor looks like it
fij i X x Zx {1,..., K} —{1,... 2"} could be honest.



Theorem 1:The minimum achievable sum rate is can think of T (2*) as the set of all the sequences that can be
. decoded if a sensor has only séfit bits so far in the current
R = 228 Hy(Xy - Xom). (6) phase. The strategy will be to slowly increaBe expanding
It can be shown that far = 1 and arbitrarym, (6) becomes Tx(z*) until it contains the relevant source sequence.
. v The decoder will attempt to determine whether the source
R = H(Xy - Xon) + i et H(Xs Xir[ Xiiye) - (7) sequence is contained ¥ (%), and if so to decode it. Sensor

Relative to the Slepian-Wolf result, we see that we always p4 Will randomly choose from a number of encoding functions
a conditional mutual information penalty for a single tait /1 -»fc- Each of these encoding functions will be created
Similar expressions can be found for= 2, t = m — 2, and by means of a random binning procedure and the codebooks

t = m—1 (the last given by (3)). However, analytic expression@vealed to'bth the sensor and_decoder. Sensdf transmit
do not in general exist foB < < m — 3. uptok_(R+e) bl_ts contal_nlng the index of the randomly chosen
encoding function and its output. If there is exactly onerseu

Ill. PROOF OF THEVARIABLE -RATE THEOREM sequence in the target set that matches every value received
A. Converse so far from sensof in this round, call itz¥. If there is more
than one such sequence, we declare an error. If there is no
such sequence, we conclude that the source sequence is not
contained in the target set, increaBeby ¢, and do another

are the traitors, they can simulate the conditional distitm ransaction. Note that whefl > log[X;|, every sequence will

G(zs:|z,), the outcome of which, when combined with thde in Tr(2%), so we will definitely decode the sequence or
true values ofX§, will produce a set ofX; - - - X,,, distributed declare an error. ) .
according tog. Sinced € O, if the traitors act honestly with The collectionV C 'V will always contain only those sets

these fabricated source values, the decoder will not be aBlat could be the set of honest sensors. We begin by setting

to correctly identify a single traitor, so it has no choicet b/ = V:» and pare it down after each round based on new
formation. Defines, = {1,...,i} NU(V). Phasei of any

to perfectly decode every value. To do this, it must recetve iy

We first show the converse. Létbe the distributiory that
maximizes the entropy in (6). For somewith |s| = m —
t, we can write§ = p(zs)q(xsc|zs). Thus if thes® sensors

leastnH;(Xx) bits, which means?* > Hy(Xy). round is made up of the following steps.
) . o 1) If i ¢ U(V), ignorei and go to the next phase.
B. Achievability Preliminaries 2) Otherwise, letR = .
Now we prove achievability. To do so, we will need the 3) Receive up tok(R + ¢) bits from sensor, with target
following definitions. For somé&” C V, let setTr(is, ,). If possible, decode the sequenceitp
ST (X0 [V] 2 {ae € X2y : Vs € V,a" € T™(X,)} ?gseg:) to the next phase. If not, increaBeby ¢ and
whereT” is the strongly typical set. Far, s' ¢ M andz?, € 4) After phasem, let V' € V be the largest subset 6f
., we define the conditional version such thatiy vy € S (Xyvy)[V']. UseV’ asV in the

. . A . . . next round. If there is no sucl’, declare an error.
Se (XS|‘TS’)[V] = {‘Ts € :X:s : 3x(sUs’)C € x(sUs’)C :
D. Code Rate

(L8 T (uge) € S (Xa)) V] .
) L ) ) ) It can be shown that the probability of error can made
The following lemma shows thai;" is contained in a union gpitrarily small if C, the number of encoding functions from

of typical sets. , . . which each sensor chooses randomly during each transaction
Lemma 1:Fix s, s" C M andzf, € X,. Then is sufficiently large. We can then makelarge enough that
S™(X4|a")[V] © U T™(Xs|2™) q]- transmitting the index of the chosen encoding function sake

negligible rate compared to transmitting its output. Thas i

_ each phase we need only transmit- ¢ bits per symbol. Let

C. Coding Scheme Procedure g; be the type ofi}, . The total number of bits sent per
We propose a multiround coding scheme. Each round dgmbol for the entire round is therefore at most

made up ofm phases. In théth phase, transactions are made ,,

q€eQ(V)

entirely with sensog. In addition, all transactions in the first Z inf Hy(Xi|Xo, ) +e+¢é

round are based on the firtsource values, transactions in ;= ¢#f €T (X:|2k,_ )ld] '

the second round on the secohdsource values, and so on. m

Each transaction in théth phase will be associated with a < iof D Hy(Xil Xs,) +mle+€) (9)

target set chosen by the decoder of the form 485 €TG KXv)lal 57

mahe | mobg @ 20 5w (eo)bmerd c)

H ) S sup Hq (XU(V)) + € (11)
q: q(er‘Xs)SR qEQ(V’)

with s € M to be defined, and is as defined in Lemma 1. It < sup Hy(Xn) + log |xU(V)\U(V,)| + € (12)

takes abouk R bits to encode any sequence in this set, so we 9€Q



where (9) holds because the set of distributionssuch (R1, Rs, R3) € Ro, which meansR; + R; > H(X,;X;) for
that 2% € T/(X,,)lg] contains the set of distributiong all i,5 € {1,2,3}. Thus

such thatg%’g(v) € TH(Xyvy)lgl, and (10) holds because 1

Zy(vy is typical with respect to its own type. BecauseR:1+ Ry + Rs > §[H(X1X2)+H(X1X3)+H(X2X3)]

Ty € SHXu))[V'], by Lemma 1, for some € Q(V'), .
fugy) € THXuw))ld)- For thisg, for all zyqy) € Xyqy), = HXXXs) + S[I(X0 X0X0) + 10X X)) (14)
|42 (v ) — alzue)| < ool Since the distributions are If I(X1X9; X3) > I(Xy; X2|X3), (14) is larger than (13).

arbitrarily close, the entropies with respect to theserifist He
tions will be arbitrarily close, so (11) holds.

If U(V') = U(V), then the second term in (12) is O,
so we can bound (12) byup,c H,(Xn) + €. However, if V. FUTURE WORK

UWVN\U(V') # 0, we cannot. Even so, since at least one puch more work could be done in the area of Byzantine
sensor is eliminated whenever(V)\U (V') # 0, this can network source coding. In this paper, we assumed that the
only happen for at most rounds, after which we will have trajtors have access to all the source values, an assumption
eliminated every traitor. Thus with enough rounds, we cafat was vital in our converse proofs. This is a significant
always bound the sum rate Byip,c, Hq(Xn) + €. assumption that may not be all that realistic. It would be
IV. FIXED-RATE RESULTS worthwhile, though perhaps more difficult, to charactettze
achievable rate region without this assumption, assuntiag t
the traitors have access only to their own source values, or
possibly degraded versions of those of the honest sensors.
- Finally, we could consider Byzantine attacks on other sorts

) nR; n. ... n of multi-terminal source coding problems, such as the rate

9 H{l’ 2 2 = X distortion problem [12], [13] or the CEO problem [14].

nce, for some source distributions, a larger sum rate is
required for fixed-rate coding than variable-rate coding.

Consider ann-tuple of rateq Ry, . .., R, ), encoding func-
tions f; : X — {1,...,2"%} for i € M, and decoding
function

i=1
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