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Abstract—Along with the popularity of the Internet
of Things (IoT) techniques with several computational
paradigms, such as cloud and edge computing, microser-
vice has been viewed as a promising architecture in large-
scale application design and deployment. Due to the limited
computing ability of edge devices in distributed IoT, only a
small scale of data can be used for model training. In ad-
dition, most of the machine-learning-based intrusion detec-
tion methods are insufficient when dealing with imbalanced
dataset under limited computing resources. In this article,
we propose an optimized intra/inter-class-structure-based
variational few-shot learning (OICS-VFSL) model to over-
come a specific out-of-distribution problem in imbalanced
learning, and to improve the microservice-oriented intru-
sion detection in distributed IoT systems. Following a newly
designed VFSL framework, an intra/inter-class optimization
scheme is developed using reconstructed feature embed-
dings, in which the intra-class distance is optimized based
on the approximation during a variation Bayesian process,
while the inter-class distance is optimized based on the
maximization of similarities during a feature concatena-
tion process. An intelligent intrusion detection algorithm
is, then, introduced to improve the multiclass classification
via a nonlinear neural network. Evaluation experiments are
conducted using two public datasets to demonstrate the ef-
fectiveness of our proposed model, especially in detecting
novel attacks with extremely imbalanced data, compared
with four baseline methods.
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I. INTRODUCTION

W ITH the rapid development of Industrial 4.0, a dis-
tributed Internet of Things (IoT) system is becoming a

dominant architecture in industrial IoT, which enables elastic
interconnection of automation and data analytics across IoT
networks [1], [2]. However, security in distributed IoT devices is
highly threatened by malicious intruders. These intruders attack
the vulnerability of IoT networks, which may break the manu-
facturing workflow and result in huge economic and reputation
losses. To provide highly reliable and flexible services across
IoT network, microservice has emerged as a mainstream style
of service-oriented software architecture (e.g., Docker Swarm,
OpenStack Magnum, Kubernetes, etc.) [3], [4]. The microser-
vice architecture facilitates services deployed on distributed IoT
nodes, and may separate complex or intensive computational
tasks into lightweight tasks [5]. Empowered by the microservice
architecture in distributed IoT systems, the network intrusion
detection application can be developed as one kind of microser-
vices, to identify a specific set of malicious intrusions on edge
nodes [6], [7].

The extremely large-scale training data required by conven-
tional intrusion detection algorithms lead to large storage space
for storing the training data, and high computing resources for
training or updating the model [8], [9]. However, distributed
IoT nodes can only undertake learning process with small-scale
training data, e.g., in conventional deep learning algorithms,
the amount of training data may reach the scale of millions,
whereas in resource-constrained-IoT nodes, it is limited to less
than 10 000. It is impractical to perform such learning scheme
on resource-constrained-IoT nodes, because conventional deep
learning algorithms will result in poor performance when trained
with small-scale data. Therefore, it is essential to design a
lightweight learning scheme targeting small-scale training data,
to train or update the model more effectively in resource-
constrained devices.

In recent years, a range of few-shot learning schemes has
been proposed to deal with model training using small-scale
dataset [10]. However, these methods mainly focus on binary
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class learning problem with balanced dataset [11], which might
encounter difficulty when dealing with multiclass classification
with imbalanced dataset. Generally, network intrusions are com-
posed of multiple attack classes, and each class may contain
multiple types of attack, which leads to following two main
challenges: 1) multiclass classification on extremely imbalanced
data and 2) out-of-distribution problem caused by emerging
attack techniques. Considering a random node in a microser-
vice architecture, classes included in the training set may be
significantly imbalanced since limited network packets can be
captured by this node. In addition, this node may be attacked
by some new attacks, which have never occurred before in the
training set. This leads to the out-of-distribution problem in
classification tasks, which usually results in poor performance
for most existing deep learning algorithms [12], [13].

Although lots of algorithms have been developed for a small-
scale imbalanced learning problem, they still suffer from two
challenges. First, conventional learning algorithms can hardly
tackle the out-of-distribution issue simultaneously in an imbal-
anced learning problem. These conventional learning algorithms
mainly focus on rebalancing the class distributions in a prepro-
cessing procedure, including undersampling in majority classes,
oversampling in minority classes, or hybrid of both. These meth-
ods can alleviate the imbalance distribution but still suffer from
the extremely imbalance ratios (e.g., > 1 : 1000) along with
the out-of-distribution problem. Second, existing methods de-
veloped for the out-of-distribution problem mainly focus on the
binary-class learning task with small out-of-distribution ratios
(e.g., < 20%). Simply incorporating existing learning schemes
into a few-shot learning framework cannot provide effective
solutions to automatically identify new types of attack from
small-scale imbalanced training data in distributed industrial IoT
systems.

Therefore, this study aims to deal with the specific out-of-
distribution issue in few-shot learning with limited imbalanced
training data, which can be characterized as follows: 1) ex-
tremely imbalanced data with an imbalance ratio greater than
1:1000; 2) a large out-of-distribution ratio greater than 30%;
and 3) learning on small-scale training data. In particular, we
propose an optimized intra/inter-class structure based varia-
tional few-shot learning (OICS-VFSL) model, to enhance the
microservice-oriented intrusion detection with imbalanced data
in distributed IoT systems. An integrated few-shot learning algo-
rithm is newly designed with variational feature representation.
The reconstructed feature embeddings are employed to optimize
the intra- and inter-class distance during a variation Bayesian
and a feature concatenation process, respectively. An intelligent
intrusion detection algorithm is then developed to improve the
multiclass classification via a nonlinear neural network. The
main contributions are summarized as follows.

1) A lightweight VFSL framework is constructed to deal
with the out-of-distribution issue in imbalanced data,
which can be applied to improve the microservice-
oriented intrusion detection in distributed IoT systems
with limited computing resources.

2) An intra/inter-class optimization scheme is designed
based on reconstructed feature embeddings, in which
the intra-class distance is optimized based on the

approximation using KL divergence, while the inter-class
distance is optimized based on the maximization of sim-
ilarities during a feature concatenation process.

3) An intelligent detection algorithm is developed to im-
prove the multiclass classification performance when fac-
ing extremely imbalanced data in few-shot learning.

The rest of this article is organized as follows. Section II ad-
dresses an overview of related works. Section III introduces the
detailed structure and mechanisms of our proposed VFSL model.
Experiment and evaluation results are discussed in Section IV.
Finally, Section V concludes this article.

II. RELATED WORK

This section investigates and summarizes the existing works
related to this study, including few-shot learning for intrusion
detection in distributed IoT, and deep learning techniques for
imbalanced data, respectively.

A. Few-Shot Learning in Distributed IoT

In recent years, more and more research works have focused
on deep learning models deployed on resource-constrained edge
devices to adapt to dynamic IoT network problems [14], [15].
Due to the constrained resources in edge devices, model training
can only use small-scale data, resulting in poor performance of
deep learning models.

Few-shot learning [16] is a new deep learning scheme
that has recently emerged, which allows the model to obtain
good performance without using large-scale training data. Yang
et al. [17] proposed a few-shot learning model based on the
Siamese network, which measured the similarity between two
feature embeddings through Mahalanobis distance. This could
improve the accuracy and robustness of sentiment analysis on
the text from IoT devices. Zhou et al. [18] introduced a few-shot
learning model with a Siamese convolutional neural network
(CNN) structure, which could alleviate the overfitting problem,
and improve the accuracy of intelligent anomaly detection in
industrial CPS. Current research works have not considered any
other complex situations only with small-scale data. To deal
with a typical problem of imbalanced data in intrusion detection
system, Bedi et al. [19] addressed a new type of intrusion
detection system based on a Siamese neural network, which
could detect minority attacks without using conventional class
balancing techniques.

Most of few-shot learning algorithms mainly focus on binary
classification in the imbalanced learning problem. The out-of-
distribution issue in small-scale data rarely attract their atten-
tion. Solving this kind of problem may effectively enhance the
applicability of few-shot learning algorithms in edge computing
environments.

B. Deep Learning Techniques for Imbalanced Data

Deep imbalanced learning aims to mitigate model training
bias toward majority classes by increasing the importance of
minority classes. Existing methods [20] can be divided into
algorithm/model level, data level, and cost-sensitive learning
level, respectively.
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Fig. 1. Overview of microservice-oriented network intrusion detection
in distributed IoT systems.

The algorithm/model level methods focus on the modifica-
tion of training algorithms to obtain better classification per-
formance. Zhou et al. [21] developed a variational long short-
term memory (LSTM) model to deal with the high-dimensional
data, in which three loss functions were quantified and inte-
grated together with a reconstructed hidden variable to improve
the anomaly detection performance. In the data level, some
sampling-based methods [22], [23], including undersampling,
and oversampling, have drawn significant attentions to deal with
the imbalanced dataset. Santoso et al. [24] investigated different
variants of undersampling and oversampling techniques, and
claimed that they have different effects in different scenarios.

On the other hand, many researchers [25] have used the
generative adversarial network algorithm to amplify specific
data distribution, which could reduce the meaningless data or
noise generated by the conventional data sampling methods.
The cost-sensitive learning [26] is used to reinforce bias against
rare but valuable cases of instability. These methods aim to
maximize the loss function associated with the dataset to im-
prove the classification performance. However, the actual cost
of observing each type of error is usually unknown; thus, they
cannot accurately solve the model deviations.

III. VARIATIONAL FEW-SHOT LEARNING FOR INTELLIGENT

INTRUSION DETECTION

In this section, we introduce the overview of a network
intrusion detection framework with microservice architecture
in distributed IoT systems. The OICS-VFSL model is then
proposed and discussed with its detailed implementation.

A. Problem Formalization

Fig. 1 shows the overview of microservice-based network
intrusion detection in distributed IoT systems. Specifically, IoT
devices collect physical data from industrial environments and
production processes, and build a bridge between physical and
virtual space. Distributed computing nodes are usually respon-
sible for providing complex business services and data analysis

based on IoT devices. Typically, attackers may invade distributed
IoT systems by sending the malicious code to interrupt the
normal operation of IoT devices. As different microservices de-
ployed in distributed computing nodes, the network monitoring
service is used to collect the traffic data from IoT devices, and
the intrusion detection service is employed to analyze the traffic
and feedback the result to IoT devices, in order to ensure network
security among all the IoT devices.

Given an intrusion detection problem in distributed IoT
systems, two datasets Dtrain = {d1, d2, . . . , dK} and Dtest =
{d1, d2, . . . , dK , . . . , dN} are taken into consideration as the
training set and test set, which contains K types of at-
tacks and N types of attacks, respectively. K < N means
that the number of attack types in the test set is larger
than that in the training set, which indicates a specific
out-of-distribution problem in intrusion detection. dK =

{(x(1)
K , y

(1)
K ), (x

(2)
K , y

(2)
K ), . . . , (x

(n)
K , y

(n)
K )} is a subset of the

Kth attack type. We select a set of samples from each
subset of the training set to form a support set XS =

{(x(1)
1 , y

(1)
1 ), . . . , (x

(C)
1 , y

(C)
1 ), . . . , (x

(C)
K , y

(C)
K )}, and the cor-

responding query set XQ. It is assumed that ‖XS‖+ ‖XQ‖ �
‖Dtrain‖, to demonstrate a few-shot learning scenario, which
means the amount of attack data in the few-shot learning model
is far less than that in a traditional deep learning model. We
randomly select K attack types, and each type with C labeled
sample data, to define a K-way-C-shot learning model.

In particular, we employ a one-shot learning model, to tackle
the above intrusion detection problem in the distributed IoT
network based on a microservice scenario. A generic framework
of the proposed OICS-VFSL model is shown in Fig. 2.

The OICS-VFSL model consists of the following two ma-
jor modules: intra-class distance optimization based on varia-
tional feature representation and inter-class distance optimiza-
tion based on feature concatenation. Specifically, following a
variational feature representation, which is used to learn and
refine the high-level features from the original data in an LSTM
structure, the intra-class distance is optimized through the ap-
proximation based on KL divergence during a variation Bayesian
learning process. On the other hand, the inter-class distance is
optimized during a feature concatenation process, in which we
concatenate the input data with the data in support set based
on their reconstructed feature embeddings, and maximize their
similarity to the correct class using a nonlinear neural network.
In summary, based on the intra-class and inter-class distance
optimization using reconstructed feature embeddings, our pro-
posed model can efficiently identify the new attack types when
dealing with an imbalanced dataset with the out-of-distribution
issue in few-shot learning.

B. Variational Feature Representation Based Intra-Class
Distance Optimization

Givenxi as one input data, the feature embeddingwi extracted
from the LSTM network can be represented as follows:

wi = f(xi, ξ) (1)
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Fig. 2. Structure of a VFSL network.

where wi indicates the extracted feature embeddings, while ξ
denotes the corresponding parameters of f .

To obtain the variational feature representation, we consider a
joint distribution p(x, z, y), where x is the input data, z denotes
the learned feature representation, and y is the corresponding
label of data. Due to the large data parameter space, the posterior
distribution p(z|x) cannot be directly calculated. Inspired by the
variational autoencoder, the variation Bayesian method is used
to construct a distribution q(x, z, y) to approximate p(x, z, y).
In other words, we use q(z|x) to approximate p(z|x), and the
corresponding KL divergence can be described as follows:

KL(p(x, z, y)‖q(x, z, y)) =
∑
y

∫∫
p(z, y|x)p̃(x)

ln
p(z, y|x)p̃(x)
q(x|z, y)q(z, y)dzdx

= Ex∼p̃(x)[− log q(x|z)
+ KL(p(y|z)‖q(y))

+
∑
y

p(y|z)log
p(z|x)
q(z|y) ] (2)

where z ∼ p(z|x), p(z|x) obeys to a normal distribution with a
mean of μ(x) and variance of σ(x)2.

The reparameterization method is employed to approximate
the posterior distribution p(z|x). We introduce a parameter
ε ∼ N(0, 1), and input the feature embedding w into two dif-
ferent nonlinear neural networks, which are used to calculate
μ(w) and σ(w)2, respectively. Finally, we can obtain q(z|x) to
approximate p(z|x), which can be calculate as follows:

z = μ(w) + ε ∗ σ(w)2, z ∼ q(z|x). (3)

We go further to explain (2) in detail. − log q(x|z) is used
to ensure that features in x can be maximally retained in z.
Importantly, we assume that y obeys to a uniform distribu-
tion; thus, the reconstructed z will follow a specific normal
distribution correlated to y. Then, the distribution of z can
be balanced, following the abovementioned feature represen-
tation process based on KL(p(y|z)‖q(y)). In addition, p(z|x)
represents the probabilistic result after feature extraction from
LSTM, and p(y|z) represents the probabilistic result after the
classifier; therefore, only

∑
y

p(y|z)
q(z|y) needs to be optimized in∑

y p(y|z)logp(z|x)
q(z|y) .

Theoretically, following the abovementioned feature repre-
sentation process, the distance between each z belonging to
the same class labeled by y can be effectively shortened, while
maximally retaining the features extracted from x, which can be
called intra-class distance optimization in our few-shot learning
model.
C. Feature Concatenation Based Inter-Class Distance
Optimization

Traditional methods usually define and calculate the distance
between two feature embeddings from the input data xi and xj

based on the pairwise Euclidean distance, which needs large
amount of data during the training process. In contrast, we em-
ploy the feature concatenation to optimize the distance between
the two feature embeddings in a few-shot learning strategy.

Given an input data (xi, yi), a support set XS =
{(x1, y1), . . . , (xK , yK)}, and the corresponding reconstructed
zi and ZS = {z1, . . . , zK}, we concatenate zi with each zk in
ZS , which can be formulated as follows:

vki = con(zi, zk) (4)

where con denotes a concatenation function, and vki denotes a
new vector formed by concatenate zi and each zk in ZS .
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A nonlinear neural network g takes vki as the input to calculate
the distance between zi and zk. The detailed calculation can be
described as follows:

pki = g(vki , θ) =
exp(θ ∗ vki )∑|ZS |

K=1 exp(θ ∗ vKi )
(5)

where θ denotes the parameter in g, and pki denotes the similarity
between zi and zk.

After calculating all the elements in ZS , a similarity set pi =
{p1

i , p
2
i , . . . , p

K
i } can be obtained. The predicted label ŷi can

be the biggest similarity value in pi, which is represented as
follows:

ŷi = argmax(pi). (6)

In particular, since we adopt one-shot learning in our model,
which means each class only contains one data sample in the
support set, and such data sample may be represented as the cen-
ter of this class for similarity calculation. Following the feature
concatenation-based calculation we discussed previously, when
we maximize the similarity between each z and the class labeled
by its predicted ŷ, the distance from this class to other classes will
be stretched relatively, which can be called inter-class distance
optimization in our few-shot learning model.

D. Intelligent Intrusion Detection Algorithm

Based on our model, the distribution of extracted feature
embeddings will be optimized to a normal distribution N(0, I)
with a mean of 0 and variance of I . We further take the KL
divergence between N(μ, σ2) and N(0, I) as an additional loss.
The expression of KL divergence loss KL(N(μ, σ2)‖N(0, I))
can be described as follows:

�KL =
1
2
(−log(σ2) + μ2 − 1). (7)

In general, for each class in the support set, the average of
feature embeddings in each class will be calculated as the class
center. We use the cross information entropy loss to ensure the
optimal similarity between the reconstructed feature embedding
and the class center. The cross information entropy loss �c is
defined as follows:

�c = −
k∑

i=0

yilog(pi) (8)

where yi denotes the label of input data xi.
A scalar λ is used to balance the two losses discussed previ-

ously. Thus, the final loss function can be described as follows:

�OICS-VFSL = �KL + λ ∗ �c. (9)

The detailed intelligent intrusion detection algorithm is illus-
trated in Algorithm 1. First, the feature space is mapped to
the feature representation space by the LSTM encoder, and the
feature representation is optimized via KL divergence during
a variation Bayesian-based learning process. Second, the sim-
ilarities between the reconstructed feature embeddings of the
input data and that of the support set are calculated based on
the feature concatenation. Finally, the label of the input data can

Algorithm 1: Intrusion detection algorithm based on OICS-
VFSL.

Input: XQ, XS , Dtest.
Output: A trained intrusion detection model M
1: Initialize the model M
2: Initialize the iteration count T , batch size N , threshold

δ
3: for q = 1 to T do
4: for xi in XQ do
5: Transfer xi into embedding vector wi via LSTM

encoder by (1).
6: Transfer wi into a unified feature representation zi

via (3)
7: for xk in XS do
8: Transfer xk into embedding vector wk via LSTM

encoder by (1).
9: Transfer wk into a feature embeddings zk via (3)
10: Cascade zi and zk into a new vector vki by (4)
11: Calculate the similarity between zi and zk by (5)
12: Predict the class label by (6)
13: Update M to minimize �OICS-VFSL by (9)
14: if �OICS-VFSL < δ then
15: break;
16: return M

be predicted from the classifier as the output of the few-shot
learning.

IV. EXPERIMENT AND ANALYSIS

A. Dataset and Experiment Design

Experiments are conducted based on two public datasets:
NSL-KDD and CIC-IDS 2017, to evaluate the performance of
the proposed method.

As for NSL-KDD, it removes many duplicate and redundant
records from the KDD Cup99 dataset, which can be viewed as
an imbalanced dataset, and the details can be found in Fig. 3.
Attacks are divided into four classes: U2R, R2L, Probe, and DoS,
respectively. Each class contains multiple types of attack. The
imbalanced ratios of normal data to R2L, U2R, Probe, and DoS
are 1:1250, 1:67, 1:6, and 1:2, respectively. It is observed that
attack types in the training set are significantly less than those in
the test set. The details are shown in Fig. 4. In addition, the ratios
of new types of attacks in R2L, U2R, Probe, and DoS are 75%,
19%, 54.3%, and 23%, respectively, which can be viewed as a
specific out-of-distribution problem with a large-scale dataset.

CIC-IDS 2017 dataset is proposed by Canadian Institute for
Cybersecurity, which is the newest intrusion detection dataset,
and cover the necessary conditions for updated attacks in DoS,
DDoS, XSS, SQL Injection, Brute Force, Botnet, Infiltration,
FTP-Patator, PortScan, SSH-Patator, and HeartBleed. The sta-
tistical details are shown in Table I. We noticed that it is a
large-scale imbalanced dataset with many novel attacks.

In summary, NSL-KDD is a large-scale and imbalanced
dataset with the out-of-distribution problem, while CIC-IDS
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Fig. 3. Attack descriptions in NSL-KDD. (a) Training set. (b) Test set.

Fig. 4. Out-of-distribution in NSL-KDD.

TABLE I
STATISTICS OF ATTACKS IN CIC-IDS 2017

2017 is a large-scale and imbalanced dataset but includes many
novel attacks. We use these two datasets to demonstrate the
performance of our proposed model in solving a common imbal-
anced issue and a specific out-of-distribution issue, respectively.

Considering the imbalanced issue among minority classes
and majority classes in a multiclass classification problem, a
set of metrics, including detection rate (DR), false acceptance
rate (FAR), and F1, is employed to evaluate the performance
of our model. DR is a critical metric to verify whether data
are correctly and efficiently classified. FAR is a crucial metric
that indicates the proportion of the data that is classified as
normal in predicted results but actually is an attack in the test
dataset. Four baseline methods used in conventional deep learn-
ing, optimization of resource consumption, imbalanced learning,
and out-of-distribution problem are selected and summarized as
follows.

1) LuNet [27]: A hierarchical CNN + RNN neural network
model, which used CNN and RNN to learn the network
traffic data synchronously with increasing granularity,
and extract the spatial-temporal characteristics of the data.

2) DeRol [28]: A reinforcement learning model, which
mapped the current state of a single learning process to
maximize the target function and provided a solution for
practical artificial intelligence with limited resources.

3) Siamese-NN [19]: An intrusion detection model based
on Siamese NN, which detected minority attacks in im-
balanced data without using conventional class balancing
techniques.

4) Deep-MCDD [29]: A multiclass data description method,
which could learn the class-conditional distributions and
was applied to solve the out-of-distribution problem in
multiclass classification.

Implementations of these baseline methods in PyTorch are
used in our evaluation experiments.

B. Analysis on Model Parameter

In the few-shot learning methods, the number of training sam-
ples and the number of shots are the key parameters to measure
the pros and cons of the model. Thus, the selection of these
parameters may significantly influence the model. We conduct
a range of experiments to test the effect of these parameters in
terms of the sensitivity.

First, we examine the impact caused by the number of train-
ing data. The result is shown in Fig. 5(a). It is noticed that
the performance is significantly improved after increasing the
training data. If the amount of data is too small, it cannot
provide sufficient information for classification. When using
4000 training data, the model can achieve the best performance
and then be stabilized.

Then, we evaluate the influence of the number of shots. As
shown in Fig. 5(b), it is observed that our proposed model can
achieve the best results with one shot, and the effect will get
worse as the number of shots increases.

C. Performance on Feature Representation Efficiency

Principal component analysis (PCA) is utilized to evaluate the
feature representation efficiency based on our proposed model,
and DNN and LSTM are employed as the baseline methods
for comparison using the NSL-KDD dataset. Performances of
feature representation are compared in Fig. 6, in which different
colors and shapes describe the clustering results of different
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Fig. 5. Parameter testing result. (a) Testing on training data. (b) Testing
on training shots.

TABLE II
DETECTION PERFORMANCE COMPARISON ON NSL-KDD

The boldface highlights the best results.

classes. We discuss the feature representation performances in
terms of the intra-class distance and inter-class distance opti-
mizations, respectively.

First, it can be observed that distributions of the data in the
same class are relatively scattered in both DNN and LSTM.
Benefiting from the special design in the intra-class distance
optimization, data in the same class are compactly distributed
close to the class center. Second, it can be easily found that
distributions of data in the different classes are overlapping in
both DNN and LSTM. Our proposed method has very clear
boundaries in different classes because of the inter-class distance
optimization.

These results evidently indicate that our model can achieve a
better performance on feature extraction, because we design a
feature representation operator

∑
y p(y|z)logp(z|x)

q(z|y) to optimize
the intra-class distance, and apply the feature concatenation to
optimize the inter-class distance.

D. Performance on Intrusion Detection

We go further to evaluate the advantages of our model in
intrusion detection compared with LuNet, DeRol, Siamese-NN,
and Deep-MCDD based on datasets NSL-KDD and CIC-IDS
2017, respectively.

Tables II and III demonstrate the binary classification results
for intrusion detection according to DR, FAR, and F1 based on

TABLE III
DETECTION PERFORMANCE COMPARISON ON CIC-IDS 2017

The boldface highlights the best results.

TABLE IV
ADVERSARIAL RESULT ON NSL-KDD

NSL-KDD and CIC-IDS 2017, respectively. Our model outper-
forms all the other baseline methods in both of the two datasets,
especially in NSL-KDD, which is an imbalanced dataset with
the out-of-distribution problem.

We further conduct multiclass classification experiments to
demonstrate the advantages of our model and explore the reasons
for the poor performance of the baseline methods based on
NSL-KDD and CIC-IDS 2017, respectively. We choose the
experiment data with the imbalance ratio within 1:2000, to
investigate the model’s performance in large-scale imbalance
data.

The multiclass classification results of DR based on CIC-
IDS 2017 are shown in Fig. 7. The imbalanced ratios of normal
data to SSH Patator, PortScan, FTP Patator, DoS, DDoS, Brute
Force, and Botnet are 1:285, 1:14, 1:20, 1:18, 1:16, 1:1430, and
1:1250, respectively. We observed that the greater the imbalance
scale, the lower the DR results of the baseline methods. Our
model achieves better results on different imbalance scales. The
results indicate that the baseline methods might alleviate the
imbalanced problem when facing small-scale data, but the large
scale of data will cause their models to collapse when dealing
with the imbalanced problem.

On the other hand, the multiclass classification results of DR
on NSL-KDD is shown in Fig. 8. Our model achieves the best
results in R2L and Probe, while the other baseline methods
achieve relatively poor performances, due to the large-scale,
imbalanced, and out-of-distribution issues in NSL-KDD. The
results prove that our proposed method can effectively allevi-
ate the out-of-distribution problem in a large-scale imbalanced
dataset.

Furthermore, we employ the improved adversarial method
JSMA [30], and generate adversarial samples based on NSL-
KDD, to evaluate the robustness of our model. We use DNN
as the black-box attack model, and set the penalty strength of
JSMA as 0.1. As shown in Table IV, adversarial samples cause
an approximately 5% loss of the accuracy of the trained DNN
model, which are approximately 7%, 6%, 10%, and 5% of that
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Fig. 6. Feature representation visualization based on PCA. (a) DNN. (b) LSTM. (c) OICS-VSFL.

Fig. 7. Detection performance on imbalanced data.

Fig. 8. Detection performance on the out-of-distribution issue.

of LuNet, DeRol, Siamese-NN, and Deep-MCDD, respectively.
In comparison, our model only results in less than 1% loss
of accuracy. This result demonstrates the robustness of our
proposed model, which can effectively resist adversarial attacks
to a certain extent.

V. CONCLUSION

In this article, to cope with the out-of-distribution issue
in imbalanced data, we proposed an OICS-VFSL model for
microservice-oriented intrusion detection, which could be ap-
plied on resource-constrained computing nodes across dis-
tributed IoT systems.

We first presented an integrated few-shot learning framework
with variational feature representation, which mainly included
the following two basic functions: 1) intra-class distance op-
timization based on variational feature representation and 2)
inter-class distance optimization based on feature concatenation.
The intra/inter-class optimization scheme was then introduced
based on the reconstructed feature embeddings. Specifically, the
KL divergence was utilized to optimize the intra-class distance
based on the approximation during a variation Bayesian process,
while the similarities between different classes were maximized
to optimize the inter-class distance during a feature concatena-
tion process. An intelligent detection algorithm was finally de-
veloped for multiclass classification with imbalanced data. Ex-
periments were designed and conducted using the following two
public datasets: 1) NSL-KDD and 2) CIC-IDS 2017. Comparing

with four baseline methods, the evaluation result demonstrated
the outstanding performance of our proposed model especially
in identifying new type of attacks with extremely imbalanced
data for intrusion detection in distributed IoT.

In future studies, we will explore more deep learning tech-
niques to refine our model. More evaluation experiments will be
conducted to improve our algorithms with better performance
for intrusion detection in more complex distributed IoT environ-
ments.
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