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Abstract

We present two new algorithms for generating a small
set of patterns for estimating the maximum instanta-
neous current through the power supply lines for CMOS
circuits. The �rst algorithm is based on timed ATPG,
while the second is a probability-based approach. Both
algorithms can handle circuits with arbitrary but known
delays and they produce a set of 2-vector tests. Experi-
mental results demonstrating that the outcome of apply-
ing our algorithms is a small set of patterns producing
a current that is a tight lower bound on the maximum
instantaneous current are included.
1 INTRODUCTION
Continuous shrinking of the device feature sizes intro-
duces many new problems in VLSI design. Large volt-
age drops caused by high instantaneous current owing
through the power supply lines can a�ect the reliability
as well as the performance of the circuit. High current
density is a cause of electromigration which can lead
to short or open circuits. To design the power supply
lines properly, it is necessary to estimate the maximum
instantaneous current owing through them. However,
this estimation is not an easy task for several reasons.
First, the maximum instantaneous current through the
power supply lines depends on the inputs that are ap-
plied to the circuit. Current through the supply lines
of CMOS circuits is mainly due to the switching on the
signals. To be able to observe switching on the signals,
a two pattern test has to be applied at the circuit in-
puts. Second, the maximum instantaneous current is
very dependent on the circuit delays because the maxi-
mum current depends on the number of signals that are
switching simultaneously or within a small time inter-
val. Therefore, the circuit timing should be considered
during the maximum current estimation process.
Several research groups have worked on estimating the

power or maximum instantaneous current [1, 3, 4, 6, 7].
Methodologies proposed in [1, 3] are applicable only to
small circuits. Kriplani et al. [4] have presented a pat-
tern independent algorithm to �nd an upper bound on
the maximum instantaneous current through the power
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supply lines of CMOS circuits. Because of their assump-
tion that all signals are independent, the estimated max-
imum current for most circuits represents a loose upper
bound. In [6, 7] a test generation strategy was devised for
�nding test patterns that would produce the maximum
power. The estimated maximum power represented a
lower bound. The main problem in this methodology
was the use of the zero-delay model for the circuit. It
is known that the glitches can signi�cantly contribute
to the maximum power and they cannot be considered
when a zero-delay model is used.

In this paper, we approach the problem of estimating
the maximum instantaneous current through the supply
lines of CMOS circuits through automatic test pattern
generation (ATPG). Our methodology produces a lower
bound on the maximum current and it handles circuits
with arbitrary delays. We present two di�erent algo-
rithms for test generation: one based on timed ATPG [2]
and the other using a probabilistic approach. In gen-
eral, the timed ATPG approach produces a tighter lower
bound on the maximum current at the expense of mem-
ory and computation time. The probabilistic approach
is more e�cient but it produces a looser lower bound
on the maximum current. We simulate the produced
test patterns using a commercially available event-driven
transistor-level power/current simulator [5] and compare
the results to the results obtained for a set of randomly
generated test patterns.

2 PRIOR WORK

We rely on the iMax algorithm [4] in the �rst step of our
methodology for estimating the maximum instantaneous
current through the power supply lines. It assumes that
all inputs to the combinational logic switch simultane-
ously at time t=0 and that the delays of the gates can
take any arbitrary values and are known for each gate.
The current drawn from the supply lines during switch-
ing of a signal is assumed to be of a triangular form as
shown in Fig. 1. The peak current is assumed to coincide
with the transitions at the input of the gate. All above
assumptions are kept the same in our work.

At any point in time a signal is assumed to have one
out of four possible excitations: stable 1 value (S1), sta-
ble 0 value (S0), rising transition (r) or falling transi-
tion (f) [4]. To �nd an upper bound on the maximum
instantaneous current by simultaneously considering all
possible 2-vector input patterns, the excitations on the
signals are represented using uncertainty waveforms [4].
An uncertainty waveform U(t) captures all possible exci-
tations that a signal can have under any 2-input vector
applied to the primary inputs. The following example
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Figure 1: Current model.

illustrates the iMax procedure.

Example 1 Consider the circuit in Fig. 2(a). The rising
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Figure 2: An example.
and falling delays of all gates are assumed to be 0.1ns.
It is assumed that at t=0 any input signal can have any
of the four possible excitations. Fig. 2(b) shows the un-
certainty waveforms for all signals in this circuit. The
transient current is assumed to be triangular with peak
value of 3mA and the duration of the current pulse is
assumed to be 0.3ns. From the uncertainty waveforms
in Fig. 2(b) we can see that at time t=0 only the inputs
of gates d and e may be switching. Therefore, the to-
tal current at t=0 is Itot(0)=Id+Ie=3+3=6mA. Next, to
�nd the total current at time t=0.1ns we note that since
the inputs to gate d can only switch at time t=0 the
current contribution of gate d at time t=0.1ns is 2mA.
The inputs to gate e can switch either at time t=0 or
at time t=0.1ns and the maximum current contribution
of gate e at time t=0.1ns is Ie=max(2; 3)mA. Also, at
time t=0.1ns the maximum current contribution of gate
f is 3mA. Therefore, the total current at time t=0.1ns
is Itot(0:1)=Id+Ie+If=2+3+3=8mA. The current con-
tributions at other time points can be found in a similar
way: Itot(0:2)=Id+Ie+If=1+2+3=6mA, Itot(0:3)=Ie+
If=1+2=3mA, Itot(0:4)=If=1mA, Itot(0:5)=0. From
the above discussion, the maximum current is found to
be 8mA at time 0.1ns.

3 MAXIMUM INSTANTANEOUS CURRENT
IN POWER/GROUND LINES

Our approach to estimating maximum instantaneous
current is through test generation. Our goal is to �nd
a small set of two-vector patterns which would produce
high instantaneous current. Since the iMax algorithm [4]

can predict the upper bound on the value of the current
through supply lines at any given time, we use this pro-
cedure as a starting point for our algorithm. The idea is
to use the current waveform produced by iMax to �nd
a set of time instances when the current is most likely
to have a high value. Fig. 3 shows a possible current
waveform produced by iMax algorithm. Because the sig-
nal correlations have been ignored in the iMax algo-
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Figure 3: Finding the target time and target gates.

rithm, the predicted maximum current (IiMax) might
be much higher than the actual one. Our assumption is
that the value of the actual maximum instantaneous cur-
rent is somewhere between the values Icutoff and IiMax.
The value of Icutoff represents some percentage of IiMax.
The time instances for which the value of the current is
in the interval [Icutoff ; IiMax] we call target times. Cor-
responding to each time instance t is a set of gates such
that their simultaneous switching would cause current
Imax(t) to ow through the power supply lines. The set
of gates that corresponds to a target time T is called
set of target gates G. According to the assumed current
waveform (Fig. 1) the output of a target gate g 2 G is
required to switch at time T + tr(g) or T + tf (g), where
tr(g) and tf (g) represent the rising and falling delay of
gate g, respectively. If a 2-input test can be found such
that all target gates contribute to a transient current
at the target time, the maximum instantaneous current
would be equal to the current predicted by the iMax al-
gorithm. However, often such 2-input vector cannot be
found. In our algorithm, for each pair (T , G) we try to
�nd a two-vector test that maximizes the current pro-
duced by switching of the outputs of the target gates.
We propose two methods for generating the two-vector
test. The �rst method is based on the timed ATPG tech-
nique [2]. The second is a probabilistic approach.

3.1 TIMED ATPG BASED APPROACH

Timed ATPG. Timed ATPG is ATPG with an addi-
tional dimension: time. Timed ATPG was �rst proposed
in [2] for timing analysis. In timed ATPG each signal is
characterized by its logic value and the time interval in
which this logic value should occur. Therefore, in timed
ATPG conicts on the signals can be twofold: logic or
timing conicts. Logic conicts occur when a signal is
required to simultaneously have two di�erent logic val-
ues. Timing conicts occur when it is required that a
signal be assigned the given logic value outside the re-
quired time interval. The timed ATPG proposed in [2]



was able to generate a one-vector test. Here, we extend
the timed ATPG concept to handle a vector pair. Our
algorithm consists of several steps.

Step 1. Given the target time T and its corresponding
set of target gates G, we try to assign transitions to as
many target gates as possible. We process the gates in
the target set one at a time. The order for processing
the target gates depends on the value of the gate's cur-
rent contribution, i.e., the value of the current produced
when the output of the target gate switches. The cur-
rent contribution of a gate is a function of the load of the
gate (sum of the input capacitances of its fanouts), the
gate type (NAND, NOR, etc.), the type of the transition
(rising, falling), the number of inputs that are switching.
Also, since we assume that the current waveform is trian-
gular, the current contribution of a gate depends on the
time. To estimate the value of the peak current and the
value of the duration of the current pulse as a function
of the above variables, we use a transistor-level simula-
tor [5] to characterize the library cells and create lookup
tables for di�erent cells, with di�erent number of inputs.

To decide which type of transition will be assigned
to a target gate at the target time, we use the signal
uncertainty waveforms derived in the iMax algorithm.
For example, if at the target time the uncertainty wave-
form shows that the given signal can only have a rising
(falling) transition, we assign a rising (falling) transi-
tion to the gate. However, in some cases the uncertainty
waveform might indicate that the signal can be assigned
either a rising or a falling transition at the target time.
For such gates we pick the transition that produces a
higher current at the target time.

Step 2. After the order of gates for processing has been
decided, we assign the required transition to the target
gate on the top of the list. Using the information about
the target time T , gate delays (tr and tf ) and the uncer-
tainty waveforms derived by iMax we try to sensitize a
path from the given gate g to a PI. The sensitized path
has to be such that the required time for the transition
at the given target gate is T+tr(g) or T+tf(g) (depend-
ing on the transition type) and the required time at the
primary input is 0. In this process, we use only manda-
tory assignments and their implications for the on- and
o�-inputs of the path, and we keep updating the uncer-
tainty waveforms using these assignments.

If there is a conict in this phase we backtrack to sen-
sitize another path to a PI. The number of paths that
can be sensitized using the general delay model usually
is not very large. This is because a necessary condition
for a path to be sensitized is that the primary input at
the source of the sensitized path has to be applied at
time t=0. If for some gate no path to a primary in-
put can be sensitized, we leave the output of this gate
unassigned and proceed with the next gate in the list.
During the path sensitization phase, we keep track of
the gates that require justi�cation of the values in their
uncertainty waveforms, i.e., we create a justi�cation list.

Step 3. After all gates in the target set have been pro-

cessed, we check if the justi�cation list is empty. Some
signals might be in the justi�cation list more than once
since it might be necessary to justify their value in more
than one time interval. If all signals are successfully
justi�ed, there could still be some PIs with unspeci�ed
values. From the derived set of uncertainty waveforms at
the PIs, we obtain the set of excitations that are possible
for each such PI and we randomly assign one of them.
On the other hand, if it is impossible to justify all the
signals in the justi�cation list for a given target time, we
backtrack to the last decision in the path sensitization
phase and try to sensitize a di�erent path. If a di�er-
ent path can be sensitized, the justi�cation procedure is
again attempted. The procedure ends when either all
gates are justi�ed or when all possibilities for sensitizing
the paths have been explored. The whole procedure is
then repeated for the next (T , G) pair.

Example 2 Consider again the circuit in Fig. 2(a). Let
us assume that Icutoff=0.5IiMax=4mA. From Exam-
ple 1 we get that the target times are 0.1ns, 0.2ns and
0ns. Since the current is the highest at time t=0.1ns
we process this target time �rst. For t=0.1ns, the set of
target gates contains gates f , e and d. Their current con-
tributions at the target time are 3mA, 3mA and 2mA,
respectively. Either gate f or gate e can be processed
�rst. We pick gate f since it is further from the primary
inputs than gate e. From the uncertainty waveforms in
Fig. 2(b) we see that the current contribution of gate f
at the target time could be due to either a rising or a
falling transition at t=0.2ns. In our example, the cur-
rents due to the falling or rising transition are the same
and we randomly assign a falling transition to signal f .
Next, we have to sensitize a path from f to some primary
input. The only two paths that can satisfy the timing
requirements for a falling transition at t=0.2ns at f are
paths fadf , fallingg and fbdf , fallingg. Let the chosen
path be fadf , fallingg. The sensitized path and the re-
quirements on the path on-inputs are shown in Fig. 4(a).
Updating uncertainty waveforms:

1. Since the on-input d must have a rising transition
at time t=0.1ns, the only possible excitations at the
o�-input e are S1, rising transition at t=0.1ns and
falling transition at t=0.2ns. Therefore, the uncer-
tainty waveform at e is updated and the new uncer-
tainty waveform is implied across gate f (Fig. 4(a)).

2. In order to have a rising transition at signal d at
t=0.1ns when input a has a falling transition at t=0,
signal b can only be assigned a falling transition or
an S1 value. The new uncertainty waveforms for
signals a and b are shown in Fig. 4(b).

3. A rising transition at t=0.1ns at d combined with
any excitation at the primary input c cannot pro-
duce a rising transition at t=0.1ns at the output e.
Therefore, the uncertainty waveform of signal e has
to be further updated and it is shown in Fig. 4(b).
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Figure 4: The updated uncertainty waveforms.
After repeating this process for gates e and d we get

that, for example, assigning a falling transitions to inputs
a and b and a rising transition to input c results in the
maximum current of 8mA at time 0.1ns.

3.2 PROBABILITY BASED APPROACH
Timed ATPG approach can be computationally expen-
sive for large designs. In this subsection we describe
our probability based approach to generate test vectors
for high instantaneous current given a pair (T , G). This
method is more practical for large designs than the timed
ATPG at the price of a looser lower bound on the max-
imum instantaneous current.
In this approach, the idea is to derive good weights

of switching at the PIs for generating weighted random
vector pairs for maximum current. Our algorithm starts
from the set of target gates G and it numerically char-
acterizes each of the four possible excitations at the out-
put of each gate g 2 G. Next, these values are backward
propagated to the PIs. Once the PIs are reached, the de-
rived numeric values are used as weights for generating
a small set of 2-vector tests which have a high proba-
bility to generate a high current at the target time. To
be able to handle arbitrary circuit delays, the assigned
numeric values have to be associated with time. In the
following we describe the details of our probability based
approach.
Each gate in the target set is assigned four excitation

lists: L0, L1, Lr and Lf . Each excitation list contains
pairs of type (w, t). Value w represents a numerical mea-
sure characterizing the preference for the gate to have the
given type of excitation at the time t. For example, if
for a gate g, list L1(g), contains a pair (0, t) it means
that at time t it is not desirable for g to have a stable 1
value. A higher value for w denotes a higher preference
for the signal to have the given excitation at time t.
Step 1. Since our goal is to have as many gates
as possible switching at the target time T , each tar-
get gate g 2 G is initially assigned the following
values: L0(g)=L1(g)=f(0, T+tf (g)), (0, T+tr(g)g,
Lf (g)=f(wf , T+tf (g))g and Lr(g)=f(wr, T+tr(g))g.
For each target gate g, the value wf (wr) represents the
current contribution caused by the falling (rising) tran-
sition at the output of g at time T+tr(g) (T+tf (g)).
Step 2. After initializing all the excitation lists at the

outputs of target gates, we propagate backward these
lists to the PIs. The gates are processed in a topologi-
cal order starting from the target gates towards the PIs.
For each gate, the lists for all four excitations are propa-
gated from the output to each of its inputs by backward
propagating each (w, t) pair in the output list according
to the rules explained below.
In the following, the superscript i is used to denote the

values at the gate input, while the superscript o denotes
the values at the gate output. Therefore, pair (wi, ti)
is associated with input while pair (wo, to) is associated
with the output of a gate. Given an output pair (wo, to),
the time component ti of each input pair is found using
the information about the falling or rising delay of the
gate, i.e., ti = to � tf or ti = to � tr, depending on the
excitation list and gate type. The numerical component
wi of an input pair is a function of the gate type and the
number of inputs to the gate. Finding the value of wi

for each pair of an excitation list when the values of wo

for all the excitation lists are given is explained next.
In general, an excitation at the input satis�es the fol-

lowing equation:
wi
k = Ak � wo

f +Bk � wo
r + Ck � wo

0 +Dk � wo
1

where k 2 fr; f; 0; 1g. Coe�cients Ak, Bk, Ck and Dk

for each of the excitations can be found as a function
of the gate type and the number of inputs to the gate.
As an example, we illustrate �nding of these coe�cients
for wi

r for a 2-input NAND gate. The coe�cients for
other excitations and other gate types can be found in a
similar way. Table 1 shows the truth table for a 2-input
NAND gate. The �rst three rows in the left half of the
table show all possible input excitations that result in a
falling transition at the output of the NAND gate, the
next three rows show that for the rising transition, etc.
When the output of a 2-input NAND gate has a falling

out in1 in2 out in1 in2

S1 r S0 f

f r S1 S0 r

r r f S0

S1 f r S0

r f S1 S1 S0 S0

f f S1 S0

S0 S1

S0 S1 S1 f r

r f

Table 1: Truth table for a 2-input NAND gate.
transition there are two cases in which an input can have
a rising transition and one case in which the same input
has an S1 value. Therefore, the coe�cient Ar can be
found as Ar=

2
1+2

. Because we are interested in �nding
the maximum current, we prefer to have transitions at
the internal signals instead of stable values. Let p denote
a weight of a transition with respect to a stable value. In
other words, if p=1, a transition and a stable value are
weighted equal, if p=2, a transition is twice as valuable
as a stable value, etc. Then, the expression for Ar can be
written as Ar=

2p
1+2p

. If the output of a NAND gate has a

rising transition or an S0 value, from Table 1 we see that
no input can have a rising transition. Therefore, we have



Br=0 and Cr=0. When the output of a NAND gate has
an S1 value, there are two possibilities for an input to
have a rising transition. Also, in this case the input can
have a transition in a total of 4 cases. Therefore, using
the transition weight p, we get Dr=

2p
5+4p

. Table 2 shows

all the coe�cients for a 2-input NAND gate.
w
o
f w

o
r w

o
0 w

o
1

w
(i)
r Ar =

2p
1+2p

Br = 0 Cr = 0 Dr =
2p

5+4p

w
(i)

f
Af = 0 Bf = 2p

1+2p
Cf = 0 Df = 2p

5+4p

w
(i)
0 A0 = 0 B0 = 0 C0 = 0 D0 =

4
5+4p

w
(i)
1

A1 =
1

1+2p
B1 =

1
1+2p

C1 = 1 D1 =
1

5+4p

Table 2: Backward propagation for 2-input NAND gate.
The excitation lists for fanout stems are found by com-

bining the excitation lists of the fanout branches. Com-
bining of the excitation lists means that the pairs (w,
t) with the matching time t are combined by summing
up the values of w for each pair, and then the lists with
di�erent time components are concatenated together.
Step 3. Once the primary inputs are reached the de-
rived numerical values can be used as weights to generate
weighted random tests for estimating the maximum in-
stantaneous current.

Example 3 Consider again the circuit in Fig. 2(a).
From Example 1, the maximum current occurs for target
time T=0.1ns and the target gates are f , e and d. For
each target gate we initialize the excitation lists using
the information about the current contribution of the
gate at the target time:
gates f and e: Lr=Lf=f(3; 0:2)g, L0=L1=f(0; 0:2)g,
gate d: Lr=Lf=f(2; 0:2)g, L0=L1=f(0; 0:2)g.
Next, we need to backward propagate these excitation
lists. We illustrate this step for gate f . The procedure
for gates e and d is similar. Using the rules from Table 2
for gate f , we get:

we
r = wd

r =
2p

1+2p
w
f
f +

2p

5+4p
w
f
1 = 6p

1+2p

we
f = wd

f =
2p

1+2p
wf
r +

2p

5+4p
w
f
1 = 6p

1+2p

we
0 = wd

0 =
4

5+4p
w
f
1 = 0

we
1 = wd

1 =
1

1+2p
(wf

f + wf
r ) + w

f
0 +

1
5+4p

w
f
1 = 0

Similar to what was said for the fanout stems, for each
gate, the pairs with matching time component are com-
bined by adding up the numerical components while the
pairs with di�erent time components are just concate-
nated. After backward propagation for all gates in the
circuit, at the primary inputs we get:

input c: Lr=Lf=f(
6p

1+2p
; 0:1); ( 12p(4p

2+6p+1)

(5+4p)(1+2p)2
; 0)g

L0=f(
6

1+2p
; 0:1); ( 24

(5+4p)(1+2p)
; 0)g

L1=f(0; 0:1); (
6(8p2+12p+1)

(5+4p)(1+2p)2
; 0)g

inputs a and b:

Lr=Lf=f(
4p

1+2p
; 0:1); ( 12p(4p

2+7p+1)

(5+4p)(1+2p)2
; 0); (s1;�0:1)g

L0=f(0; 0:1); (
24

(5+4p)(1+2p)
; 0); (s3;�0:1)g

L1=f(
4

1+2p
; 0:1); ( 36(4p

2+6p+1)

(5+4p)(1+2p)2
; 0); (s4;�0:1)g

where s1, s2, s3 and s4 are some complicated functions
of p which are irrelevant for our discussion.

From the above expressions we see that all primary
inputs have excitations that contain pairs of type (w, 0).
For example, for p=2 from these pairs we get:
gate c: wr = wf = 2:28; w0 = 0:36; w1 = 1:05
gates a and b: wr = wf = 4:20; w0 = 0:36; w1 = 3:21
These values can next be used to decide which excita-
tions to assign at the PIs. For all inputs the maximum
values appear for falling/rising transition and for exam-
ple assigning falling transitions to a and b and a rising
transition to c produces the maximum current of 8mA.

Ckt iMax timed ATPG random

(mA) nor. pttn (mA) nor. (mA) nor.

b1 25.6 1.37 3 18.5 1 16.1 0.87

b9 152.2 1.55 8 98.2 1 81.9 0.83

c8 196.2 1.28 8 152.6 1 114.4 0.75

cc 74.1 1.69 7 43.7 1 39.3 0.90

cm150a 112.8 1.36 10 82.8 1 67.2 0.81

cm163a 49.7 1.55 10 31.9 1 19.7 0.61

cm42a 29.5 1.69 11 17.4 1 9.24 0.53

cm85a 43.8 1.21 8 36.0 1 31.6 0.88

cmb 57.3 1.05 7 54.4 1 22.4 0.41

majority 16.6 1.15 7 14.5 1 13.5 0.93

mux 92.0 1.17 7 78.7 1 78.5 0.99

parity 62.5 1.17 10 53.5 1 28.7 0.53

pcler8 109.3 1.75 9 62.2 1 52.5 0.83

average 1.38 1 0.75

Table 3: Results for timed ATPG approach.
The bottleneck of the probability based approach is

the iMax algorithm used in the �rst step. The excitation
lists can be backward propagated in linear time which
makes this approach e�cient for larger designs.
4 EXPERIMENTAL RESULTS

We have implemented the two proposed algorithms and
tested them on a set of MCNC combinational bench-
mark circuits. In our experiments, the value of Icutoff
was set as 50% of the maximum current predicted by
iMax algorithm. For both methodologies we generate a
small set of patterns and we simulate them using Power-
Mill [5]. We also generate a set of 500 random patterns
and simulate them using the same tool. We generate
the random patterns such that 80% of the inputs are
assigned transitions [6]. This is because simulating pat-
terns in which each input has a transition does not have
to necessarily produce the maximum current (especially
true for circuits with XORs). We compare the maxi-
mum instantaneous current reported by PowerMill for
these two sets.
Table 3 shows the results for the timed ATPG method-

ology. Column 2 shows an upper bound on the maximum
current as predicted by iMax algorithm. The third col-
umn shows the normalized value of the current with re-
spect to the value produced by timed ATPG. Column
4 shows the number of generated patterns by the timed
ATPG algorithm. The results of simulating this set of
patterns are shown in column 5. Column 7 shows the
results for simulating the random set of 500 patterns
and the last column shows the values of the current nor-
malized with respect to the values produced by timed
ATPG. As it can be seen, our methodology produces a
small set of patterns which gives on the average a 25%



Ckt iMax probab. appr. random

(mA) nor. pttn (mA) nor. (mA) nor.

9symml 271.5 2.97 13 91.2 1 85.8 0.94

C432 217.6 1.51 62 143.9 1 124.7 0.86

C499 382.1 2.19 35 174.3 1 122.6 0.70

apex6 779.5 2.14 13 364.5 1 324.2 0.89

apex7 279.1 2.23 14 125.0 1 109.9 0.88

b1 25.6 1.38 3 18.5 1 16.1 0.87

b9 152.2 1.79 8 84.8 1 81.9 0.96

c8 196.2 1.40 8 139.4 1 114.4 0.82

cc 74.1 1.60 7 46.3 1 39.3 0.85

cht 258.2 1.26 8 204.3 1 162.9 0.79

cm150a 112.8 1.63 10 69.3 1 67.2 0.97

cm163a 49.7 1.92 10 25.8 1 19.7 0.76

cm42a 29.5 1.77 11 16.6 1 9.4 0.56

cm85a 43.8 1.27 8 34.4 1 28.9 0.84

cmb 57.3 1.24 7 46.0 1 22.4 0.48

comp 161.2 1.38 11 116.9 1 59.2 0.50

cordic 123.9 1.27 8 97.3 1 72.8 0.75

f51m 177.2 2.03 12 87.3 1 54.9 0.63

frg2 1216.4 2.35 22 517.4 1 420.4 0.81

majority 16.6 1.24 7 13.4 1 13.5 1.01

mux 92.0 1.22 7 75.4 1 78.5 1.04

my adder 235.3 1.47 10 160.4 1 117.2 0.73

parity 62.5 1.17 10 53.5 1 28.7 0.53

pcler8 109.3 1.87 9 58.2 1 44.7 0.77

pm1 56.5 1.87 7 30.1 1 20.7 0.69

term1 423.4 1.71 17 246.0 1 211.8 0.86

ttt2 274.7 1.86 10 146.4 1 138.2 0.94

unreg 170.7 1.16 11 146.4 1 127.5 0.87

x2 65.1 1.64 8 39.7 1 34.7 0.87

x3 1036.4 2.12 10 487.0 1 384.6 0.79

x4 521.3 2.31 14 225.8 1 204.5 0.90

z4ml 92.4 2.19 10 42.0 1 36.5 0.87

average 1.72 1 0.79

Table 4: Results for the probabilistic approach.

tighter lower bound on the maximum current than the
bound obtained with a larger set of random patterns.

Table 4 shows experimental results for the probability
based approach with p=2. Column 4 shows the number
of patterns generated for each circuit. For each set of
weights at the PIs we generate one 2-vector pattern. Our
experiments have shown that generating a larger set of
weighted random patterns does not lead to a signi�cant
improvement in the results. In Table 4 the values of
the current are normalized with respect to the values
produced by our probability based approach. On the
average the patterns generated by the probability based
approach produce a 21% tighter bound on the maximum
current than the much larger set of random patterns.

Table 5 shows the comparison between the two pro-
posed methodologies. Column 2 shows the maximum
current produced by simulating the patterns generated
by timed ATPG, by probabilistic approach or by a ran-
dom set of 500 patterns. The values in the table are
normalized with respect to this best known lower bound.
The timed ATPG for this set of circuits produces on
the average a 24% tighter lower bound than the random
set of patterns. The improvement of the probabilistic
method over the random set is 16% on the average.

5 CONCLUSIONS

We approach the problem of estimating the maximum

best known timed probab. random

Ckt lower bound ATPG appr.

(mA) nor. (mA) nor. (mA) nor. (mA) nor.

b1 18.5 1 18.5 1 18.5 1 16.1 0.87

b9 98.2 1 98.2 1 84.8 0.86 81.9 0.83

c8 152.6 1 152.6 1 139.4 0.91 114.4 0.75

cc 46.3 1 43.7 0.94 46.31 1 39.3 0.85

cm150a 82.8 1 82.80 1 69.3 0.83 67.2 0.81

cm163a 31.9 1 31.9 1 25.8 0.81 19.7 0.61

cm42a 17.4 1 17.4 1 16.8 0.95 9.24 0.53

cm85a 36.0 1 36.0 1 34.4 0.95 31.6 0.88

cmb 54.4 1 54.4 1 46.0 0.84 22.4 0.41

majority 14.5 1 14.5 1 13.4 0.92 13.5 0.93

mux 78.7 1 78.7 1 75.4 0.96 78.5 0.99

parity 53.5 1 53.5 1 53.5 1 28.7 0.53

pcler8 62.2 1 62.2 1 58.2 0.93 52.5 0.83

average 1 0.99 0.91 0.75

Table 5: Timed ATPG vs. probabilistic approach.
instantaneous current through the power supply lines
of CMOS circuits through test generation. We propose
two algorithms (one based on timed ATPG and another
probabilistic approach) for generating a small set of test
patterns that would produce a high instantaneous cur-
rent. In general, the timed ATPG methodology produces
a tighter lower bound on the maximum current than the
probabilistic approach but it also has higher computa-
tional requirements. Our experimental results show that
in comparison with a random set of patterns, the small
sets of patterns generated using our methodologies result
in a tighter lower bound on the maximum current. We
are currently investigating the use of genetic algorithms
for generating test patterns for maximum instantaneous
current.
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