# Very High Accuracy Chebyshev Expansions for the Basic Trigonometric Functions 

By J. L. Schonfelder


#### Abstract

Chebyshev expansion coefficients, accurate to forty decimal places, for the functions sine, cosine, and tangent, are tabulated. The methods used to generate the expansions are outlined and the ways in which accuracy of the tabulated coefficients were checked are noted.


1. Introduction. Sets of Chebyshev expansion coefficients for a number of functions have been available in the literature for some time. The most notable such published compilations are those due to Clenshaw [1] and Luke [2], both of which include expansions for the elementary trigonometric functions to be considered here. Most of these published sets of coefficients are for accuracies of up to twenty decimal places. Although this precision is adequate for most purposes, there are in existence a number of machines with floating-point systems which work to significantly higher accuracies; for instance double precision on ICL 1900 (22D) and CDC 6000 and 7000 (28D) and extended precision on IBM 370 and ICL 2900 (35D). Also, a number of micro-codable mini machines exist which for special applications may have floatingpoint arithmetics provided for accuracies higher than 20D. It was, therefore, considered desirable that some of the more basic expansions should be updated to provide for higher precisions. In this paper we present Chebyshev expansions for the basic trigonometric functions, $\operatorname{sine}(x), \operatorname{cosine}(x)$ and tangent $(x)$ for accuracies up to 40D.

In the next sections we present tables of the coefficients for the Chebyshev expansions for these functions, and the methods by which the expansions were generated and checked will be outlined. The results presented here arose out of the work being done by the author on the provision of transportable special function routines for the NAG library [3].
2. The Expansions. Five expansions will be tabulated, two each for sine and cosine and one for tangent.
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(i) $\operatorname{Cos}(\theta)=\Sigma_{r=0}^{\prime} a_{r} T_{r}(t),{ }^{*}-\pi / 2<\theta<\pi / 2, t=2(2 \theta / \pi)^{2}-1$

```
    \(Y=\cos (x) \quad x=(1 ; P I / 2) T=2(2 x / P I) \rightarrow 2-1\)
MAX.ORD. 16 MAX.ACC. 41
        \(0 \quad+9.4400243153646953489533677574500192472858-1\)
        \(1-4.994 C 3258270407087401191362811966985733858-1\)
    \(2+2.799207961754761751229529518577064254038-2\)
    \(3 \quad-5.9669519654884649927535184675307155898-4\)
    \(4 \quad+6.70439486991684015008648822996830988-6\)
    \(5 \quad-4.653229589731952901092964414475958-8\)
    \(6 \quad+2.1934576589567331746541210814368-10\)
    \(7 \quad-7.4816487010336457622637231408-13\)
    \(8 \quad+1.93229784586332758206818908-15\)
    9 -3.91017012163259033488488-18
    \(10 \quad+6.36704011583380047588-21\)
    11 -8.52288604173263398-24
    \(12 \quad+9.54466303405768-27\)
    13 -9.07448124528-30
    14
    15
    16
                                \(-5.26538-36\)
                                    \(+3.38-39\)
```

(ii) $\operatorname{Sin}(\theta)=\theta \Sigma_{r=0}^{\prime} a_{r} T_{r}(t),-\pi / 2<\theta<\pi / 2, t=2(2 \theta / \pi)^{2}-1$


[^0](iii) $\operatorname{Cos}(\theta)=\Sigma_{r=0}^{\prime} a_{r} T_{r}(t),-\pi / 4<\theta<\pi / 4, t=2(4 \theta / \pi)^{2}-1$

| MAX.ORD. 13 | MAX.ACC. 4 C |
| :---: | :---: |
| 0 | +1.7032638274096160254008120301218521364006R+0 |
| 1 | -1.4643664439083686332079636013999324968928-1 |
| 2 | +1.92144931141464679690714543745079416508-3 |
| 3 | -9.964968489829300116866910618423658398-6 |
| 4 | +2.75765956 6718739518643839 ? 23017988 -8 |
| 5 | -4.739949808164844037442295103218-11 |
| 6 | +5.549548541485182740827264168-14 |
| 7 | -4.7197114906517555956603858-17 |
| 8 | +3.029897608079373133898-20 |
| 9 | -1.528414934214615348-23 |
| 10 | +6.20745154357838-27 |
| 11 | -2.07333072308-30 |
| 12 | +5.7953858-34 |
| 13 | -1.3768-37 |

(iv) $\operatorname{Sin}(\theta)=\theta \quad \Sigma_{r=0}^{\prime} a_{r} T_{r}(t),-\pi / 4<\theta<\pi / 4, t=2(4 \theta / \pi)^{2}-1$

```
    Y=SIN(X)/X X=(0,PI/4) T=2(4X/PI)&2 -1
MAX.ORD. }13\mathrm{ MAX.ACC. }4
    O +1.899540883137449955273653822645148783086038+0
    1 -4.9840411337C3666401492983618964244477068-2
    2 +3.8771343615282730902866766382776348598-4
    3-1.43C58009193208963350475510075733618-6
    4 +3.07365115544856723967730393351278-9
    5 -4.31836597422905892032432448928-12
    6 +4.2756499505778110669405188&-15
                                -3.1436071995800694144665&-18
                                    +1.78399682964586130808-21
                            -8.0505140257439678-25
                                    +2.9578185388458-28
                                    -9.019320358-32
                            +2.319218-35
                                    -5.18-39
```

These expansions may be used to obtain values for the functions for any argument by use of the following range reductions. In the case of expansions (i) and (ii) we may calculate $\operatorname{Cos}(x)$ or $\operatorname{Sin}(x)$ by letting $x=N \pi+\theta$, where $N$ is an integer and $-\pi / 2<$ $\theta<\pi / 2$. That is $N=\operatorname{ROUND}(x / \pi)^{* *}$ and $\theta=x-N \pi .{ }^{* * *}$ Thus,

$$
\begin{aligned}
& \operatorname{Cos}(x)=\operatorname{Cos}(N \pi) \operatorname{Cos}(\theta)-\operatorname{Sin}(N \pi) \operatorname{Sin}(\theta)=(-1)^{N} \operatorname{Cos}(\theta), \\
& \operatorname{Sin}(x)=\operatorname{Sin}(N \pi) \operatorname{Cos}(\theta)+\operatorname{Cos}(N \pi) \operatorname{Sin}(\theta)=(-1)^{N} \operatorname{Sin}(\theta)
\end{aligned}
$$

For expansions (iii), (iv), and (v), use a similar technique but with a smaller final range.

[^1](v) $\left.\tan (\theta)=\theta \Sigma_{r=0}^{\prime} a_{r} T_{r}(t),-\pi / 4<\theta<\pi / 4, t=2(4 \theta) / \pi\right)^{2}-1$


Let $x=N \pi / 2+\theta$, where $N$ is an integer and $-\pi / 4<\theta<\pi / 4$. That is, $N=$ ROUND $(2 x / \pi), \theta=x-N \pi / 2 .^{\dagger}$ Then,

$$
\begin{aligned}
\operatorname{Cos}(x) & =\operatorname{Cos}\left(N \frac{\pi}{2}\right) \operatorname{Cos}(\theta)-\operatorname{Sin}\left(N \frac{\pi}{2}\right) \operatorname{Sin}(\theta) \\
& =\left\{\begin{array}{lr}
\operatorname{Cos}(\theta) & \text { as } N \text { Modulo } 4=0 \\
-\operatorname{Sin}(\theta) & 1 \\
-\operatorname{Cos}(\theta) & 2 \\
\operatorname{Sin}(\theta) & 3
\end{array}\right\}, \\
\operatorname{Sin}(x) & =\operatorname{Sin}\left(N \frac{\pi}{2}\right) \operatorname{Cos}(\theta)+\operatorname{Cos}\left(N \frac{\pi}{2}\right) \operatorname{Sin}(\theta) \\
& =\left\{\begin{array}{ll}
\operatorname{Sin} \theta & \text { as } N \text { modulo } 4=0 \\
\operatorname{Cos} \theta & 1 \\
-\operatorname{Sin} \theta & 2 \\
-\operatorname{Cos} \theta & 3
\end{array}\right\},
\end{aligned}
$$

$$
\begin{aligned}
\tan (x) & =\frac{\tan \left(\frac{N \pi}{2}\right)+\tan (\theta)}{1-\tan \left(\frac{N \pi}{2}\right) \tan (\theta)} \\
& =\left\{\begin{array}{ll}
\tan (\theta) & \text { as } N \text { even } \\
-1 / \tan (\theta) & \text { odd }
\end{array}\right\},
\end{aligned}
$$

3. Generation and Checking of Expansions. Two methods were used to generate the four expansions for sine and cosine. The first and simplest of these "economizes" the power series, the second obtains a Chebyshev expansion solution to the appropriate differential equation.

If we have a function $y(u)$ which is represented to within our required accuracy by a truncated power series (note $-1<u<+1$ ), then the resulting simple polynomial can be simply rearranged expressing it in terms of the Chebyshev polynomials. That is, we say

$$
\begin{equation*}
y(u)=\sum_{r=0}^{N} b_{r} u^{r} \equiv \sum_{s=0}^{N} a_{s} T_{s}(u) \tag{1}
\end{equation*}
$$

It is relatively easy to show that the Chebyshev coefficients $a_{s}$ can be calculated from the power series coefficients as

$$
\begin{equation*}
a_{s}=\sum_{r=s}^{N} b_{r} C_{r s} \tag{2}
\end{equation*}
$$

where the factors $C_{r s}$ can be generated recursively from the relation

$$
\begin{equation*}
C_{r s}=1 / 2\left[C_{r-1, s+1}+C_{r-1,|s-1|}\right], \quad C_{00}=2 \tag{3}
\end{equation*}
$$

This recursion and summation is extremely straightforward to program and provided arithmetic working and truncation accuracies for the power series are chosen to allow a reasonable margin for error (a few decimal places over the required accuracy) ${ }^{\dagger \dagger}$ the resulting $a_{s}$ provide accurate estimates of the Chebyshev expansion coefficients. As is well known, the Chebyshev expansion coefficients will normally be much smaller for large order than the corresponding power series coefficients ( $a_{s} \sim b_{s} / 2^{s-1}$ or better). Therefore, in order to represent the required function the number of terms that need to be retained in the Chebyshev form is usually very much smaller than for the original power series. Turning to the actual functions in question, the actual expansion variables used were of the form $t=2(\theta / \lambda)^{2}-1$ where $\theta$ was allowed to range from $-\lambda$ to $+\lambda$. This expansion form is used because all the functions actually expanded are even functions of $\theta$ and, hence, involve only even powers or orders of polynomial. It should be noted that

$$
\begin{equation*}
\sum_{r=0}^{\prime} a_{r} T_{r}(t)=\sum_{r=0}^{\prime} a_{r} T_{r}^{*}\left(\theta^{2} / \lambda^{2}\right)=\sum_{r=0}^{\prime} a_{r} T_{2 r}(\theta / \lambda) \tag{4}
\end{equation*}
$$

[^2]Thus taking the expansion variable $u$ as $\theta / \lambda$ we would obtain for $\operatorname{Cos}(\theta)$, say

$$
b_{r}=\left\{\begin{array}{cc}
(-1)^{r / 2}(\lambda / r!)^{r} & r \text { even }  \tag{5}\\
0 & r \text { odd }
\end{array}\right\}
$$

This will generate a set of Chebyshev coefficients $a_{s}$ in which the odd orders are zero and the even, $s=2 r$, may be equated with the required $a_{r}$ in (4). This process can be performed for any value of $\lambda$. The values used, for obvious reasons were $\pi / 2$ and $\pi / 4$.

The whole process was programmed in Algol 68 using the facilities for multiple length arithmetic provided by Mlaritha [4]. The working accuracy used was 48 decimal figures and the power series was truncated at $N=50$ with a truncation error of order $10^{-55}$ for the cosine series $\lambda=\pi / 2$. Similar accuracy criteria were used for the other series which follow similar patterns. The resulting expansion coefficients were rounded to forty decimal places and written to permanent file storage.

The solution of differential equation"technique was outlined in [5]. It is easy to show that for the cosine and sine the functions actually being expanded satisfy the following linear differential equations in terms of the expansion variable $t=2(\theta / \lambda)^{2}-1$.

For cosine

$$
\begin{equation*}
2(1+t) \ddot{y}+\dot{y}+\frac{\lambda^{2}}{4} y=0, \quad y(-1)=1, \dot{y}(-1)=\lambda^{2} / 4 \tag{6}
\end{equation*}
$$

For sine

$$
\begin{equation*}
2(1+t) \ddot{y}+3 \dot{y}+\frac{\lambda^{2}}{4} y=0, \quad y(-1)=1, \dot{y}(-1)=-\lambda^{2} / 12 . \tag{7}
\end{equation*}
$$

These differential equations can be used to find the Chebyshev expansion coefficients for the solution $y(t)$ in each case. The basic method is essentially that outlined in Fox and Parker [6]. Assuming that $y(t)$ can be represented by a Chebyshev expansion, then from the differential equation it can be shown that the coefficient $a_{r}$ satisfies an infinite set of linear equations, $A \mathbf{a}=\mathbf{b}$. The first two rows of the matrix $A$ and vector $\mathbf{b}$ arise from the boundary conditions and the differential equation determines the subsequent rows. This set of equations may be solved approximately by assuming that all coefficients $a_{r}$ with $r$ greater than some $N$ are negligible and, hence, may be approximated by zero. This reduces the infinite set of equations to an easily solved finite set. In fact, the required value of $N$ can be determined as part of the solution process. The matrix $A$ is normally diagonally dominant, except for the first few rows and a simple Crout LU decomposition technique will provide a sufficiently accurate solution.

The LU decomposition is independent of any increase in order of the system, and so the process can be performed iteratively. At any order $N$ the next partial row and column can be formed, and the decomposition extended from order $N-1$ to $N$. The forward substitution can also be similarly extended. The first step of the backward substitution, which is trivial, then gives an estimate of the value of the coefficient $a_{N}$ included in the nonzero set. The process can be terminated when $a_{N}$ is sufficiently small; in fact, the process is normally terminated when two successive coefficients are less than the required tolerance. At this point the full solution set is generated by backward substitution.

This differential equation solving technique has been programmed as a general package called CHEBEXP [7], using Algol 68 and the multiple precision arithmetic capability provided by Mlaritha [4]. The differential systems (6) and (7) were solved using a working accuracy of 48 decimal figures and a termination tolerance of $10^{-45}$. The resulting coefficients were rounded to 40D and stored in permanent file storage.

The use of these two independent methods for obtaining the same expansion coefficients gives an excellent check on the accuracy of the final expansions. The expansions tabulated in the previous section were those actually produced by the first technique but in all cases the results from the differential equation method were identical. As a further check the Chebyshev expansions were summed for selected values of $t$ where the sum is known exactly, or at least to accuracies greater than 40D. In all cases the resulting sums were correct to within a few parts in the fortieth decimal place, the error being entirely due to the effects of rounding to 40D [8].

Basically neither of the above techniques is practical for the $\tan (x)$ expansions. The expansion function $\tan (\theta) / \theta$ does not satisfy a simple linear differential equation and hence the second of the two techniques is not possible. The power series of $\tan (\theta) / \theta$ has coefficients which involve the Bernoulli numbers; and hence, this does not provide a practical method owing to difficulties in obtaining accurate values for the high order Bernoulli numbers involved. The method actually employed made use of the fact that we already had high accuracy values for the Chebyshev expansion coefficients for $\operatorname{Sin}(\theta) / \theta$ and $\operatorname{Cos}(\theta)$ for the same expansion range and variable.

If

$$
\begin{equation*}
y(t)=\sum_{r=0}^{\prime} a_{r} T_{r}(t)=\tan (\theta) / \theta=\frac{\operatorname{Sin}(\theta) / \theta}{\operatorname{Cos}(\theta)} \tag{8}
\end{equation*}
$$

then we can write

$$
\begin{equation*}
\operatorname{Cos}(\theta) y(t)=\operatorname{Sin} \theta / \theta \tag{9}
\end{equation*}
$$

that is,

$$
\begin{equation*}
\sum_{r=0}^{\prime} C_{r} T_{r}(t) y(t)=\sum_{r=0}^{\prime} S_{r} T_{r}(t) \tag{10}
\end{equation*}
$$

where $C_{r}$ and $S_{r}$ are the Chebyshev expansion coefficients of $\operatorname{Cos}(\theta)$ and $\operatorname{Sin}(\theta) / \theta$, respectively. It is again easy to show that this implies that the $a_{r}$ satisfy an infinite set of linear equations. This set of equations can then be "solved" by techniques similar to those outlined above. This was in fact done. The coefficients $C_{r}$ and $S_{r}$ were taken from runs of the previous techniques which were designed to produce coefficients accurate to about 50D. The tangent expansion coefficients were then generated using a working accuracy of 48D and termination tolerance of $10^{-45}$; and as before, the resulting coefficients were rounded to 40D and stored. In this case we did not have the luxury of a second method for the expansion; but again, check sums were calculated at selected points, and the sums were found to be correct to the expected accuracy.
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[^0]:    *The notation $\Sigma_{r=0}^{\prime}$ is used for the summation with the zeroth order coefficient divided by 2. The Chebyshev polynomials denoted by $T_{r}(t)$ are defined on the range $-1<t<+1$ such that $T_{r}(t)=\operatorname{Cos}[r \arccos (t)]$. The polynomials defined on $0<t<1$ are denoted by $T_{r}^{*}(t)$, however this form has not been used except in passing. The two forms are related $T_{r}^{*}(t)=T_{r}(2 t-1)$. It should be noted that in each case the function actually expanded is an even function of $\theta$ and so as a polynomial in $\theta$ the expansions involve only even powers. In order to avoid using the zero odd order coefficients the expansion variable $t$ has been used such that $t=2(\theta)^{2}-1$. This mapping is suggested by the relations $T_{2 r}(\theta)=T_{r}^{*}\left(\theta^{2}\right)=T_{r}\left(2 \theta^{2}-1\right)$. It should also be noted that in the case of sine and tangent which are odd functions the zero at $\theta=0$ is extracted explicitly by use of an auxiliary function of $\theta$. This enables relative accuracy to be preserved for very small arguments.

[^1]:    ** The operation $\operatorname{ROUND}(X)$ is used in the Algol 68 sense meaning the nearest integer to $X$ (the method of breaking ties is not important but is usually round up).
    *** These steps are critical in preserving accuracy for $x$ outside the primary range ( $N=0$ ). See W. J. Cody and W. M. Waite, Argonne National Laboratory Report TM-32 (1977).

[^2]:    $\dagger \dagger$ The conversion of a simple polynomial to Chebyshev form is a numerically stable process so being ultra cautious and working to accuracies and tolerances a few decimal places better than actually required should achieve results of sufficient accuracy.

