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Vibration-Based Fault Detection in Drone
Using Artificial Intelligence

Mohamad Hazwan Mohd Ghazali and Wan Rahiman , Member, IEEE

Abstract—Recent years have seen a huge increase in the
study of drones. There is a lot of published articles regarding
drone, focusingon control optimization, fault detection,safety
mechanisms, etc. In fault detection, most studies focused on
the effects of faulty propellers and rotors, and there is very
limited academic research on drone arms. In this paper, a fault
detection based on the vibration of the multirotor arms using
artificial intelligence (AI) is proposed. There are some cases
in which, due to accident, the arm of the multirotor crack or
loosen. This is normally unnoticeable without disassembly,
and if not taken care of, it would have likely resulted in a
sudden loss of flight stability, which will lead to a crash.
Different types of AI methods are incorporated in this study,
namely, fuzzy logic, neuro-fuzzy, and neural network (NN).
Their results are compared to determine the best method
in predicting the safety of the multirotor. Fuzzy logic and
neuro-fuzzy methods provided acceptable decision-making,
but the performance of the neuro-fuzzy approach depend on
the dataset used because overfit model might give incor-
rect decision-making. This also applies to the NN technique.
Because the vibration data are collected in the laboratory
environment without consideration of wind effect, this framework is more suitable for early prediction before flying the
multirotor in the outdoor environment.

Index Terms— Artificial intelligence, fault detection, drones, vibration analysis, Internet of Things (IoT).

I. INTRODUCTION

THESE days the global market of multirotor is growing
and attracting many researchers all over the globe to

dive into this topic. Multirotor is a type of unmanned aerial
vehicle (UAV) or drone that uses more than two motors.
It has been widely applied in agriculture, military surveillance,
photography, road mapping, long-range communication, and
navigation [1]–[6]. Although multirotor is remotely controlled,
the stability and navigation are typically aided by an onboard
autopilot that relies on miniature sensors such as barometer,
gyroscopes, accelerometers, and Global Positioning System
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(GPS) [7]. Multirotor is heavily surrounded by safety issues,
particularly crash scenarios involving other human beings,
animals, or other objects. This crash might cause a severe
accident, as happened with the world champion skier Marcel
Hirscher. He was nearly hit by a falling drone that was
filming the World Cup slalom race [8]. Thus, many published
articles concerning the safety of the multirotor are available,
and some of them are discussed in the later section of this
manuscript.

One of the most overlooked challenges in the use of mul-
tirotor is vibration. As stated by Rafiee et al. [9], vibration
extensively exists in rotating machinery, and the vibration-
based approaches are widely used in the condition monitoring
and fault diagnosis systems of rotating machinery. This is one
of the best ways to detect faults in the multirotor or can be
applied for multirotor maintenance. If a multirotor collides or
crashes, there might be some damages to the propellers or
arms. The existence of such damages will produce unwanted
vibrations that can significantly deteriorate the performance of
the multirotor and eventually lead to a crash. These damages
are sometimes not easily seen, especially on the multirotor
arms, and therefore multirotor maintenance is important as it
can detect these faults. The broken propeller is easily replace-
able, but a faulty multirotor arm is difficult to be replaced.
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Thus, a vibration-based fault detection system for multirotor is
proposed in this article, focusing on the multirotor arms. To the
best of the authors’ knowledge, no published work analyzes
the multirotor arm based on the vibration data. AI techniques
of fuzzy logic, neuro-fuzzy, and NN are incorporated in this
system to predict the safety of the multirotor, whether it is
safe, partial safe, or not safe. This real-time decision-making
is based on real-time data. From that, the possibility that
multirotor will crash or safe to operate can be predicted.

The main contribution of this research is the study of
the effects of the multirotor arms based on the vibration
data, where healthy and faulty arms were simulated. The
framework for the decision-making by the AI techniques and
user interface via smartphones are other contributions of this
study where the users can monitor the status of the multirotor
based on the green, yellow, and red colour. This paper is
organized as follows. In Section 2, the related works regarding
the fault detection and diagnosis of the UAV are presented.
Experimental works are discussed in Section 3, and the AI
algorithms are described in Section 4. Section 5 presents the
mobile application built explicitly as a user interface for this
study. Finally, in Section 6, the conclusion and future work
regarding the proposed method are explained.

II. RELATED WORKS

Vibration analysis is among many different solutions con-
cerning fault detection in multirotor. Verbeke and Debruyne [7]
conducted experimental modal analysis (EMA) and numerical
simulation to determine the dynamic characteristics of the
multirotor frame in terms of mode shapes and natural fre-
quencies. This method can determine the low-vibration regions
where sensitive electronics should best be mounted. A similar
analysis was performed by Li et al. [10], in order to propose
an anti-vibration framework for the multirotor, including the
best damper and isolator, based on their performance. They
discovered that the structural vibration contributes a much
higher vibration amplitude compared to motor vibration, and
with the proposed damper and isolator, the vibration amplitude
is lowered. The analysis of the random vibrations in multirotor
was done by Abdulrahman Al-Mashhadani [11]. He introduced
a mathematical analysis for random vibrations and proposed
a control methodology to decrease the effect of unwanted
vibrations. These vibrations might affect the accuracy of the
data collected by the sensors in the multirotor. No application
of AI methods is integrated into the works discussed above.

A technique for fault detection of physical impairment
of UAV rotor blades is proposed by Bondyra et al. [12].
Based on the characteristics of the vibration signal, faulty
rotor blades and its scale can be determined by support
vector machine (SVM). Pourpanah et al. [13] used a hybrid
method of Q-learning Fuzzy ARTMAP classifier (QFAM)
and genetic algorithm (GA) to classify between healthy and
broken propeller, based on vibration signals. The healthy
propeller generates a smooth signal compared to the broken
propeller. Ghalamchi and Mueller [14] presented a fault detec-
tion method for the multirotor propellers without using any
external vibration sensors. The built-in accelerometer is used
to measure the vibration signals. This method is effective in
detecting the location of a damaged propeller, but it is limited
by the flight trajectories. The work is then continued where

specially designed trajectories are not required, and this can
be seen in [15].

By utilizing the SVM method to classify the faulty and
nominal flight conditions, and principal component analy-
sis (PCA) to analyze the data, Baskaya et al. [16] conducted
the fault detection and diagnosis on a fixed-wing UAV based
on the actuator faults. From the simulated data, SVM pro-
vided excellent results in classifying the fault conditions.
Iannace et al. [17] used the noise emitted by the UAV to
develop a classification model based on neural network to
detect faulty propeller blades. The faulty blades are simulated
by applying two strips of paper tape to the upper surface of
a blade. The proposed model achieved a 97% accuracy in
detecting the faulty UAV propeller blades. Similar works were
performed by Rangel-Magdaleno et al. [18] that implemented
the discrete wavelet transform (DWT) and Fourier transform
techniques, and Pechan and Sescu [19], who only performed
the experimental analysis. A fault diagnosis on the UAV
sensors was conducted by Guo et al. [20] using short-time
Fourier transform (STFT) and convolutional neural network
(CNN). The proposed methodologies can effectively detect the
sensors’ faults with a 99.6% accuracy.

Most of the studies performed by other researchers are
offline methods, where the fault detection or decision-making
is done not in real-time. Offline methods might take longer
time to determine the condition of multirotor and real-
time countermeasures cannot be taken if the measurement
or decision-making is not done on the spot. Besides, the
smartphone’s application was not incorporated in the previ-
ous studies, where users can monitor the condition of the
multirotor from the smartphone. Furthermore, very limited
studies involve the hardware implementation of AI in the fault
detection area. This automatic detection framework can detect
the crack in the drone arms, classify its severity, and predict
what will happen to the drone if it flies. To the best of the
authors’ knowledge, there is no published work that analyzes
the multirotor’s arm based on the vibration data.

III. EXPERIMENTAL WORK

Figure 1 shows the block diagram of this study. Firstly,
vibration data are obtained from the vibration sensors and
stored in the microcontroller. Then, the AI method of fuzzy
logic will compute the vibration data collected and provide the
decision-making, whether the multirotor is in a safe, partial
safe, or not safe condition. The HC05 Bluetooth module will
transmit the decision or output to the smartphone, and via the
mobile application created, the user can monitor the condition
of the multirotor in real-time.

All the vibration data are collected in an indoor environment
and before the drone take-off. The SW420 vibration sensors
(refer to Figure 2) are used to measure the vibration of the
multirotor. The integrated LM393 comparator chip provides
two output types: digital output (based on values 0 and 1)
and analog output (value is in the form of received voltage).
The analog output of the sensor will be utilized in this study,
where the higher the vibration, the higher the analog output
produced. The sensitivity of the SW420 vibration sensor can
be adjusted to the desired value by turning the potentiometer.
The sensors are connected to the Arduino UNO pin to store the
collected data and are attached to the arms of the multirotor.
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Fig. 1. The block diagram of the proposed method, starting with the
data acquisition from the vibration sensors, and ends with the real-time
monitoring of the multirotor condition in the smartphone.

Fig. 2. The SW420 vibration sensor and ADXL345 accelerometer.

The voltage common collector (VCC), ground (GND), and
digital output (DO) pins of the vibration sensor are connected
to the 5V, GND, and digital pin of Arduino UNO, respectively.
Compared to the popular ADXL345 accelerometer (refer to
Figure 2), the SW420 vibration sensor is selected for fault
detection in multirotor because it is lightweight and easier to
install, as it does not require the I2C communication protocol
to operate. As we only want to determine the level of vibration,
the SW420 vibration sensor is sufficient. If we want to deter-
mine the faulty location in the multirotor, then the ADXL345
accelerometer is required as the frequency information is
critical. A Fourier transform technique is required when using
the ADXL345 accelerometer to classify the vibration level in
terms of frequency, which is difficult to compute in real-time.
However, the vibration level can still be determined using the

TABLE I
THE SPECIFICATIONS OF MULTIROTOR USED IN THIS STUDY AND

ADDITIONAL LOAD ADDED TO THE MULTIROTOR’S SYSTEM

Fig. 3. The Q7 2.4G quadcopter applied for data collection in this study.

time-domain data in terms of x, y, and z acceleration values.
The technical specifications of the SW420 vibration sensor
and ADXL345 accelerometer are listed in Appendix A.

The multirotor used in this study are Q7 2.4G quadcopter
and DJI Phantom 1, and their specification can be observed
in Table I. Due to the cost factor, we used the Q7 2.4 G
quadcopter for faulty simulation and data collection pur-
poses, as depicted in Figure 3. Then, we implemented the
proposed framework on DJI Phantom 1. The microcontroller
used is Arduino UNO, where four SW420 vibration sensors
are attached to the multirotor arms and connected to the
microcontroller to record the vibration data. Bluetooth HC05
is incorporated to connect with the smartphones, and to power
up the microcontroller, a 5000 mAh power bank is used. From
Table I, this AI-based decision-making system is practical to
be equipped to the DJI Phantom 1 as only a total mass of
256.5 g would be added to the multirotor, which is below the
maximum payload (365 g). This was proved experimentally
when the multirotor could successfully take off and hover with
the AI system equipped to it in an indoor environment. For
multirotor arms faulty simulation, it was modified by cutting
and joining back using plastic brackets, which can be observed
in Figure 4. This bracket can be adjusted to make it loosen to
get the faulty data and tighten to get the normal data. Using
the pulse reading from Arduino UNO to calibrate the degree of
truth for the vibration sensor, the maximum pulse recorded is
100000, and thus, the range was set up from 0 to 100000. For
neuro-fuzzy and NN, the pulse value is normalized from 0 to 1.
All vibration sensors have the same degree of truth since the
same motor and vibration sensors were applied.
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TABLE II
EXPERIMENTAL RESULTS TO DETERMINE THRESHOLD VALUES

Fig. 4. Multirotor arms configuration: (a) Original arm condition, (b) 100%
screwed (1.5 N.m), (c) 50% screwed (0.7 N.m), (d) 10% screwed
(0.3 N.m), and (e) unscrewed multirotor arm.

There are five experimental conditions for vibration mea-
surement in this study based on the multirotor arms con-
figuration, as shown in Figure 4. The multirotor arms are
tightened using the TSD-200 digital torque screwdriver. The
100%, 50%, and 10% screwed multirotor arms are equal to the
torque value of 1.5 N.m, 0.7 N.m, and 0.3 N.m, respectively.
The real-time data was collected about two minutes for each
condition using the Parallax Data Acquisition tool (PLX-
DAQ) Microsoft Excel add-in. After enabling the Macros,
the vibration data can be recorded and plotted automatically
in the Excel spreadsheet. These data are collected when the
multirotor is on the ground. After collecting the vibration
data, at each condition, the drone will take off and hover
at a 1 m height using the experimental setup as shown
in Figure 5.

Fig. 5. The experimental setup to determine the threshold values and
final implementation.

Figure 6 shows the vibration data collected under different
multirotor conditions using the SW420 vibration sensor and
ADXL345 accelerometer. Based on the experimental work, the
vibration input can be divided into low vibration amplitude
(< 0.47 or 47000), medium vibration amplitude (0.47 or
47000 ≤ x < 0.72 or 72000), and high vibration amplitude
(≥ 0.72 or 72000). The thresholds are determined using the
experimental setup depicted in Figure 5, and the details are
listed in Table II. Notice that the vibration measurement using
the SW420 vibration sensor has no SI unit, as this type of
sensor only produces analog (value is in the form of received
voltage) and digital outputs (0 or 1). In this study, the analog
output of the SW420 vibration sensor was utilized, which is
directly proportional to the vibration amplitude. This is still
acceptable because frequency values are not vital in this study,
as long as the values for different multirotor conditions can
be differentiated. For each multirotor arms configuration, the
acceleration values (x-axis) are provided to relate the physical
quantity with the “pulse” received by the acquisition board.
The output, which is the safety of the multirotor, can be
divided into safe state (< 0.4), partial safe state (0.4 ≤ x
< 0.65), and not safe state (≥ 0.65). Table III shows the
decision-making results from the experiment, which will be
the guidelines or parameters for AI systems.

IV. ARTIFICIAL INTELLIGENCE ALGORITHMS

A. Fuzzy Logic
Introduced by Lotfi Zadeh back in 1965, fuzzy logic has

the ability to model the imprecise modes of reasoning to
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TABLE III
GUIDELINES FOR THE FUZZY LOGIC AND NEURO-FUZZY SYSTEMS ACQUIRED FROM THE EXPERIMENTAL WORKS, E.G. IF THE VIBRATION

MEASURED BY THE SENSOR A, B, C, AND D ARE LOW, THEN THE MULTIROTOR IS SAFE

Fig. 6. Vibration output and acceleration values (x-axis) recorded for;
(a) original arm condition, (b) 100% screwed (fully tightened), (c) 50%
screwed (half tightened), (d) 10% screwed, and (e) unscrewed multirotor
arm conditions.

make rational decisions in an environment of uncertainty and
imprecision [21]. Compared to classical logic, it permits the
input to have a value between 0 (completely false) and 1

TABLE IV
DETAILED SIMULATION PARAMETERS OF THE PROPOSED FUZZY LOGIC

MODEL

(completely true). Fuzzy logic has been utilized for fault
detection in many areas such as robotics, machine vision,
energy, industries, etc. In this study, Mamdani-type fuzzy logic
with four inputs and one output is used. The inputs are the
vibration measured by the four sensors attached to each of the
multirotor’s arms, which are recognized as sensor A, sensor
B, sensor C, and sensor D. The output is the decision-making
given by the fuzzy logic system.

Mamdani fuzzy logic toolbox in MATLAB was utilized
to construct our proposed fuzzy logic model, which can be
divided into three steps. The first step is fuzzification, where
the input data are converted into fuzzy sets using fuzzy
linguistic variables, fuzzy linguistic terms, and membership
functions. At this step, a designer needs to specify the num-
ber of inputs, number of membership functions, and type of
membership function. Next is creating the rules for the fuzzy
logic system. These rules represent human experts’ knowledge.
In most cases, the rules can be determined based on human
experiences or analysis conducted by the engineer. The fuzzy
rules must be in the form of “If-Then” clauses. There are
81 rules defined manually in this fuzzy logic system. The last
step is defuzzification. It is a process of producing quantifiable
results in fuzzy logic for given fuzzy sets and corresponding
membership functions. The number of outputs, the number of
membership functions, and the type of membership function
are specified in this stage. The detailed simulation parameter
for the fuzzy logic model is listed in Table IV.

B. Neuro-Fuzzy
The neuro-fuzzy, also known as a fuzzy neural network

(FNN), hybridizes two AI approaches by combining the
human-like reasoning style of fuzzy logic systems with the
learning and connectionist structure of NN. A neuro-fuzzy
system can be considered as a 3-layer feedforward NN, where
the first layer represents input variables, the fuzzy rules as the
second layer, and output variables as the third layer. It can be
considered as an improvement to the neural network method
in a way that prior knowledge about the training dataset can
be encoded in the parameters of the neuro-fuzzy system [22].
In MATLAB, neuro-fuzzy or adaptive neuro-fuzzy inference
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system (ANFIS) implements the Takagi-Sugeno fuzzy type
where the “If-Then” rules can be expressed as follow [23]:

Rule1 : IF x is A1 AND y is B1, THEN

f 1 = p1x + q1y + r1

Rule2 : IF x is A2 AND y is B2, THEN

f 2 = p2x + q2y + r2

where A1, A2, and B1, B2 are the membership functions for
inputs x and y respectively, whereas p1, q1, r1 and p2, q2,
r2 represent the associated parameters of the output functions,
f 1 and f 2.

In this study, the ANFIS network has four inputs (Sensors
A, B, C, and D). The first layer represents the fuzzification
process, the second layer represents the fuzzy rules with
81 nodes, and the third layer normalizes the membership
functions. The fourth layer is the conclusive part of fuzzy
rules, and finally, the fifth layer calculates the network output,
which is the decision-making regarding the drone condition.
ANFIS toolbox in MATLAB was used for the entire process
of training, testing, and predicting the condition of the mul-
tirotor. Because ANFIS provides good learning and predic-
tion capabilities, it can efficiently deal with uncertainties in
any system [24]. However, the neuro-fuzzy technique heavily
depends on the dataset.

For the sake of comparison and to determine the effect
of different datasets on the neuro-fuzzy prediction model,
100 and 1000 datasets were used in this study. The ANFIS
model with 100 and 1000 datasets are referred to as ANFIS
1 and 2 models, respectively. For the 100 and 1000 datasets,
400 and 4000 randomly generated inputs from MATLAB were
used, respectively, where each dataset contains four inputs
(inputs for Sensor A, B, C, and D) and one output. Both
ANFIS models utilized the Gaussian-type membership func-
tion, and the fuzzy inference systems were generated via the
grid partition technique. In both datasets, 80% are used to
train the dataset, 10% are used for testing, and another 10%
for checking. The inputs for the neuro-fuzzy were normalized
to reduce the checking and testing error. After preparing the
datasets, we trained both ANFIS models using the hybrid
optimization method with epoch values of 10 (ANFIS 1) and
100 (ANFIS 2). The training performance of both ANFIS
models can be observed in Figure 7.

The training performance of the ANFIS 1 model is better
in terms of root mean square error (RMSE), mean square
error (MSE), and mean absolute error (MAE) compared to
the ANFIS 2 model. Figure 8 shows the testing performances
of both ANFIS models, and based on the results, ANFIS
2 model has a superior testing performance compared to
ANFIS 1 model in terms of RMSE, MSE, and MAE values.

C. Artificial Neural Networks
Artificial neural network (ANN or NN) can be defined as

an interconnected assembly of simple processing elements,
units, or nodes, whose functionality is inspired by the way
that the human brain processes information [25]. These large
numbers of nodes are connected in layers, forming a network.
NN can be divided into single-layer and multilayer NN. In the
single-layer NN, also referred to as perceptron, there is only
one neuron and computes only one output. For multilayer

Fig. 7. The training performance of ANFIS models.

Fig. 8. The testing performance of ANFIS models.

NN, there are three types of layers involved, which are input,
hidden, and output layers. In the input layer, data processing
takes place where data are manipulated before inputting it into
the NN. Situated between the input and output layer, there
is a hidden layer that conducts mathematical transformations
by applying the numeric values called weights to the network
inputs. The output layer is the last layer of the NN architecture
and is the result of the data when passed through NN.

In this study, the NN models for the fault detection in
multirotor were designed using the MATLAB NN toolbox.
Similar to the ANFIS technique, the performance of the NN
model depends on the size and quality of the dataset. Two
NN models are constructed: NN 1 (based on 100 datasets) and
NN 2 (based on 1000 datasets). The datasets used are similar to
those applied for the ANFIS models. For both models, 80% of
the datasets are used for training, 10% are used for testing and
finally, we utilized another 10% of the dataset for checking.
After classifying the dataset and specifying the number of
hidden neurons (10 and 100 hidden neurons for NN 1 and
NN 2 models, respectively), the NN models are trained with
the Levenberg-Marquardt backpropagation algorithm.

The training and testing performances of both NN models
are depicted in Figures 9 and 10. NN 2 has a better training
performance in terms of RMSE, MSE, and MAE compared to
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Fig. 9. The training performance of NN models.

Fig. 10. The testing performance of NN models.

NN 1. However, the differences between the training errors for
the NN models are smaller than the ANFIS models. For the
testing part, NN 1 has a better MAE value, but poorer RMSE
and MSE values compared to NN 2.

D. Performance Comparison
Table V shows the decision-making results from different

AI models when fed with artificial data from MATLAB.
Input 1, 2, 3, and 4 represent the vibration recorded by sensors
A, B, C, and D, respectively. When the value of input 1 is
35000 or 0.35 (low vibration amplitude), input 2 is 22650 or
0.227 (low vibration amplitude), input 3 is 45000 or 0.45
(low vibration amplitude), and input 4 is 14000 or 0.14 (low
vibration amplitude), based on Table III, the decision-making
should be safe. The output given by the fuzzy logic is 0.176,
whereas, for the ANFIS 1 model, the output is 0.371. The
ANFIS 2, NN 1, and NN 2 models gave 0.255, 0.342, and
0.268, respectively. Although all systems produced correct
decision-making, the fuzzy logic, ANFIS 2, and NN 2 models
performed better as the outputs were far from the threshold
value of 0.4, which belongs to the partial safe state.

Ten new datasets with randomly generated inputs were
fed into all the AI systems to validate their decision-making
performances, which can be seen in Figure 11 and Table VI.

TABLE V
THE DECISION-MAKING FROM DIFFERENT AI MODELS

Fig. 11. The comparison between target outputs and outputs from
different AI methods.

It can be seen that the fuzzy logic model performed better
compared to the ANFIS and NN models, which in some cases,
provided inaccurate decision-making results. For example,
in dataset nine, when input 1 is low, input 2 is medium, input 3
is low, and input 4 is high, the decision-making should be not
safe, as predicted by the fuzzy logic, ANFIS 2, and NN 2
models. However, the ANFIS 1 and NN 1 models underesti-
mate the output, where the decision-making made indicates
that the multirotor is in a safe and partial safe condition,
respectively, as shown in Figure 11. This is dangerous because
if the ANFIS 1 decision-making model is applied and the
multirotor is predicted to be safe to operate, the multirotor
will crash due to the incorrect prediction. This is due to
the generalization error where during the training stage, the
outputs produced matched the desired outcomes, but when fed
with new data, it produced false decision-making. This model
is referred to as an overfit model.

Overfitting occurs when ANFIS or NN models overtrain
the dataset. This means that during training, the maximum
number of epochs has been exceeded, which can lead to the
predicted output being over its accuracy. Compared to other AI
methods in this study, the ANFIS 2 is a good fit model because
it produced acceptable results in training as well as when fed
with new randomly generated data, which are different from
the data used in the training stage. Thus, datasets are important
when it comes to the generalization problem. Apart from that,
fuzzy logic has less computational burden than neuro-fuzzy
and NN.
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Fig. 12. The DR values of different AI techniques.

Fig. 13. The real-time monitoring of the multirotor’s condition from the
smartphone as predicted by the proposed method; (a) green indicator
means the multirotor is safe to operate, (b) yellow indicator means the
multirotor is partially safe to operate, and (c) red indicator means the
multirotor is not safe to operate.

We further evaluated all the AI methods using the discrep-
ancy ratio (DR), which is the ratio of the predicted output to
target out [26], calculated as

DR = Predicted Output

Target Output
. (1)

The DR value of 1 represents the best model performance,
whereas a value greater or lower than 1 indicates overesti-
mation or underestimation, respectively. Based on Figure 12,
there are DR values that exceed the DR = 2.0 threshold and
are lower than the DR = 0.5 threshold. This will foreshadow
poor ANFIS and NN models in providing the decision-making
regarding the condition of multirotor. Thus, the fault detection
system based on fuzzy logic will be incorporated into the
multirotor for real-time application. It should also be taken into
account that the vibration data collected when the multirotor is

flying in the outdoor environment to be different compared to
the data obtained in this study. Thus, this framework is more
suitable for early prediction before flying the multirotor in an
outdoor environment.

V. USER INTERFACE

Since users are expectedly not familiar with the outputs in
decimal form, the MIT app inventor is used to create the
application in APK specifically for better and easier moni-
toring. MIT app inventor is an open-source web application
that permits users to design software applications for the
Android operating system. It adopts a graphical interface,
allowing users to drag-and-drop visual objects to create the
desired application using the block-based coding program.
The created mobile application can be accessed using a
smartphone. Firstly, users have to connect the smartphone
with the HC05 Bluetooth module. Then, this application will
show three possible decisions, which is green, referring to
safe to operate, yellow, referring to partial safe, and red,
referring to not safe to operate. This decision-making can be
monitored in the smartphone through the application created
and the HC05 Bluetooth module, which can be observed
in Figure 13.

VI. CONCLUSION

Real-time vibration-based fault detection using AI tech-
niques was introduced in this study. This method used the
vibration sensors attached to the multirotor’s arms to obtain
the vibration data, which was then fed to the AI decision-
making systems. The AI techniques used were fuzzy logic,
neuro-fuzzy, and NN, and these systems will make a deci-
sion whether the multirotor is safe, partially safe, or unsafe,
which can be monitored using a smartphone. The performance
between different AI systems were compared, and the fuzzy
logic provided better results as it produced the results closest
to the desired value. However, these findings are only based on
indoor testing, and the neuro-fuzzy or NN method might per-
form better if the works are done in the outdoor environment.
This study is also limited to only one parameter, which is the
multirotor arms. This work can be extended by including other
parameters such as propeller vibration, motor condition, and
battery level. In terms of hardware, the built-in accelerom-
eter of the multirotor system can also be used to measure
the vibration, and an algorithm to differentiate between the
propeller and multirotor arm vibrations can be developed. This
approach avoids the need to install additional sensors to the
multirotor and thus provides a potentially simpler and more
power-efficient approach to real-time in-flight fault detection.
A printed circuit board (PCB) can also be applied to minimize
the wiring of the AI system and eliminate unwanted interfer-
ence. This work only acts as a foundation for fault detection
of multirotor. In the future, outdoor experiments or testing
will be considered to represent the actual flight condition
of the drone in terms of the effect of wind speed, different
maneuverability, and aggressiveness. Performance comparison
of fuzzy logic and neuro-fuzzy detection with other AI meth-
ods such as deep learning and SVM can also be made before
proceeding to test the real-time in-flight energy usage of each
AI system.
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