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Abstract 

 

Forces arising from environmental sources have profound influence on the 

functioning of microelectromechanical (MEMS) devices.  Two examples include 

mechanical vibration and shock, which can significantly degrade the performance and 

reliability of MEMS.  Mechanical vibrations can generate unwanted device output, 

and shock loads can permanently damage device structures.  Thus, there is strong 

motivation to understand and to mitigate the adverse effects of shock and vibration on 

MEMS devices.   

The effects of mechanical vibrations and the means to mitigate them are not well 

understood.  Herein, we present detailed analyses that identify how vibration degrades 

device performance, especially for MEMS gyroscopes.  Two classes of gyroscopes are 

studied and modeled in detail: Tuning fork gyroscopes (TFG) and vibrating ring 

gyroscopes (VRG).  Despite their differential operation, all capacitive TFGs are 

affected by vibration due to nonlinear characteristics of their capacitive drive/sense 

electrodes, while some TFG designs are shown to be more vibration-tolerant than others 

by >99%.  By contrast, VRGs remain immune to vibration effects due to the 

decoupling of vibration excited modes and sensing modes.  Overall, vibration effects 

in gyroscopes and other MEMS can also be reduced by integrating a vibration-isolation 

platform, and TFG’s vibration sensitivity is improved by >99% using a properly-

designed platform. 

Prior shock protection in MEMS has utilized two strategies: optimizing device-

dimensions and hard shock stops.  While both strategies afford protection, they also 

incur a trade-off in shock versus device performance.  Two new shock protection 

technologies are developed herein: (1) nonlinear-spring shock stops and (2) soft-coating 

shock stops.  The nonlinear springs form compliant motion-limiting stops that reduce 

impact.  Similarly, soft coating stops utilize a soft thin-film layer on an otherwise hard 

surface to increase the surface compliance and energy dissipation.  Both solutions 

decrease the impact forces generated between the device mass and the shock stops, and 

enable wafer-level, batch fabrication processes compatible with microfabrication 

techniques.  Simulation and experimental results clearly demonstrate that both 

solutions offer superior shock protection compared to conventional hard shock stops.  

Following testing of more than 70 devices, we observe a twenty fold increase in device-
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survival rate for devices protected either by silicon nonlinear-spring stop or by Parylene 

soft-coating stops.  
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CHAPTER 1 

 

INTRODUCTION 

 

Since their introduction in the 1960s in the form of resonating gate transistors, 

Micro-Electro-Mechanical-Systems (MEMS) have made enormous advances.  MEMS 

manufacturing technologies have led to many new classes of devices which continue to 

replace their macro-scale counterparts due to their miniature size, low cost, reduced 

power consumption, and convenient integration with semiconductors/IC fabrication 

techniques. 

This transition from macro-scale to micro-scale devices is reflected by the large 

increase of the MEMS market.  Currently MEMS devices are widely employed in 

applications ranging from consumer products (including automotive components, 

mobile phones, gaming devices and toys) to specialized markets for extreme 

environments (such as in military and mining/oil production applications).  Moreover, 

the MEMS market, which was already valued at more than eight billion in 2005, is 

expected to triple by 2015 [1]. 

This dramatic expansion of the MEMS market is due in part to the successful 

transfer of this technology from the laboratory to the commercial sector.  In the 

commercial sector, the devices are challenged by uncertain and frequently changing 

environments which may significantly impact device performance and reliability. For 

successful commercialization, one must ensure that device performance remain robust.  

Mechanical vibration and shock are two major environmental influences that 

potentially degrade device performance.  These effects are frequently more significant 

in MEMS devices than in ICs because MEMS employ mechanical structures that are 

susceptible to mechanical vibration and shock.  The mechanically-induced vibration 

and shock experienced by moving MEMS micro-structures may deteriorate device 

reliability and promote degraded performance and/or structural damage. 

These undesirable effects are reported in several experimental observations [2-5].  

In short, vibration is known to produce unwanted device output while shock may 

produce permanent structural damage  As discussed in more detail in Sections 1.1 and 

1.2, these influences are difficult to control by electronics [6] and may ultimately reduce 
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the service life of the device [4]. 

Therefore, there is considerable interest in developing technologies to protect the 

MEMS devices from vibration and shock.  Much effort, especially in MEMS 

packaging, has been already devoted to the challenge of developing protection 

technologies against vibration and shock [2, 4, 7-9].  This protection becomes even 

more critical for high-performance devices or devices considered for harsh environment 

applications.  High-performance designs often involve delicate device structures 

and/or sensitive interface electronics, which are highly susceptible to mechanical 

excitation.  Devices in harsh environments also require greater reliability than devices 

employed in less severe applications..   

This dissertation has three major objectives.  First, we will analyze a number of 

mechanisms which produce the undesirable effects due to vibration or shock.  The 

analyses will be performed for individual classes of devices and potential applications.  

Second, using these analyses, we will identify which devices and applications are most 

sensitive to vibration or shock and thus require protection.  Third, we will design and 

develop technologies that provide vibration isolation and/or shock protection.  The 

resulting technologies are designed to be easily integrated with many MEMS devices 

using conventional microfabrication techniques.  Moreover, the performance 

improvements by the proposed technologies will be demonstrated by simulations and/or 

by experiments.  Also, design trade-offs and the relative advantages/disadvantages of 

the proposed technologies will be highlighted.  

In the remainder of this chapter, we will review shock and vibration effects on 

MEMS and the associated methods of protection in Sections 1.1 and 1.2, respectively.   

Specifically, Section 1.1.1 reviews shock conditions in several applications while 

Section 1.1.2 details how shock affects MEMS devices. Section 1.1.3 surveys available 

shock protection methods and their pros/cons and Section 1.1.4 introduces our new 

shock-protection technologies and highlights their advantages.  Concerning vibration, 

Section 1.2.1 reviews vibration conditions by application and Section 1.2.2 discusses 

the associated effects on devices.  Section 1.2.3 describes available vibration 

isolation/suppression techniques.  Section 1.3 highlights the overall contributions of 

this dissertation.  Finally, this chapter closes in Section 1.4 with the outline of the 

dissertation.  
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1.1. Shock Protection for MEMS 

1.1.1. Shock from Environment 

Mechanical shock develops from a large force over a very short time relative to 

the settling time or the natural period of a device [10].  Shock is thus characterized by 

large amplitude, short-duration, impulse-like loads.  Shock loads are not easy to 

quantify due to their wide amplitude range (20g to 100,000g or larger), their wide range 

of duration (50 to 6000 µsec) [11], and their largely unknown and unrepeatable ‘shape’ 

(pulse, half-sine, etc) [12]. 

Shock from the environment, despite some uncertainties, can be roughly classified 

by application.  Among the three characteristics that define shock (amplitude, duration, 

and shape), the pulse shape is least understood and varies considerably by event and 

application.  Shock duration is often related to shock amplitude, as shown in many 

applications [11], and higher shock amplitude generally (but not always) accompanies 

shorter shock duration.   

Table 1.1 summarizes the shock amplitudes arising in various environments. In 

everyday/common applications such as free fall, an object experiences 1-g acceleration 

until it impacts a surface.  When impacting hard surfaces, an object may experience 

substantial (~2000 g) shock when dropped from a mere 1-m (e.g., from a table) and 

significantly greater (~7000 g) shock when dropped from 25m (e.g., from a building).  

In automotive applications, airbag sensors are required to operate in 20-50 g [13, 14] 

shock environments and knock sensors in 1000 g [13] shock environments.  Other 

automotive applications require device survival following shock amplitudes of 3000 g 

[15].  Even higher shock amplitudes are realized in harsh environments. Sensors for 

oil and gas exploration are required to survive 20,000 g shock. In laboratory 

experiments, shock tests using Hopkinson bars often produce shock ranging from 5,000 

to 150,000 g [4, 16, 17].  In military applications, large shock amplitudes ranging from 

10,000 to 100,000 g are generated during launching munitions [18, 19] while the 

munition itself experiences much lower shock amplitude (<20 g) during flight. 
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Table 1.1. Shock amplitudes realized in various environments 

Application Shock Amplitude Reference

Everyday/common applications 

Free fall before 

contacting surface 
1 g 

Elementary 

physics 

Fall from a 1-m table to 

hard surface 
~2,000 g calculation

Free fall under 

gravity  

Fall from a 25-m height 

building to hard surface 
~7,000 g [20] 

Operation range of 

accelerometers for airbag 
50 g [13, 14] 

Operation range of 

knocking sensor 
1,000 g [13] Automotive 

Requirement in sensors for 

automotive applications 
< 3,000 g [15] 

Harsh environment applications 

Exploration Oil and gas prospecting 20,000 g [21] 

Shock tests Hopkinson bar 5,000-150,000 g [4, 16, 17]

Gunfire 23,000 g [19] 

Munitions launching from 

tank, artillery, and mortar 
10,000-100,000 g [18, 22] 

Military 
Munitions flight after the 

launch from tank, artillery, 

and mortar 

0.5-20 g [22] 

1.1.2. Shock Effects on MEMS 

The most serious shock effect on MEMS is structural damage to the device.  

MEMS devices that utilize delicate mechanical structures are therefore susceptible to 

shock loads, and are damaged by initiation and propagation of cracks [23, 24], complete 

fracture of device structures [4, 5, 16, 20, 25], and generation of debris [4]. 

Even though the damage mechanism is not always understood [26], the damage 

ultimately results when a device structure cannot sustain the high stress induced by 

shock.  The maximum sustainable stress in MEMS structures follows from the fracture 

stress for brittle materials and the yield stress for ductile materials [27].  In MEMS, the 

fracture stress is more commonly considered because most MEMS devices are made of 

brittle materials such as silicon, polysilicon, and oxide/nitride.  Even though the 

fracture stress varies depending on test conditions [5], shock loading tests using silicon-
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based MEMS structures lead to a commonly accepted range of fracture stress of 0.8-1G 

Pa [4, 20] as explained in detail in Chapter 5. 

One of the processes leading to the damage is referred to as brittle fracture [26].  

As shown in Figure 1.1, an initial crack propagates through a wafer due to localized, 

elevated stress leading ultimately to wafer fracture.  

 

Figure 1.1. MEMS damage by brittle fracture [26]. 

The damage produced by shock loading has been observed in many MEMS 

devices [4, 16, 20, 25].  For example, polysilicon microengines having complex 

structures were subjected to various shock amplitudes from 500 g to 40,000 g [4].  The 

microengine is composed of several linear comb-drive actuators mechanically 

connected by linkage beams to a rotating gear that is anchored to a substrate, as shown 

in Figure 1.2a.  In this experiment, the delivered shock spans across many of the 

application ranges described in Section 1.1.1 and was applied to the top, bottom, and 

sides of the microengines.  Various engine components were damaged including gears 

detached from the substrate, broken/lost linkage beams, broken joints at the 

gear/linkage beam connection, and fractured rear-guide beams for the actuators.  

Because of the complexity of the test structures, the individual damage mechanisms are 

hard to analyze. 

Follow-up experiments using simpler test devices [16] have helped identify 

damage mechanisms.  For example, the test devices included in [16] are an array of 

cantilever beams and simple comb-drive resonators (Figure 1.2b) which were fabricated 

using two fabrication processes, namely SUMMiT
TM

 and Cronos MUMPs.  After 

several high-g shocks (5,000 g to 200,000 g) delivered via a Hopkinson bar, many of 

the cantilever beams and the resonators were damaged at their anchor points.  These 

damages were consistent and identical regardless of fabrication methods. 
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(a) 

Gear and joint Large gear 

Comb drive actuators

Microengine

Comb-drive resonator

Before shock

After shock

Micro-cantilever beam array

After shock

(b) 

(a) 

Gear and joint Large gear 

Comb drive actuators

Microengine

Comb-drive resonator

Before shock

After shock

Micro-cantilever beam array

After shock

(b) 
 

Figure 1.2. (a) Complex microengine used in shock tests [4] and (b) shock-induced 

damage in simple comb-drive actuator (top) and an array of micro-cantilever 

beams (bottom) [16]. 
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Shock-induced damage is also reported in several other devices.  For example, 

MEMS magnetometers subjected to ~7000 g shock exhibited fracture of supporting 

torsion beams upon dropping from a 25-m high building [20].  The magnetometers 

consisted of a ferromagnetic material covering a silicon structure with a flat surface 

supported by torsion beams.  Another example is an array of cantilever beams having 

small tip masses [25].  The cantilever beams, 1-7 mm long and 50-200 μm wide, 

were fabricated using a silicon wafer thinned down to 100 μm by KOH etching and 

patterned by deep RIE.  Shocks of 10,000-40,000 g were applied in the lateral 

direction resulting in fracture at the beam anchor points due to high bending stress.  

Fracture surfaces aligned with the (111) crystal plane of the silicon where the surface 

energy to resist fracture is minimum [5, 28].  Interestingly, a high speed camera was 

used to monitor the real-time fracture processes of the cantilevers.   

In contrast, well-designed MEMS devices are able to survive high shock tests.  

SiC resonators, for example, survived high shock tests up to 10,000 g [29] and 

partially met the military requirements shown in Section 1.1.1.  An overview of 

shock effects and shock test processes designed for MEMS is provided in [11]. 

In summary, the above survey of shock testing of MEMS devices leads to the 

following main conclusions: (1) fracture of micro structures can be induced by 

excessive shock amplitude, (2) fracture often occurs at anchor points due to elevated 

bending stresses, and (3) the shock durability of structures is mainly determined by 

structural dimensions, material properties, and shock amplitude.  Shock-induced 

damage becomes an even more significant concern for high performance devices 

composed of more flexible micro-structures and in harsh environment applications 

where higher shock amplitude are encountered.  

1.1.3. Shock Protection for MEMS 

Limiting the maximum stress is imperative in shock-protection technologies.  As 

the dominant stress in many microstructures derives from bending, it is therefore 

important to limit displacements/deformations that induce significant bending.  This 

objective can be accomplished by limiting the excessive displacement of the device 

proof mass.   

These ideas are illustrated nicely in the simple MEMS design of Figure 1.3 that is 



  8

composed of a single proof mass supported by two beams.  The beams employed in 

this surface micro-machined device are 2 μm thick and 3 μm wide.  A range of beam 

lengths is considered that yield device resonant (or natural) frequencies ranging from 

100 Hz to 500k Hz.  The shock-induced bending stress and methods to prevent the 

bending-induced fracture are further discussed in the latter part of this section and 

Chapter 4.  We compute the maximum bending stress at the base of the beams when 

subjected to two shock loads, 2000 g and 7000 g.  The lower shock load is consistent 

with requirements for automotive applications and the higher shock load is consistent 

with a drop from a 25-m building; refer to Section 1.1.1.  A fracture stress of 0.8G Pa 

is selected as the design criteria for determining the likelihood of failure; refer to 

Section 1.1.2. 

In the Figure 1.3, notice that the bending stress decreases with increasing device 

resonant frequency.  This is expected since increasing resonant frequency implies a 

stiffer device, smaller deflections of the proof mass, and thus smaller bending stress at 

the base of the beam.  The bending stress computed at 7000-g shock loading (blue 

dash-dot line) predicts that the device will survive if its resonant frequency exceeds 

~200k Hz.  Therefore, devices having high resonant frequencies may not require shock 

protection even at reasonably large shock loading. Such “high-frequency” devices may 

include time-reference resonators and disk gyroscopes whose resonant frequencies 

range from 100k Hz to several Mega Hz [30-34].  However, other MEMS devices are 

likely to be susceptible to shock such as accelerometers (resonant frequencies 0.5 to 

5.5k Hz) [35-38], several micro-mirrors (0.3-2k Hz) [39, 40], or devices having mid-

range 1
st
 mode resonant frequencies (4.5k to 15k Hz) such as non-degenerate 

gyroscopes or ring gyroscopes [14, 41-45].  

The results of Figure 1.3 also confirm the obvious conclusion that a device that 

sustains fracture under high-g shock loading may readily survive under low-g shock 

loading. For example, a device having a resonant frequency from ~10k Hz to ~200k Hz 

will be damaged when dropped from a tall building (7000-g shock, blue dash-dot line) 

but will survive when used in automotive applications (2000-g shock, black solid line).  

A conceptually simple strategy to provide shock protection is to design device 

structures that never sustain stresses that exceed the fracture stress. Relative to Figure 

1.3, this strategy is tantamount to increasing the device resonant frequency. Other 

examples include the improved shock resistance of a magnetometer by adjusting the 

length of the device-beam [20], a high-impact (1200-g) gyroscope with optimized 
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device structure [3], micromachined actuators [4], and a SiC resonator with high 

resonant frequency [29]. 

 

10
-1

10
0

10
1

10
2

10
-1

10
0

10
1

10
2

Resonant frequncy [kHz]

B
e
n

d
in

g
 S

tr
e
s
s
 [

G
P

a
]

0.8G Pa 
(Fracture stress)

Bending stress by 7000g shock

Survival

Bending stress by 2000g shock

Fracture
Survival

Shock

Device

Fracture

10
-1

10
0

10
1

10
2

10
-1

10
0

10
1

10
2

Resonant frequncy [kHz]

B
e
n

d
in

g
 S

tr
e
s
s
 [

G
P

a
]

0.8G Pa 
(Fracture stress)

Bending stress by 7000g shock

Survival

Bending stress by 2000g shock

Fracture
Survival

Shock

Device

Fracture

 

Figure 1.3. Computed bending stress as the function of the resonant frequency (or 

stiffness of support beams) and shock amplitude.  

The above concept of re-sizing structural elements to avoid shock damage is 

attractive, because no additional treatments are required and shock performance can be 

conveniently optimized by layout-level design adjustments.  However, this shock 

protection is often achieved at the expense of device performance, including resolution 

or sensitivity.  The increased resonant frequency is not acceptable in devices such as 

high performance accelerometers which require low resonant frequencies [14, 35].  In 

addition, this method is limited to specific applications because it depends on known 

shock amplitudes. 

These disadvantages can be mitigated by a second strategy; the use of hard shock 

stops (Figure 1.4).  This strategy is based on the assumption that the critical stress 

develops when the device beam bends, and that the bending stress is maximized at 

critical points such as beam anchors.  This method seeks to restrict the maximum 

bending stress by employing motion-limiting hard shock stops which limit the travel of 

the device’s microstructure.  The introduction of ‘stops’ decouples the device design 

from the shock-protection design, thus enabling superior device performance.  Hard 

shock stops may not be achievable for devices having very high resonant frequencies 
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because of fabrication limitations.  For example, a MEMS resonator whose resonant 

frequency is 150 kHz may achieve bending stresses that exceed the fracture stress when 

it bends by only ~0.1 μm when subjected to a shock loading of 10,000 g. 

 

Mass

Hard surface

 

Figure 1.4. Conceptual design of hard shock stops. 

Hard stops have been adopted in many applications.  An encapsulated capacitive 

accelerometer, which utilizes out-of-plane over-range shock stops made of an 

encapsulation and a substrate wafer, survived up to 10,000 g shock [46].  The rim (or 

framework) of a piezoresisitive accelerometer functions as in-plane over-range stop, 

which is defined simultaneously with the accelerometer, and thus, no modification of 

fabrication or device design was required for shock protection purpose [47]. 

Several clever modifications of the shock stop concept have also been reported.  

A teeter-totter structure was designed to make the substrate wafer function as both up 

and down directional shock stops [8].  This design, though used on specific devices, 

eliminates the capsulation wafer needed in the typical up-direction shock stop [46].  

Mushroom-shape hard stops, which are surface micromachined on their substrate, were 

adopted to limit the movement of an accelerometer to all three (x, y, and z) directions  

[7].  The accelerometer survived shocks exceeding 2000 g along all three axes with no 

damage or performance shift and met requirements for automotive applications. For 

more precise control of the gap between the device mass and its stops, a capacitive 

accelerometer used one set of finger electrodes as in-plane shock stops [48].  Also, to 

reduce the gap in the vertical direction, out-of-plane shock stops were defined using 

CVD film released after removing a thin sacrificial layer underneath the film [34, 49]. 

Note that the impact on a shock stop can generate a secondary source of shock 
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(e.g., impact force) that may result in fracture, debris, performance shifts, or residual 

oscillation of the device [27, 50-52].  The additional stresses due to impact on a shock 

stop may lead to fracture even though the stop is meant to limit the maximum bending 

stress at the anchor.  This potential problem increases with the more delicate 

microstructures used in higher performance devices. Therefore, effective shock 

protection technologies must also limit secondary impact forces in addition to limiting 

the overall deflections of the microstructure.   

Some efforts have already been devoted to implementing this dual strategy.  A 

curved surface shock stop was suggested as one means to reduce the impact force by 

distributing the contact force over a larger contact area [53].  However, the impact 

force reduction was relatively minor, and it is also not easy to fabricate a curved surface 

in the manner to equally distribute impact force.  Increasing the damping imparted to 

the device mass is another method to reduce the impact force.  An encapsulated 

accelerometer was vented to improve shock resistance [54], but this solution is not 

possible in high-Q MEMS devices like gyroscopes, resonators, or oscillators.  The 

impact force can be reduced by decreasing the gap between the device and its stops.  

However, as the impact force scales with the square of the gap, the ultimate reduction is 

small yet the fabrication complexity can be large. 

1.1.4. New Shock Protection Technologies for MEMS 

In this dissertation, we propose two new shock protection technologies that 

address the shortcomings noted above.  Our solutions basically employ the shock stop 

idea to decouple the device design and the shock-protection design, and are specialized 

to reduce the impact force, which is the potential problem of hard shock stops.  

Our two solutions utilize one or both of the two ways to reduce the impact force.  

Figure 1.5 shows conceptual views of the solutions. Our first concept is nonlinear 

spring shock stops and utilizes a nonlinear spring formed either by a single microbeam 

or by a cascade of closely spaced microbeams.  The compliance of these beam 

structures increases the contact time between the device and stops, and thus reduces the 

impact force delivered to the device as it impacts the shock stop.  In addition, the 

nonlinear hardening stiffness afforded by these structures leads to rapid (nonlinear) 

increases in the restoring force, leading to decreased travel of the device’s mass.  
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However, impulse reduction by this concept is minor because of minor damping effect 

from the stops.  

Our second concept is soft coating shock stops and utilizes a thin-film layer of a 

soft material on an otherwise hard surface, and relies both on the increased surface 

compliance and energy dissipation.  The increased compliance extends the contact 

time, and the increased dissipation reduces the impulse by the smaller coefficient of 

restitution (COR).  Thus, the impact force decreases with a soft coating.  Also, the 

‘softer’ coating dissipates more energy during impact, and this serves to reduce both the 

number of impacts as well as the settling time following shocks.  This energy 

absorption at the impact site becomes more attractive especially in the case of vacuum-

packaged MEMS, when we cannot increase the damping of the device mass.  

However, this concept has smaller impact force reduction compared with nonlinear 

spring shock stops.  

Both of our two concepts showed (1) superior shock protection compared with 

conventional hard shock stops, (2) convenient integration with many MEMS devices, 

and (3) wafer-level, batch fabrication process compatible with conventional 

microfabrication techniques except the deposition of soft-coating materials such as 

polymers.  The nonlinear spring and soft coating shock stops will be further discussed 

in Chapters 4 and 5.  

 

Soft coating

MassMass

(a) (b)

Soft coating

MassMass

Soft coating

MassMass

(a) (b)  

Figure 1.5. Conceptual views of our two novel shock protection technologies. (a) 

Nonlinear spring shock stops and (b) soft coating shock stops. 
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1.2. Vibration Isolation for MEMS 

In this section, we will characterize the vibration environment experienced by 

MEMS devices in various applications (Section 1.2.1), note how these vibrations may 

degrade device performance (Section 1.2.2), and report methods to suppress vibration 

(Section 1.2.3) in MEMS device design.  Finally, we provide a short preview of the 

vibration analysis and isolation systems developed further in this dissertation.   

1.2.1. Characterizing Vibration Environments 

Mechanical vibration refers to sustained oscillatory motion over a reasonably long 

time relative to the settling time of a device [12].  Vibration can manifest itself in 

narrow-band response, as is observed in the simple harmonic response of rotating 

machinery [55], all the way to wide-band (or broad-band) response as that may follow 

shortly after an impact event [3, 12].   

Table 1.2 summarizes the dominant vibration frequencies often considered in a 

wide range of applications.  The dominant frequency ranges listed correspond to the 

those needed to define the acceleration power spectrum. Everyday/common 

applications include the vibration environments produced in land vehicles, in factories, 

and in vibration testing and these environments typically produce modest vibrations 

from near DC to perhaps of a few kHz.  

By contrast, significantly larger amplitude vibrations are experienced in harsh 

environments, particularly those associated with space flight or military applications. 

While a spacecraft in stationary orbit experiences very small and low frequency (< 3 

Hz) vibrations, it may experience large vibrations over a large bandwidth (10k Hz) 

during launch.  Military applications, including aircraft and missile launch and flight, 

similarly produce very large vibrations and large bandwidths (e.g., up to 50k Hz).  

Vibration can also be generated from incident impact (or shock).  As briefly 

described in Section 1.1.2, impacts in MEMS devices produce broad-band excitation 

and generate subsequent dynamic response of device structures.  Each frequency of 

those shocks has a distinct amplitude [56, 57].  Shock-induced vibration is also 

commonly used in vibration-performance testing for MEMS [3, 58]. 
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Table 1.2. Dominant Vibration Frequencies in Various Environments 

Application 
Dominant vibration frequency 

spectrum 
Reference

Everyday/common applications 

Car on normal road  0-400 Hz [59]  

Ambulance 2-500 Hz [60] 

Amtrack train 1-1000 Hz [60] 
Land 

vehicles 
Requirement for several 

automotive sensors  
100-2000 Hz [15] 

Factory 
Rotating machinery  

(motors, fans) 
<1000 Hz [55] 

Vibration 

tests 
Shaker table 10-20,000 Hz [61] 

Harsh environment applications 

Spacecraft in orbit 0.1-3 Hz [62-65] 

Spacecraft Spacecraft during 

launch 

Transient: <60 Hz 

Random vibration: 20-20,00Hz 

Pyrotechnic shock: 10-10,000 Hz 

[66] 

Military aircraft (flight) 100-2000 Hz [67] 
Military 

Missile 0-50,000 Hz [68] 

1.2.2. Vibration Effects on MEMS 

Mechanical vibrations in MEMS can degrade device performance because 

performance frequently relies on the displacements of or stress in microstructures [57, 

69].  The undesirable dynamics generates errors in the device output.   

Such output errors (also referred to as “vibration sensitivity”) have been observed 

in many devices and can be categorized as: (1) false output, or (2) sensitivity change.  

False outputs arise when a MEMS device responds to vibration by generating output 

even in the absence of any target input.  A commercial MEMS vibratory gyroscope 

generates false output errors when subject solely to impact and subsequent vibration 

and no rotation [58, 69].  In this instance, an impact of 100-g was applied along the 

sense-axis of the gyro and produced a false output of ~3.5 deg/sec even though no 

rotation was applied.  However, anther impact-like vibration of 1200-g amplitude 

generated smaller false output of ~1.6 deg/sec when applied along with the rotation axis 

of the gyro.  Another MEMS gyroscope exhibited distinct vibration sensitivities when 

operated in common mode (gyroscope employs single mode of vibration of proof mass) 

versus differential mode (gyroscope employs two modes of vibration of proof mass) 

[70].  In particular, the gyro operating in common-mode exhibited more than four 
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times the vibration-induced false output compared to differential mode.  

In contrast, the sensitivity change (also referred to as “scale-factor change”) 

occurs in the presence of the target input. The total output of the device is that due to 

the target input plus that due to the unwanted vibration. For example, thin-film 

piezoelectric pressure sensors showed significant sensitivity change (10-12%) when 

simultaneously subjected to 10 g vibration [71].  Similarly, a MEMS gyro experienced 

a change in rotation-rate sensitivity when both a rotational and a sense-axis vibration 

were applied [69].  MEMS silicon resonators were reported to produce phase noise of 

~10 ppb/g because their resonant frequency changed by vibration-induced structural 

stress or displacement [72, 73].  This phase noise was a bit higher than that of quartz 

resonators, which also suffered vibration-induced frequency shifts because the vibration 

alters the orientation of the quartz molecules [74].  

These errors immediately appear at the device output, and therefore, we call them 

output errors.  The output errors can generate critical systemic problem in sensor 

systems [65] because they are unpredictable and hard to be compensated using 

electronics. 

Another problem associated with vibration is accelerated device fatigue it may 

produce.  Vibration-induced fatigue may manifest itself in the same physical damage 

including microstructure cracks, debris, bonding area cracks, and/or detachment of 

bonding wires. Fatigue is more likely under the “high-cycle” conditions produced 

during long-term testing as is required by many industrial and military standards.  

Therefore, we call them as long-term fatigue-accelerated physical damage.  This 

problem, although not handled in detail in this thesis, can be mitigated by employing an 

effective vibration-isolation system originally designed to suppress output errors 

induced by sustained vibrations.  

1.2.3. Vibration Suppression for MEMS 

Many strategies exist to reduce vibrations within engineering including designing 

a classical vibration isolation system in the form of a “soft suspension.”  However, 

vibration isolation technologies for MEMS are challenged by many limitations due to 

the constraints imposed by physical size, material selection, fabrication methods, and 

integration methods.  For example, it would be impractical to fabricate a soft 
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suspension to eliminate low frequency vibrations in a bandwidth below 100 Hz because 

small device masses and relatively stiff suspension components (e.g. cantilever beams) 

in MEMS devices yield natural frequencies often in the kHz range and above. Another 

potential solution is to substantially increase damping by resorting to fluid-filled 

devices. However, current micro-fabrication techniques do not provide the means to 

accommodate sealed fluid cavities in a reliable and repeatable manner.  

Despite these limitations, several techniques to suppress vibrations in MEMS 

devices have been reported.  Potential techniques to suppress vibration are illustrated 

in Figure 1.6.  For example, one can suppress vibration either by optimizing the device 

itself (i.e., design a “vibration-insensitive” device) or by isolating the device from 

vibrations (i.e., integrating the device with a vibration isolator).  The micromachined 

vibration isolators may not have sufficiently low natural frequencies, but they are 

effective for MEMS devices that are susceptible to high frequency vibrations, such as 

gyroscopes.  Interface electronics, such as electronic filters or active vibration control, 

may also be used for vibration suppression.  But there are few examples of this in the 

MEMS literature. 
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Figure 1.6. Concepts for vibration suppression in MEMS.  

 1.2.3.1. Optimized Device Structures 

In some applications, it may be possible to design a device to be insensitive to 

vibrations by making it unresponsive to mechanical inputs or by canceling the 

unwanted effects of vibration.  While this strategy appears attractive, a design 

optimized for superior vibration response may well be inferior from the standpoint 

primary device performance (e.g. have unacceptable sensitivity).  

Vibration suppression through the optimized device design can be realized by 

several approaches.  One approach involves optimizing the physical dimensions to 
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increase the resonant frequency of the device so that it lies well above the frequency 

spectrum of the environmental excitation.  This is particularly important for resonators, 

which are especially susceptible to environmental excitation having frequencies at/near 

the resonant frequencies of the device [57].  The increased resonant frequency follows 

from stiffening the device which renders it less susceptible to vibration-induced output 

(errors).  Damping can also be used advantageously to reduce vibration as 

demonstrated in [12, 54].  However, in many applications, the stiffened structure may 

yield less sensitivity and/or resolution for the device.  This approach is often employed 

in MEMS vibratory gyroscopes which are especially sensitive to environmental 

vibrations. As a result, it is generally advised that the resonant frequency for MEMS 

gyros be several times larger than the environmental excitation frequencies [42, 75, 76]. 

Also, a cubic structure made of piezoelectric material (PZT) was operated at its 29
th

 

resonance mode (>100k Hz) and was used as a gyroscope [77].  This high resonant 

frequency makes the device less sensitive to external vibration as explained above.  

A second approach follows from utilizing a vibration mode for the device 

operation that is largely immune to environmental excitation due to its mode shape, 

properly located read-out electrodes, or added electrical filters. This approach is often 

employed in degenerate-mode MEMS vibratory gyroscopes such as ring gyroscopes 

[42, 78, 79].  Ring gyros detect rotation rates using a pair of ring bending modes.  

However environmental excitation largely induces translation (not bending) of the ring 

structure.  For instance, the bending modes of a ring gyroscope were measured to have 

a resonant frequency (~30 kHz) approximately 1.5 times that of the translation mode 

(~20k Hz) [42].  Some gyroscopes employ torsional mode shapes, that are also largely 

immune to environmental excitation as they are hard to excite [80]. 

Another promising approach is to cancel vibration effects using differential 

operation modes.  Differential operation employs two identical sensors that operate 

out-of-phase and the outputs of the two sensors are subtracted to amplify sensor signal 

and to cancel out common-mode noise.  In this context, environmental vibration is 

essentially noise that generates undesirable motion of a common mode shape in the two 

device structures, and is effectively cancelled using differential read-out.  This is 

fundamentally a variation on the approach above since differential operation and 

common-mode operation reply on distinct mode shapes.  This “common-mode 

rejection” is employed in tuning fork gyroscopes which have two single-mass 

gyroscopes operating out-of-phase [57, 81]; refer to detailed discussions in Chapter 2.   
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For example, a tuning fork gyroscope using common-mode rejection exhibited a greater 

than 75% reduction in output error when it was excited by wide-band vibration, 

compared to that when operated in common mode [70].   Another example is an 

accelerometer that uses two vibrating micro-beams operated in differential mode to 

achieve common-mode rejection [82].  This approach has been extended to multiple 

tuning fork gyros to achieve a more symmetric operation and to minimize frequency 

mismatch due to fabrication errors [83, 84].  Thus, a major challenge with this 

approach overall is to achieve perfect matching of the resonant frequencies of the 

component devices.  

Yet another approach is to control unwanted vibration using interface electronics 

that either actively control vibration or filter vibration.   Electrical filters or frequency 

demodulators at the terminal output of the device output are used to filter unwanted, 

out-of-band signals that derive from environmental excitation. Micromachined 

mechanical filters can also be used as reported in [33, 85].  However, such filters 

cannot distinguish in-band signal from in-band noise in several.  Active vibration 

control of MEMS devices has not yet become common.  One example though is a 

micro-cantilever beam (width 30 μm, length 500 μm and thickness of 2 μm) [86] which, 

at least in a design stage, did not demonstrate performance improvements.  

1.2.3.2. Addition of Vibration Isolators 

Another vibration-suppression method is integrating a separate vibration isolator 

structure with MEMS devices.  Classical vibration isolators serve as mechanical low 

pass filters and essentially attenuate high frequency environmental excitation.  

Excitation that is not well above the resonant frequency of the isolation/device, however, 

may not be attenuated and can even be amplified. Thus, isolation system design [87] 

requires good understandings of (1) the frequency spectrum of the environmental 

excitation, (2) how this excitation will impact device performance, and (3) the potential 

adverse effects of introducing an isolator.  

Vibration isolation using “soft suspensions” is well-known in macro-scale 

applications as in the example of a vehicle suspension system and there is therefore 

considerable literature providing extensive descriptions of concepts, designs, fabrication 

methods and test results.  In addition to the classical (passive) isolation introduced 

above, there are also active vibration isolators as shown conceptually in Figure 1.7. 



  19

As mentioned above, the basic passive isolator serves as a mechanical low-pass 

filter.  In our present discussion of MEMS devices, the isolator would be inserted 

between a device and the environment and it filters higher frequency vibrations so that 

they do not adversely affect the device.  While, this strategy is simple and its 

performance can be easily adjusted by simple design changes, it also has limitations in 

both operation and performance.  Passive low-pass-filters (LPF) and notch filters (NF) 

have been developed, but vibration isolators operating as high-pass-filters (HPF) or 

band-pass-filters (BPF) have not been reported using passive components.  Moreover, 

vibration isolators often require delicate and compliant structures which are then 

susceptible to overload and damage from shock.   

These problems may be resolved by employing active vibration isolators. An 

active isolator consists of a passive isolator, vibration sensor, actuator, and feedback 

control electronics (Figure 1.7).  Adequate design of these components improves the 

vibration-isolating performance and also introduces novel filter operation.  However 

active isolators require more complex structures, harder fabrication/integration, larger 

power consumption and more volume compared to passive isolators [12]. 
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Figure 1.7. Conceptual views of a passive vibration isolator (left) and an active 

vibration isolator (right). 

The basic passive mechanical low-pass-filter (LPF) simply consists of a set (or 

multiple sets) of a mass-spring-damper combination mounted between the base of the 

package (environment) and the device itself as shown in Figure 1.8a.  The spring-

mass-damper combination can be fabricated either (1) by using mechanical structures or 

(2) by exploiting the viscoelastic properties of materials [12].  This filter attenuates the 

effects of vibrations that have frequencies larger than the filter’s resonant frequency (fL).  

This attenuation level is determined by fL and by the filter’s damping properties which 
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also determine the filter’s peak amplitude, and the slope after fL. The details of 

mounting a device on an isolator can also influence isolation performance. For example, 

vibration effects on quartz resonators were greatly reduced when the resonators were 

attached to a vibration isolator using a minimum number of  symmetrically arranged 

attachments [74]. 

 Passive mechanical notch filters are traditionally referred to vibration ‘absorbers’ 

in the literature in mechanical vibrations.  They ‘absorb’ vibrations over a small range 

of frequencies centered about the resonant frequency of the absorber [12].  The 

absorber consists of a second mass-spring-damper mounted to a device mass as shown 

in Figure 1.8b.  At the absorber resonant frequency, the absorber oscillated out of 

phase with the device and when properly tuned can significantly reduce the device 

oscillations within a narrow bandwidth. However, there are several problems with this 

strategy.  First, the effects of vibrations having frequencies even modestly different 

from the absorber resonant frequency may not be attenuated and in fact may even 

become amplified.  Second, it can be a challenge to match the absorber resonant 

frequency to the dominant excitation frequency/ies in a changing and often unknown 

environment.  Third, the absorber should ideally be attached to the device mass and 

the additional absorber mass may generate unexpected influence on device performance 

including shifting the resonant frequency and reducing the quality factor.  
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Figure 1.8. Conceptual views of (a) a mechanical low-pass-filter (LPF) and (b) a 

mechanical notch filter (NF, i.e. a vibration absorber).  

Few published works address vibration effects specifically for MEMS devices or 

their vibration isolation.  Of course, it may be somewhat artificial to separate vibration 

isolators used for macro-scale versus MEMS-scale devices.  Nevertheless this 

distinction is important due to the disparate manufacturing methods and materials that 
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are available to construct effective vibration isolators.  Here, we shall focus on 

vibration isolators that can be produced using micromachining technologies and the 

available materials for MEMS fabrication.  

Prior studies consider low-pass filters composed of silicon micro-beams because 

low-pass filters are the easiest to fabricate and to integrate with devices.  For example, 

a micromachined vibration isolator integrated with a surface transverse wave (STW) 

resonator was reported [9, 88].  This isolator is composed of silicon micro-beams 

fabricated by KOH etching and bonded with a commercial quartz STW resonator using 

a conductive epoxy.  As reviewed above, the isolator functions as a low-pass-filter and 

successfully attenuates vibrations having frequencies higher than the filter’s bandwidth 

(1.2 kHz).  This bandwidth was sufficiently small, considering the very high natural 

frequency of the device (1 GHz), and the resulting vibration sensitivity was measured to 

be 1.8*10
-8

/g, which also agrees with FEM predictions (1.3*10
-8

/g).  However, adding 

the isolator integration also resulted in unintended additional vibration modes.  

Because of the bonding epoxy used in the integration of the isolator, a gap of 20-25 µm 

was created between the resonator and the isolator. This gap was sufficient to enable the 

excitation of additional vibration mode that distorted the frequency response of the 

resonator. 

Aside from micromachined vibration isolators, other designs employed 

viscoelastic materials to attenuate vibration energy.  Rubber was used to isolate 

MEMS acoustic sensors from vibration [89] and an isolator made of oil and air was also 

investigated [90].  Another design employed an active vibration isolator [91].  This 

design was composed of a clamped-clamped silicon beam structure with a center mass, 

which yielded a passive isolator, and an active isolator formed by PZT actuators and 

sensors.  However, all of the above studies were for the conceptual design stage and 

none demonstrated device performance improvement via experiments.  

1.3. Principal Contributions 

The major contributions resulting from this dissertation are summarized below. 

 

Concerning shock protection in MEMS devices, we 

1. develop two novel shock protection concepts in the form of nonlinear springs 
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and soft coating shock stops, 

2. demonstrate the superior shock protection afforded by these two concepts 

(shock survival improved at least 20 times over that with conventional hard 

stops), 

3. identify a new fracture mechanism induced by impact between the device 

mass and its motion-limiting (hard) shock stops,  

4. demonstrate experimentally the nature of this fracture mechanism. 

 

Concerning vibration isolation for MEMS devices, we 

1. analyze and compare the vibration sensitivities of  MEMS devices, including 

two common designs for MEMS angular rate gyros  (tuning fork design and 

ring design) that are known to be relatively immune to environmental 

vibration, 

2. achieve partial suppression of vibration-induced effects by altering  the 

device design, 

3. quantitatively demonstrate vibration suppression by integrating a vibration 

isolator for MEMS and provide guidelines for MEMS isolator design.  

1.4. Organization of Dissertation 

This dissertation consists of six chapters and appendices.  Chapter 1 introduces 

the topics of shock and vibration of MEMS devices by reviewing how these 

environmental influences arise in applications, the problems they create, and previous 

solutions and their limitations.  Chapter 2 presents a careful analysis of vibration 

effects in MEMS devices with a focus on MEMS gyros.  Chapter 3 then demonstrates 

how these vibration effects are minimized using integrated vibration isolators.  

Chapter 4 presents two novel shock protection concepts that minimize the impact of the 

device mass with motion-limiting stops.  Chapter 5 summarizes the fabrication of 

these shock protection concepts and the associated experimental results from shock 

tests.  Finally, Chapter 6 concludes the dissertation by reviewing the principal 

contributions and future research opportunities.   
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CHAPTER 2 

 

VIBRATION EFFECTS ON MEMS 

 
This chapter analyzes vibration effects on MEMS devices, especially MEMS 

gyroscopes.  We have three goals to achieve in this chapter.  First, we analyze the 

mechanisms by which vibration produces errors in the output of MEMS devices, 

especially gyroscopes.  Second, we compare the error-generation mechanisms of 

several gyroscope designs.  Third, we investigate the effectiveness and fundamental 

limitations of the device-level vibration-suppression methods, which were introduced in 

Chapter 1. 

Section 2.1 outlines the mechanisms producing vibration-induced errors in 

MEMS and explains why MEMS vibratory gyroscopes are selected for our study.  

Section 2.2 classifies reported MEMS gyroscopes by vibration phenomena.  Vibration 

effects on non-degenerate gyroscopes, especially non-tuning fork gyroscopes and 

tuning fork gyroscopes, are analyzed in Sections 2.3 and 2.4, respectively.  Section 2.5 

presents vibration effects on ring gyroscopes, one of the most common degenerate 

gyroscopes.  Finally, this chapter closes in Section 2.6 by summarizing our findings of 

vibration effects on the various MEMS gyroscopes. 

2.1. Vibration Effects on MEMS Devices and Selection of Gyroscopes 

Vibration can create short-lived output errors.  Output errors in MEMS devices 

are generated because the operation of many MEMS devices relies on the dynamic 

displacement of device structures.  Undesired displacements induced by vibration 

result in unpredictable false outputs that cannot be compensated with electronics and 

they generate critical and systemic problems [1].   

Vibration-induced output errors, also called vibration sensitivity, have been 

reported for various MEMS devices.  We selected MEMS gyroscopes for our study for 

two reasons.  First, MEMS gyroscopes, because of their high quality factor (Q-factor), 

are known to be susceptible to vibration.  Many MEMS gyroscopes require high Q 

ranging from 45 (in air) to tens of thousands (in vacuum).  The high Q is beneficial in 
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improving gyro performance, including resolution and sensitivity.  However, the high 

Q-factor also amplifies vibration amplitudes at certain frequencies and increases output 

signal distortions.  One method of minimizing the vibration sensitivity is to increase 

the resonant frequency of a gyroscopes by orders of magnitude larger than the 

frequencies present in the environmental vibration [2].  However, this method has 

fundamental limitations because the increased resonant frequency also reduces the 

sense-direction displacement due to the Coriolis force. 

The second consideration in our selection of gyroscopes is their complex structure 

and operation.  The analysis of complex devices is advantageous because once a 

complex one is understood, less complex designs are easy to analyze.  A MEMS 

gyroscope can be modeled as a combination of a resonator (driving mass) and an 

accelerometer (sensing mass).  This two-device-combination makes analyzing the 

vibration effects on gyroscopes suitably challenging. 

Vibration effects on MEMS accelerometers are not handled in this thesis because 

vibration is the target input that accelerometers are designed to measure.  

2.2. Classification of MEMS Gyroscopes by Vibration Phenomena 

To understand vibration effects on MEMS gyroscopes, we classify them into 

several categories.  The results are depicted in Figure 2.1 as a genealogical tree of 

reported MEMS vibratory gyroscopes that is divided into branches by vibration 

phenomena.  Vibratory gyroscopes can be broadly divided into angle gyros (whole-

angle mode) measuring the absolute angle rotation and rate gyros (open-loop or force-

to-balance modes) measuring the angular rate [2-4].  A few micromachined angle-gyro 

designs were reported [4-6], but none have demonstrated reasonable device 

performance.  

Almost all micromachined gyroscopes are vibratory gyroscopes, which employ 

the Coriolis-force-induced energy transfer between the two vibration modes of the 

gyroscope [2].  The two vibration modes, i.e., the sense and drive modes, can be either 

a degenerate pair or a non-degenerate pair, depending on the nature of the operating 

modes of the gyroscopes [2, 5, 7].  Physically, the degenerate pair refers to a pair of 

vibration modes that have identical resonant frequencies [8], while the non-degenerate 

pair refers to a vibration-mode pair having distinct resonant frequencies.  Vibrating 

shell and solid gyroscopes are typical degenerate types [2, 3, 7, 9, 10] whereas all other 
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vibratory gyroscopes are the non-degenerate types [5, 11].  The non-degenerate types 

can be mostly modeled as a so-called Coriolis accelerometer, which consists of an 

accelerometer (sense mass) and a resonator (drive mass).  These two devices can have 

identical (matched-mode) or similar (split-mode) resonant frequencies.  The matched-

mode design is predominantly used because the Coriolis force is amplified by the high 

Q, resulting in higher sensitivity and resolution with lower drift [12, 13].  Ideally, these 

two masses should also be completely decoupled to minimize quadrature error [13, 14].  

However, because of design limitations, several coupled or partially-decoupled designs 

have been proposed [14, 15].  A conceptual sketch of these designs is shown in Figure 

2.2.  The first class is a design that has coupled sense and drive masses (CP type) [12].  

The second class is a design that has decoupled sense and drive masses with an 

anchored sense mass (DS type) [16, 17].  The third class is a design that has decoupled 

sense and drive masses with an anchored drive mass (DD type) [18-20].  A doubly 

decoupled design is also reported [13, 14, 21]. 
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Figure 2.1. Genealogical tree of MEMS vibratory gyroscopes. 

Tuning fork gyroscopes (TFG) consist of two such gyroscopes, as depicted in 

Figure 2.2, and they are designed to vibrate out of phase.  Figure 2.3 illustrates 

detailed views of the three major TFG designs, i.e., CP, DS, and DD types.  The 

doubly decoupled design is considered as a non-TFG (in Section 2.3) but not as a TFG 
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(in Section 2.4) in this thesis because the design has not been applied to tuning fork 

gyroscopes.  All three TFG types will be analyzed.  Of course, each TFG design can 

also be operated as a non-TFG if the TFG consists of two non-TFGs.  Table 2.1 

summarizes the reported gyroscopes classified by our classifications explained above.  

These structures generally employ comb-drive electrodes for large and stabilized 

actuation, and capacitance parallel-plate sensing for maximum sensitivity.  These 

actuation and/or sensing mechanisms can also introduce vibration-induced errors that 

occur because of asymmetric side-effects or nonlinearities, not because of the dynamics 

of the structure.  However, because of the differential operation of the TFG, these 

errors arise only in particular situations, as discussed below.  Also, we consider only 

linear beam gyroscopes even though torsion beams are used in several gyroscopes [3, 

22, 23] because the torsion beam designs can be covered by the same analysis. 
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Figure 2.2. Classification of non-degenerate gyroscopes. (a) a design that has 

coupled sense and drive masses (CP type), (b) a design that has decoupled sense 

and drive masses with an anchored sense mass (DS type), (c) a design that has 

decoupled sense and drive masses with an anchored drive mass (DD type), and (d) 

a doubly decoupled design that has completely decoupled sense and drive masses 

with one coupling (or connecting) mass. 
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Table 2.1. Summary of our classification of reported gyroscopes  

Degenerate 
Relation between 

sense/drive masses 
TFG/Non-TFG References 

TFG [12, 24] 
CP 

Non-TFG [25] 

TFG [16, 17, 26] 
DS 

Non-TFG [15, 27, 28] 

TFG [19, 20, 29] 
DD 

Non-TFG [18, 30-36] 

Non-degenerate 

Doubly decoupled Non-TFG [13, 14, 21, 37, 38]

Degenerate   [2, 3, 7, 9, 10, 39] 
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Figure 2.3. Detailed view of the three major designs of tuning fork gyroscopes. (a) 

CP design, (b) DS design, (c) DD design. 
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2.3. Vibration Effects on Non-Degenerate Gyroscopes I -          

Non-Tuning Fork Gyroscopes 

Vibratory gyroscopes have three principal axes: (1) the driving axis (direction of 

vd), (2) the sensing axis (direction of Coriolis force, FC), and (3) the rotation axis 

(direction of Ω).  For convenience, we will denote the driving axis as the x-axis, the 

sensing axis as the y-axis, and rotation axis as the z-axis.  The Coriolis force is given 

by: (2 )x( )C d dF m v= Ω  where md is the mass of the resonator, vd is the response 

(driving) velocity, and Ω is the angular velocity to be measured.  Vibration effects will 

be analyzed based on their directions and frequencies.  

Vibration effects on non-tuning fork gyroscopes are primarily produced from the 

dynamic behavior of the mechanical structures of the gyroscopes.  Our analysis shows 

that vibrations in the sensing direction are, as expected, the most influential.  There are 

several reasons for this.  First, z-axis vibrations have negligible effects because 

gyroscopes, which are designed to be stiff in that direction, undergo negligible z-axis 

displacement.  Second, x-axis vibrations are less significant than y-axis vibrations 

when the rotation velocity (Ω) is small.  The reason is that a gyro’s sense circuitry is 

designed to read displacements only in the sensing axis, and thus, x-axis vibrations 

must be converted to y-axis displacement through the Coriolis force ( 2
C d d

F m v= Ω ) to 

be read by the sense circuitry.  But for small Ω, especially when it is close to the 

resolution of the gyroscope, FC is much smaller than the y-direction force ( y yF ma= ) 

induced by y-axis vibration (ay).  If Ω=0, the x-axis vibration cannot distort the 

gyroscope’s output.  

Vibrations having frequencies close to the resonant frequency of the gyroscope 

are most problematic.  Most MEMS gyroscopes are designed to have a very high Q-

factor so that their displacements induced by Coriolis forces can be amplified.  But the 

high Q-factor also amplifies environmental vibrations near the device resonance. 

As an example, we used the physical dimensions derived from an example 

gyroscope [48].  The gyroscope has a resonant frequency of 15 kHz and a Q of 40,000.  

We found several interesting observations.  First, the drive-axis (ax) and the sense-axis 

(ay) vibrations are compared.  Both vibrations are assumed to have the same amplitude 

and frequency.  The y-direction force produced by ay (i.e., Fy) has an amplitude >10
3
 

times larger than the additional Coriolis force induced by ax when Ω=1 deg/sec.  Thus, 
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any sense-axis vibration is far more influential in producing errors than drive-axis 

vibration as expected.  

Second, low frequency vibrations and vibrations having frequencies at/near the 

gyro’s resonance frequency (f0) are compared.  We assumed that the high-frequency 

(at/near f0) and low-frequency vibrations have identical amplitude and that their 

amplitudes are small enough to ensure that the vibration-induced displacement remains 

smaller than the gap of sense electrodes.  Also, because the outputs of the gyroscope’s 

read-out circuit go through a band pass filter, we can measure only capacitive outputs 

having frequencies near the gyro’s resonant frequency. 

The differential capacitive read-out obeys 

3

0
0 0 0 0

21 1
- ,

-

s
out s

s s s s s

Ay y
C A C C C

g y g y g g g

εε
⎛ ⎞ ⎛ ⎞ ⎛ ⎞

Δ = ≅ + =⎜ ⎟ ⎜ ⎟ ⎜ ⎟+⎝ ⎠ ⎝ ⎠ ⎝ ⎠
      (2.1) 

where AS is the area of sensing electrodes, gs is the initial gap between sense electrodes, 

and y is the displacement of the sense mass along the sense direction.  Higher order 

terms are ignored in this approximation because they have minor influence.  The 

displacement y consists of the desired displacement by due to the Coriolis force and the 

unwanted displacement due to vibration.  Assuming a very slow rotation, this total 

displacement is given by  

( ) ( )
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0 0
0 0
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2 2
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where w0 is the resonant frequency of the gyroscope, wr is the rotation rate, and wv is 

the vibration frequency.  As we assumed a very slow rotation, wr is assumed to be zero.  

D0 is the amplitude of the displacement of the sense mass generated by the Coriolis 

force, and Dv is the amplitude of the displacement of the sense mass generated by the 

sense-axis vibration.  Substituting equation (2.2) into (2.1) yields 

( ),1 0 0 0 0sin sin( )out st v v

s

y
C C C D w t D w t

g

⎛ ⎞
Δ = = +⎡ ⎤⎜ ⎟ ⎣ ⎦

⎝ ⎠
                  (2.3) 
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From these equations, we can extract the following terms that derive from vibration 
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The term (2.5) that is first order in the (small) displacement 
v

D  is much larger than the 

terms (2.6) that are all third order in the displacements 
v

D and 
o

D .  Vibrations having 

frequencies at/near the gyro’s resonant frequency still exist in both expressions (2.5) 

and (2.6), while vibrations having low frequencies (order of magnitude lower than the 

resonant frequency) exist only in equation (2.6), after the gyro outputs are band-pass-

filtered.  Therefore, vibration having frequencies at/near the resonant frequency of the 

gyroscope are dominant because they arise in both equations and because the 

amplitude
v

D is amplified by the high Q.  Calculations using the example gyroscope 

[12] show that vibration at the gyroscope’s resonant frequency (15 kHz) will yield 

>10
10

 times larger output distortion than low frequency vibrations (10-100 Hz) because 

of the high Q (40k) of this gyroscope.  

2.4. Vibration Effects on Non-Degenerate Gyroscopes II -            

Tuning Fork Gyroscopes 

To counter vibration-induced errors, tuning fork gyroscopes (TFGs) employ two 
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masses that vibrate out of phase.  This differential operation cancels common-mode 

errors and also doubles the amplitude of the output signal.  Therefore,  TFGs are 

believed to be insensitive to vibrations [2, 15, 17, 40].  However, TFGs can still 

experience vibration-induced errors from two sources: differential-mode vibrations and 

common-mode vibrations. 

Differential-mode vibrations arise when the two masses of a TFG experience 

different vibration amplitudes.  This difference creates an imbalance in the operation 

of the two masses of a TFG, and thus, the vibration effects no longer cancel.  One 

cause of differential-mode vibration is the unavoidable detuning of the two masses 

during fabrication leading to differences in gyro mass, stiffness, Q-factor, and/or 

sense/drive gaps.  Another cause arises from rotational vibrations producing different 

vibration-induced displacement of each mass in a TFG [17], but it is not dealt in this 

thesis.. 

By contrast, common-mode vibrations occur when the two masses of a TFG 

experience the same vibration.  Common-mode vibration can be more critical than 

differential-mode vibration because it may arise even for an ideally-tuned gyroscope. 

Although a TFG operates differentially, detailed analysis reveals that even a perfectly-

tuned ideal TFG cannot completely eliminate linear vibrations in several special 

situations.  

Some of the situations have been qualitatively explained by means of static 

analysis using one TFG design made of two DS-type gyroscopes [17].  However, a 

more comprehensive understanding of common-mode vibrations is still needed.  We 

present an extensive analysis of the vibration-induced errors in most of the reported 

tuning fork gyroscopes.  The vibration-induced error sources are analyzed for each 

TFG class (explained in Section 2.2) using nonlinear dynamic models.  The models 

are simulated to permit comparison of vibration sensitivities among the TGF classes.  

Finally, we determine the dominant vibration-induced error source of each design and 

determine whether vibration effects can be suppressed by structure-level design changes. 

2.4.1. Modeling  

To numerically analyze vibration-induced errors, we conducted simulations using 

MATLAB and SIMULINK.  The model represents a real tuning fork gyroscope, and it 

is schematically depicted in Figure 2.4.   



  40

 

x’

Coriolis force
Drive electrode

Gap change

Drive mass dynamics
(x, x’, x’’)

Sense mass dynamics
(y, y’, y’’)

Drive force

x’

Drive electrode
Gap change

Drive mass dynamics
(x, x’, x’’)

Capacitance changeCapacitance change

Drive-direction

vibration

Sense mass dynamics
(y, y’, y’’)

Low Pass
Filter

Sense-direction 

vibration

Final Output
Amplitude & Phase

Adjustment

Phase delay (π)Actuation voltage

Frequency Demodulation

Coriolis force

y y

1st gyroscope

Drive force

2ndt gyroscope

x’

Coriolis force
Drive electrode

Gap change

Drive mass dynamics
(x, x’, x’’)

Sense mass dynamics
(y, y’, y’’)

Drive force

x’

Drive electrode
Gap change

Drive mass dynamics
(x, x’, x’’)

Capacitance changeCapacitance change

Drive-direction

vibration

Sense mass dynamics
(y, y’, y’’)

Low Pass
Filter

Sense-direction 

vibration

Final Output
Amplitude & Phase

Adjustment

Phase delay (π)Actuation voltage

Frequency Demodulation

Coriolis force

y y

1st gyroscope

Drive force

2ndt gyroscope

 

Figure 2.4. Block diagram of the simulation model built using MATLAB and 

SIMULINK.   

This model consists of (1) the equations of motion representing the dynamics of 

the sense and drive masses of a TFG, (2) the vibration sources and vibration-induced 

forces, (3) the actuation voltage, (4) the differential capacitive read-out, and (5) the 

frequency demodulation.  The equations of motion are a set of four nonlinear 

differential equations in four unknown coordinates representing the drive and sense 

direction displacements of each gyroscope in a TFG; refer to Section 2.4.1.1.  The 

equations are solved numerically using the ODE45 solver in MATLAB.  The 

frequency demodulation will recover only output signals whose frequencies are at/near 

the gyro’s resonant frequency, as in the case of matched-mode gyroscopes [12, 28].  

2.4.1.1. Equations of Motion 

The notation used in Section 2.4 is defined as follows. 

 

 xleft/yleft, xright/yright: Drive/sense direction displacement of the left and 
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right gyros of a TFG 

 md/ms, bd/bs, kd/ks: Mass, damping coefficient and stiffness of drive/sense 

masses 

 Fd,left, Fd,right:  Drive direction actuating force at drive electrodes of the 

left/right gyros of a TFG 

 Fed,left, Fed,right: Sense direction electrostatic force at drive electrodes of the 

left/right gyros of a TFG 

 Fc,left, Fc,right:  Coriolis force of the left/right gyros of a TFG 

 ax/ay: Vibrations along drive/sense direction  

 VDC/VAC: DC/AC actuation voltages at drive electrodes 

 Cd(x, y): The capacitance of drive electrodes 

 w0: Resonant frequency of a gyroscope 

 ΦAC(Electrode): The phase of AC actuation voltages at each drive 

electrode.  The left and right gyros of a TFG operate anti-phase. 

 Ψed(Electrode): Sign of Fed at each drive electrode of the left/right gyros 

of a TFG 

 Ω:  Rotation rate 

 

The dynamics of the drive masses of left/right gyroscopes are governed by: 

Left gyro: 
,d left d left d left d left d xm x b x k x F m a+ + = −            (2.7) 

Right gyro: 
,d right d right d right d right d xm x b x k x F m a+ + = −       (2.8) 

where the Fd,left and Fd,right are given by:  

[ ]2

, 0

,

( , )1
sin( ( ))

2

d left left

d left DC AC AC

left right electrodes left

C x y
F V V w t Electrode

x

∂
= + +Φ

∂∑          (2.9) 

[ ]2, 0

,

( , )1
sin( ( ))

2

d right right

d right DC AC AC

left right electrodes right

C x y
F V V w t Electrode

x

∂
= + +Φ

∂∑   (2.10) 

The dynamics of the sense masses of left/right gyroscopes are governed by: 

Left gyro: 
, ,s left s left s left c left s y ed leftm y b y k y F m a F+ + = − +       (2.11) 
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Right gyro: 
, ,s right s right s right c right s y ed rightm y b y k y F m a F+ + = − +  (2.12)  

where the Fc,left//Fc,right and Fed,left//Fed,right are given by:  

[ ]2

, 0

,

( , )1
( ) sin( ( ))

2

d left left

ed left ed DC AC AC

left right electrodes left

C x y
F Electrode V V w t Electrode

y
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∂∑  (2.13) 

[ ]2, 0

,

( , )1
( ) sin( ( ))

2

d right right

ed right ed DC AC AC

left right electrodes right

C x y
F Electrode V V w t Electrode

y

∂
= Ψ ⋅ + +Φ

∂∑   (2.14) 

, 2c left d leftF m x= ×Ω                       (2.15) 

, 2c right d rightF m x= ×Ω                      (2.16) 

2.4.1.2. Model Parameters 

The model parameters, derived from either high-volume commercial gyroscopes 

[16, 17, 41] or from typical designs, are listed in Table 2.2.   

Table 2.2. Model parameters  

Model parameters 

Parameters Value Parameters Value 

Resonant frequency 14 kHz 
Comb-drive finger 

overlapping length
5 μm 

Q-factor 45 Sensing voltage 1.5 VDC 

Driving amplitude ~2 μm 
Initial sensing 

capacitance 
~11 fF 

 

To be conservative, a relatively low Q-factor of 45 was selected from among the 

reported gyroscopes [18], because a higher Q-factor would generate much lager 

vibration-induced error.  To achieve a fair comparison, all types of gyros are assumed 

to have the same parameters except drive and sense masses.  The drive masses of 

Type-DS (corresponding to the sense masses of Type-DD) are smaller than the sense 

masses (corresponding to the drive mass of Type-DD) because of the nature of this 

design.  However, the drive and sense masses of Type-CP gyroscopes are the same.  

In our simulations, the drive/sense masses of a Type-CP gyro, the sense mass of a 

Type-DS gyro, and the drive mass of a Type-DD gyro are identical.  

All gyroscope designs are then subjected to the same impulsive impact that 
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induces transient response.  The impact (shown in Figure 2.5) generates wide-band 

vibration similar to that produced in many applications [41].  As the figure shows, the 

impact used in a real vibration experiment and that used in our simulations are of 

similar shape.  The impact initiates unwanted dynamic response of the gyroscope 

structure leading to vibration-induced errors that are also design dependent.  We 

compute and compare the maximum output response (i.e., transient response) following 

the impact. 
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Figure 2.5. Impact shape observed in vibration testing of gyroscopes [41] (top) and 

impact shape used in our simulations (bottom).  

2.4.2. Simulation Results 

Figure 2.6 shows typical time records of the calculated output responses from 

Type-CP, Type-DS, and Type-DD gyroscopes (shown in Figure 2.3) both before and 

after impact.  Figure 2.6a shows the responses with superimposed rotation while 
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Figure 2.6b illustrates the responses without superimposed rotation.  For Figure 2.6a, a 

rotation rate (100 deg/sec) was suddenly applied at 0.05 seconds and the rectangular 

impact was suddenly applied at 0.12 seconds after the gyroscope’s output was stabilized.  

This example and realistic impact [41] is defined by a 100g acceleration amplitude and 

3 ms duration and it is applied in both the drive and sense directions simultaneously.  
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Figure 2.6. Simulated outputs for Type-CP, Type-DS, and Type-DD gyroscopes 

after subjected to the impact shown in Figure 2.5.  The impact has 100g 

amplitude and 3 ms duration. 

The simulation results demonstrate that the outputs of all three gyroscopes are 

distorted by the applied impact/vibration.  Type-CP and Type-DS gyroscopes suffer 

much (orders of magnitude) greater, vibration-induced errors than Type-DD gyroscopes 

both with and without superimposed rotation.  In particular, the maximum transient 
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response of a Type-DD gyroscope in Figure 2.6a is less than 1% of that of a Type-DS 

gyroscope in this example.  This reduction also depends upon the time when the impact 

is applied and the phase of the gyroscope’s actuating signal.  Moreover, the results of 

Figure 2.6b show that a Type-DD gyroscope does not generate any output error relative 

to the large output error produced by a Type-CP and Type-DS gyroscope in keeping 

with the results of Figure 2.6a.  These simulations clearly demonstrate that gyros with 

Type-DD structure are far less sensitive to vibration-induced errors than those with 

Type-CP and/or Type-DS structures.  This rather marked distinction derives from the 

fact at each design has a different dominant error source as shown next. 

2.4.3. Vibration-induced Error Sources in Tuning Fork Gyroscopes 

Ideal TFGs have three major sources of vibration-induced errors.  One error 

comes from the capacitive nonlinearity at the sense electrodes, and the other two errors 

come from the capacitive nonlinearity at the drive electrodes.  Table 2.3 summarizes 

these error sources and vibration conditions that cause them.  It is interesting to note 

that Type-CP and Type-DS gyros have far greater potential to generate vibration-

induced output errors than Type-DD gyros for the reasons discussed below.  Moreover, 

sense-direction vibration is the dominant environmental condition because it is involved 

in every vibration-induced error.  Therefore, if we design an integrated vibration-

isolator (which will be described in Chapter 3), it is essential to integrate the isolator 

along the sense direction.  Non-ideal effects in gyroscopes, like quadrature errors, are 

not included in this analysis.  Rather, our objective is to discuss the fundamental limits 

of ideally fabricated gyroscopes and the possibility of vibration suppression by device-

level design changes. 

2.4.3.1. Error Source I - Capacitive Nonlinearity at Sense Electrodes 

The parallel-plate sensing mechanism contributes a nonlinear behavior between 

sense capacitance and sense axis displacement.  This nonlinearity is negligible in 

normal operation because the displacement produced by the Coriolis force is small.  

However, larger displacements can be readily generated by vibration, and these 

displacements are subject to capacitive nonlinearity.  This nonlinearity-induced error 

will cancel except when a Coriolis force and vibration along the sense direction arise 

simultaneously.  In addition, this nonlinearity-induced error arises in all types of 
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tuning fork gyroscopes. 

Table 2.3. Conditions leading to vibration-induced errors.  FC denotes 

Coriolis force (due to rotation), AX denotes vibration along drive direction, and AY 

denotes vibration along sense direction. 

Error mechanisms 
Condition generating vibration-induced 

errors 

Type-CP & Type-DS Type-DD 
Electrodes Specific Error Sources 

FC AX AY FC AX AY 

Sense Capacitive nonlinearity Yes - Yes Yes - Yes

Asymmetric sense-direction 

electrostatic force 
- Yes Yes Does not exist 

Drive 
Asymmetric change of drive 

capacitance 
Yes - Yes Does not exist 

 

The effect of this nonlinearity can be explained as follows.  Let y be the 

displacement of the sense mass along the sense axis. Then, per equation (2.1), the 

differential capacitive read-out is given by 

3 5

s
s s 2 2 2 2 4

s s s s

2 A2d y y
C A y

g y g g g

⎡ ⎤ ⎡ ⎤ε
= ε ≅ + +⎢ ⎥ ⎢ ⎥−⎣ ⎦ ⎣ ⎦

                  (2.17) 

Where higher order (smaller) terms are neglected.  Let d0 denote the displacement of 

the sense mass along the sense direction by the Coriolis force and dv denote the 

associated displacement due to the sense direction vibration.  Because of the 

differential operation of TFGs, the total displacement of the left gyro is d0+dv whereas 

that of the right gyro is -d0+dv.  Assuming a very slow rotation, let d0= D0sin(w0t) and 

dv=Dvsin(wvt), then the sense direction displacement of the left gyroscope (dL) and that 

of the right gyro (dR) are 

( ) ( )0 0
L 0 v 0 r 0 r v v

0 0 v v

D D
d d d sin w w t sin w w t D sin w t

2 2

D sin w t D sin w t

= + = + + − +
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( ) ( )0 0
R 0 v 0 r 0 r v v
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D D
d d d sin w w t sin w w t D sin w t

2 2

D sin w t D sin w t

= − + = − + − − +

≅ − +
  (2.19) 
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where D0 and Dv are the amplitudes of the displacement by the Coriolis force and by 

vibration, respectively, and w0, wr and wv are the gyroscope’s resonant frequency, 

rotation rate and vibration frequency, respectively.   By substituting (2.18) and (2.19) 

into (2.17), we can calculate the capacitance of the left gyro (CL) and the right gyro (CR).  

Subtracting CL from CR, we arrive at the output of a TFG (Cfinal)  

3 5 2 4 3 2

s 0 0 s 0 v 0 v 0 v
final L R 02 2 4 2 2 4

s s s s s s

A d d A 3d d 5d d 10d d
C C C 4 d 4

g g g g g g

⎡ ⎤ ⎡ ⎤ε ε +
= − = + + + +⎢ ⎥ ⎢ ⎥

⎣ ⎦ ⎣ ⎦
     (2.20) 

   In this equation, the terms in the first bracket derive solely from the Coriolis 

force.  However, the terms in the second bracket, which are denoted as Cvibration,all 

represent vibration-induced errors and they derive from both rotation and vibration 

simultaneously.  This latter term,  

2 4 3 2

s 0 v 0 v 0 v
vibration,all 2 2 4

s s s

A 3d d 5d d 10d d
C 4

g g g

⎡ ⎤ε +
= +⎢ ⎥

⎣ ⎦
                (2.21) 

which does not contain any linear terms, is produced by the capacitive nonlinearity.  

The first and the second terms of Cvibration,all are further analyzed by substituting (2.18) 

and (2.19) into (2.21). 
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The second term of Cvibration,2nd is ignored because it is negligibly small compared 

to Cvibration,1st in most situations.  Note that vibration-induced errors shown in equations 

(2.22) and (2.23) are not filtered out by the frequency demodulation in several situations.  

From the last two equations, we can observe several interesting points.  The 

terms in the first bracket and the second bracket of equation (2.22) are detailedly below 
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in expressions (2.24) and (2.25), respectively.  Note that the D0(w0)Dv
2
(wv) term in 

equations (2.24) and (2.25) depends on w0 and wv.  Note also that the expression 

(2.24) is non-zero regardless of the vibration frequency (wv), that Dv
2
 is maximized 

when wv ≈w0 and the maximum value of D0Dv
2
 increases in proportion to Q

3
.  

Whereas, terms in equation (2.25) will be filtered out by frequency demodulation 

except when wv≈0 because of, and therefore, the D0Dv
2
 term increases in proportion to 

Q.  Because of the high Q of the gyroscope, the D0Dv
2
 term of expression (2.24) has 

much larger amplitude than that of (2.25).   

( )2s
0 0 v v 04

s

A
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The terms in (2.23) are generally smaller than those in (2.22) because D0Dv
4
/gs

6
 is 

smaller than D0Dv
2
/gs

4
 in normal situations.  However, as shown in equation (2.26), 

they become comparatively large when Dv becomes large.  This phenomenon occurs 

when the gyroscope’s Q increases because the first term in equation (2.23) is 

maximized when wv≈w0 and increases in proportion to Q
5
 because of the D0Dv

5
 term. 
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vibration,2nd v
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C D5
max( )

C 3 g
≅                     (2.26) 

Another interesting observation is the performance criterion representing the ratio 

of the gyro’s rotation sensitivity (Crotation) over the gyro’s vibration sensitivity (Cvibration).  

This criterion is expressed by equation (2.27), which is derived using the maximum 

amplitude of the first term (the d0 term) of the first bracket in equation (2.20) and that of 

the term in equation (2.24).  
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s
02 2

rotation s s

2
2svibration v

0 v4

s
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4 D

C g gRotation Sensitivity 2
max

AVibration Sensitivity C 3 D
6 D D

g

ε
⎛ ⎞

= ≅ =⎜ ⎟ ε⎝ ⎠
            (2.27) 

We can maximize this criterion either by decreasing Dv or by increasing gs.  

Increasing gs is more convenient because we need to decrease the gyroscope’s Q to 

decrease Dv.  To maintain the same rotation sensitivity while increasing the gs, we 
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need to increase As, and therefore, the size of the gyroscope increases.  

2.4.3.2. Error Source II – Capacitive Nonlinearity at Drive Electrodes 1: 

Asymmetric Electrostatic Force along Sense Direction at Drive Electrodes 

Vibration can asymmetrically affect the two gyroscopes of a TFG.  The 

asymmetry stems from the incomplete decoupling of sense and drive masses as 

explained in Section 2.2, and this can be problematic for the comb-drive electrodes in 

two ways. 

One problem is induced by asymmetric sense-direction electrostatic forces.  The 

gaps in the comb-drive fingers of the drive electrodes change with displacement along 

the sense direction.  This gap change mostly originates from the Coriolis force or by 

the sense-direction vibration.  This gap change leads to an electrostatic force on the 

comb fingers that depends on displacement in the sense direction.  However, in the 

sense direction, the displacement and the electrostatic force have a nonlinear 

relationship, and therefore, the electrostatic force becomes asymmetric between the two 

gyroscopes of a TFG and accelerates the masses of the gyroscopes in one direction.  

This error is similar to quadrature error [42], but it is generated by vibration, not by 

non-ideal operation or by any mismatch of the two gyros of a TFG during fabrication. 

As shown in Figure 2.3, this effect develops in Type-CP and Type-DS gyroscopes 

but not in Type-DD gyroscopes, which maintain a constant gap for the drive electrodes.  

For Type-CP and Type-DS gyros, this unwanted force component serves to accelerate 

the drive and sense masses along the sense direction, thereby producing an output error.   

However, these forces acting on both gyroscopes of a TFG will cancel except in 

particular situations when both the drive-direction and sense-direction vibrations co-

exist [17].  When a drive-direction vibration is also applied to the gyroscopes in Figure 

2.3a or b, the overlapping areas of the comb fingers at the left electrodes will decrease, 

whereas those at the right will increase.  This is the same for the left and right 

gyroscopes.  The left electrode of the left gyro is actuated by a positive AC voltage 

(VDC+VAC), while the left electrode of the right gyro is actuated by a negative AC 

voltage (VDC-VAC).  Therefore, the sense-directional electrostatic forces of the left and 

right gyros are unequal and thus they no longer cancel.  This error is independent of 

the existence of the Coriolis force.   

The sense-direction electrostatic force can also be generated at sense electrodes but 



  50

it is not influential because only a DC voltage is applied to the sense electrodes. 

The electrostatic-force-induced error is maximized when vibration is applied at 45 

degrees from the drive axis because this error depends on the occurrence of vibration 

along both drive and sense directions.  Figure 2.7 demonstrates that the error induced 

by asymmetric electrostatic force at drive electrodes is the largest when θ=45
0
 and 

smallest when θ=0
0
 or 90

0
. 
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Figure 2.7. Vibration-angle dependency of the errors induced by the asymmetric 

electrostatic force at drive electrodes.  

2.4.3.3. Error Source III – Capacitive Nonlinearity at Drive Electrodes 2: 

Asymmetric Change of Comb-Drive Capacitance at Drive Electrodes  

As described above, the drive electrode gap can change because of vibration along 

the sense axis.  This gap change will modify the capacitance of the comb-drive 

electrode and thus alter the driving force, Coriolis force, and consequently, the 

gyroscope’s scale factor [17].  This capacitance modification of two gyroscopes of a 

TFG becomes asymmetric only if the Coriolis force and vibration along the sense axis 

co-exist.  This situation arises because the sense-direction displacements of the two 

gyros are the same when induced by sense-direction vibration, but opposite when 

induced by the Coriolis force.  However, the asymmetry is independent of any 

vibration along the drive axis.  As before, this error source arises only in Type-CP and 

Type-DS gyroscopes because Type-DD gyroscopes enforce a constant comb finger gap 

for the drive electrodes.  
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2.4.3.4. Summary of Error Sources in the Three TFG Designs  

As discussed above, vibration-induced errors in Type-DD gyros arise only from 

capacitance nonlinearity along the sense axis.  By contrast, Type-CP and Type-DS 

gyroscopes experience all three error sources listed in Table 2.3 because of changing 

comb-drive gap.  In addition, sense-direction vibration is a more detrimental than the 

Coriolis force or drive-direction vibration because it is involved in all error sources. 

2.4.4. Dominant Error Source in Each Tuning Fork Gyroscope Design 

2.4.4.1. Dominant Error Source in Type-DD Gyroscopes 

 Vibration-induced errors in Type-DD gyroscopes mainly arise from the 

capacitance nonlinearity along the sense direction.  The characteristics of this 

nonlinearity-induced error are illustrated in Figure 2.8.  The error amplitude depends 

on the vibration amplitude (Figure 2.8a), and the existence (Figure 2.8a versus b), and 

magnitude of the rotation (Figure 2.8c).  However, this error mechanism is unaffected 

by vibration along the drive axis.  

2.4.4.2. Dominant Error Source in Type-CP and Type-DS Gyroscopes 

Errors in Type-CP and Type-DS gyroscopes are dominated by asymmetry in the 

sense-directional electrostatic force at the drive electrodes.  This error characteristic is 

illustrated in Figure 2.9.  This error may arise if vibrations exist in both the drive and 

sense directions regardless of any rotation speed (Figure 2.9a).  In addition, this error 

increases with increased vibration amplitude (Figure 2.9b).  The other error 

mechanisms (described in Section 2.4.3) are also observable in the simulations, but 

their effects are negligible compared to the effect of the asymmetric electrostatic force.  

The dominant error exceeds all other sources by 99% in our simulations. 
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Figure 2.8. Simulated output of Type-DD gyroscopes. During rotation (a), 

vibration-induced errors occur and increase with larger vibration amplitude (100, 

300, 500g).  However, when no rotation exists (b), no error is observed.  

Moreover, the errors are proportional to rotation speed (c). 
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Figure 2.9. Simulated output of Type-DS gyroscopes.  The dominant vibration-

induced errors in Type-DS are almost independent of rotation speed (a).  The 

vibration-induced errors depend on the vibration amplitude (b).  The simulated 

outputs of Type-CP gyroscopes are almost identical.  

2.5. Vibration Effects on Degenerate Gyroscopes -               

Ring Gyroscopes 

Most degenerate gyroscopes rely on the wine-glass mode of a vibrating structure.  

This mode is also called the flexural mode of shell structures, and we can decouple this 

mode excited by the gyro’s operation (i.e., by Coriolis force) from those excited by 

environmental vibration.  The wine-glass mode includes several design variations, but 

the most well-known MEMS degenerate gyroscope is the ring gyroscope [2, 9, 10].  

Some design variations are also reported [7, 10] but the basic concept remains identical. 

Figure 2.10 depicts the conceptual view of a ring gyroscope.  A vibratory ring 
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gyroscope consists of a ring structure, support-spring structures, and electrodes 

surrounding the ring structure.  The electrodes are used for drive, sense, or control of 

the gyro.  The operation of the ring gyroscope relies on two elliptically shaped 

vibration modes, named the primary and secondary flexural modes, which are also 

called the drive and sense modes, respectively.  The two flexural modes have identical 

resonant frequency because of the symmetry of the ring structure.  

 

Ring Structure

Drive 
Electrode

Support-spring 
Structures

Anchor

Drive 
Electrode

Sense 
Electrode

Sense 
Electrode

Ring Structure

Drive 
Electrode

Support-spring 
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Anchor

Drive 
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Sense 
Electrode

Sense 
Electrode

 

Figure 2.10. Conceptual view of a ring gyroscope. 

The ring gyroscope functions as follows. First the electrostatic drive is used to 

excite the primary flexural (drive) mode in resonance.  When the device is rotated, a 

portion of the vibration energy is transferred from the primary flexural mode to the 

secondary flexural (sense) mode.  The amplitude of the radial displacement of the 

secondary flexural mode is proportional to the rotation rate and thus serves as the means 

to detect that rate.   

The support-spring structure in this illustrated design utilizes eight semicircular 

springs that attach the ring structure to its substrate at the center of the ring.  The eight-

spring design plays an important role in suspending the ring structure, in assuring 

balanced and symmetric operation of the ring gyroscope, and in allowing the two 

flexural modes to have identical resonant frequency.  The necessity for the eight 

springs is discussed in previous work [2, 9]. 

Unlike non-degenerate gyroscopes, ring gyroscopes cannot be analyzed using 



  55

simple lumped models because the mass and the stiffness of the ring gyro are 

distributed within the ring.  We represent the ring as a continuum (beam).  By 

contrast, the mass of the support-beam structure is small by comparison and so we treat 

them as discrete springs that support the ring.  

Several studies were conducted to explain the operation of the ring gyroscope  

under vibration [2, 43, 44].  However, none of them provided a complete model 

including each ring gyro component and all four vibration modes needed to describe 

vibration-induced errors.  This study presents this complete model including the ring 

structure, the support-beam structure, and drive electrodes.  

2.5.1. Normal Mode Model 

Vibrating structures such as ring gyroscopes can be analyzed by the normal mode 

method.  This method assumes that any general vibration-induced displacement of an 

elastic body (u ) can be expressed by the linear combination of its normal vibration 

modes per 

i i

i 1

u (p)q (t)
∞

=

= Φ∑                               (2.28) 

where p is the independent position coordinate(s) which can be expressed by Cartesian 

coordinates (i.e., x and y) or by cylindrical coordinates (i.e., radial and tangential 

coordinates).  The equation includes generalized (modal) coordinates (i.e., 
iq (t) ) and 

mode shape functions (i.e., 
i (p)Φ ).  The generalized coordinates are the time-

dependent amplitudes of the vibration modes. Relevant derivatives of the quantities, 

needed later, are given by  

2

i i
i i 2

2

i i
i i 2

d d
(p) , (p)

dp dp

dq d q
q (t) , q (t)

dt dt

Φ Φ′ ′′Φ = Φ =

= =

                  (2.29) 

Previous studies indicated that the vibration modes utilized during device 

operation (i.e., excited by the Coriolis force) are distinct from those excited by 

environmental vibration [2, 43].  Therefore, to capture both vibration-induced and 

gyro-operation-induced modes, we include four vibration modes in the following 

model; two describing vibration-induced effects and two more describing the gyro-
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operation.  Figure 2.11 shows these four vibration modes.  

 

(a)

(c) (d)

(b)(a)

(c) (d)

(b)

 

Figure 2.11. Four important vibration modes of a ring gyroscope. (a) mode for 

drive operation, (b) mode for sense operation, (c) mode for x-axis external 

excitation, (d) mode for y-axis external excitation. 

The four modes are (1) two flexural modes representing drive and sense operation 

of the ring gyroscope ( F

1u  and F

2u ), and (2) two translation modes induced by external 

excitation in x and y directions ( T

1u  and T

2u ).  In the translation modes, the center of 

the ring translates along the x or y direction while the ring does not bend.  The 

stiffness for these modes derives from bending of the supporting semi-circular beams.  

By contrast, in the flexural modes, the ring structure deforms in the approximate shape 

of an ellipse while the center of the ring does not translate.  The stiffness for these 

modes derives from the bending of both the ring and the semi-circular beams.  

The total displacement of the ring structure is given by 

T T T T F F F F

1 1 2 2 1 1 2 2u q q q q= Φ +Φ +Φ +Φ                 (2.30) 

In Cartesian coordinates, the scalar components of equation (2.30) are 
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T T T T F F F F

x x1 1 x 2 2 x1 1 x 2 2u q q q q= Φ +Φ +Φ +Φ              (2.31) 

T T T T F F F F

y y1 1 y2 2 y1 1 y2 2u q q q q= Φ +Φ +Φ + Φ              (2.32) 

In cylindrical coordinates, the scalar components of equation (2.30) are 

T T T T F F F F

r r1 1 r 2 2 r1 1 r 2 2u q q q q= Φ +Φ +Φ +Φ               (2.33) 

T T T T F F F F

1 1 2 2 1 1 2 2u q q q qθ θ θ θ θ= Φ +Φ +Φ +Φ              (2.34) 

We employ Lagrange’s equation to derive the normal mode model for the 

operation of the ring gyroscope and its response to environmental vibration.  To this 

end, we must formulate the kinetic energy, potential energy, and work done by 

dissipative forces for this four degree-of-freedom dynamical system.  Note that the 

potential energy includes that due to bending of the ring structure, bending of the 

support springs, and the potential energy from the electrostatic forces of drive 

electrodes.  These energies will be derived in following sections.  We ignore several 

non-ideal conditions in ring gyroscopes because of the significant complexity that is 

added to the analysis/modeling without providing the necessary insight that would be 

useful for the reader.  Although non-idealities in ring gyroscopes (such as non-uniform 

mass, unbalanced support springs, etc.) increase sensitivity to external vibration because 

of the coupling between the flexural modes and translation modes [2], the outcome of 

the analysis presented here will no change significantly.  

2.5.2. Mode Shapes 

The mode shapes of a vibrating ring are well known [45, 46] and can also be 

derived using simple calculations because of the symmetry of the ring structure.  The 

first two modes are translation modes in the x and y directions, and their 

radial/tangential components are  

 X-axis translation mode: T T

r,1 ,1( ) cos( ), ( ) sin( )θΦ θ = θ Φ θ = − θ       (2.35) 

 Y-axis translation mode: T T

r,2 ,2( ) sin( ), ( ) cos( )θΦ θ = θ Φ θ = θ         (2.36) 

where θ  is an independent spatial coordinate (angle) describing position around the 
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ring.  The second two modes are elliptical-shaped flexural modes and their 

radial/tangential components are 

 Drive-axis flexural mode: F F

r,1 ,1

1
( ) cos(2 ), ( ) sin(2 )

2
θΦ θ = θ Φ θ = − θ      (2.37) 

 Sense-axis flexural mode: F F

r,1 ,1

1
( ) sin(2 ), ( ) cos(2 )

2
θΦ θ = θ Φ θ = θ       (2.38)  

These mode shapes are orthogonal.  The radial and tangential mode shapes, of course, 

have arbitrary amplitude and therefore they are sometimes reported as multiples of the 

expressions above.  For example, the radial and tangential mode shapes of the drive-

axis flexural mode in equation (2.37) is also written as [2, 45, 46]: 

 F F

r,1 ,1( ) 2cos(2 ), ( ) sin(2 )θΦ θ = θ Φ θ = − θ              (2.39) 

The cylindrical coordinates and corresponding Cartesian coordinates are shown in 

Figure 2.12.  Point P is given by: 

p ring p ringx R cos( ), y R sin( )= θ = θ              (2.40) 

where Rring is the radius of the ring structure.  The cylindrical coordinates can be 

transformed to Cartesian coordinates using (i=1 or 2). 

T T T T

x,i r ,i r ,i ,i

T T T T

y,i ,i r ,i ,i

( ) cos( ) sin( ) ( ) cos( ) sin( )
,

( ) sin( ) cos( ) ( ) sin( ) cos( )

θ

θ θ

⎡ ⎤ ⎡ ⎤ ⎡ ⎤Φ θ −θ −θ Φ θ θ Φ − θ Φ⎡ ⎤
= =⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥Φ θ − −θ −θ Φ θ θ Φ + θ Φ⎣ ⎦ ⎣ ⎦ ⎣ ⎦⎣ ⎦

 (2.41) 

F F F F

x,i r ,i r ,i ,i

F F F F

y,i ,i r ,i ,i

( ) cos( ) sin( ) ( ) cos( ) sin( )
,

( ) sin( ) cos( ) ( ) sin( ) cos( )

θ

θ θ

⎡ ⎤ ⎡ ⎤ ⎡ ⎤Φ θ −θ −θ Φ θ θ Φ − θ Φ⎡ ⎤
= =⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥Φ θ − −θ −θ Φ θ θ Φ + θ Φ⎣ ⎦ ⎣ ⎦ ⎣ ⎦⎣ ⎦

 (2.42) 

These transformations provide the mode shapes in Cartesian coordinates: 

 (1) X-axis translation mode: T T

x,1 y,1( ) 1, ( ) 0Φ θ = Φ θ =                  (2.43) 

(2) Y-axis translation mode: T T

x,2 y,2( ) 0, ( ) 1Φ θ = Φ θ =                  (2.44) 
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(3) Drive-axis flexural mode: 
F

x,1

F

y,1

1 3
( ) cos(3 ) cos( )

4 4

1 3
( ) sin(3 ) sin( )

4 4

⎡ ⎤Φ θ = θ + θ⎢ ⎥⎣ ⎦
⎡ ⎤Φ θ = θ − θ⎢ ⎥⎣ ⎦

         (2.45) 

(4) Sense-axis flexural mode: 
F

x,2

F

y,2

1 3
( ) sin(3 ) sin( )

4 4

1 3
( ) cos(3 ) cos( )

4 4

⎡ ⎤Φ θ = θ + θ⎢ ⎥⎣ ⎦
⎡ ⎤Φ θ = − θ + θ⎢ ⎥⎣ ⎦

      (2.46) 
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Figure 2.12. Ring structure and coordinates of point P (XP, Yp). (a) Cartesian 

coordinates x and y constructed at point P and (b) cylindrical coordinates radial 

(r) and tangential (θ) constructed at point P. 

2.5.3. Assumptions 

We assumed that 

 

(1) The ring gyroscope is ideally fabricated.  

(2) The major axis of the first flexural mode is aligned along the drive axis of the 

ring gyroscope. 

 

From (1) and (2), we assume that the drive electrode is symmetrically located at the 

positions θ=0
0
 and 180

0
 on the ring structure.  Real ring gyroscopes [2, 9] have a 

single-ended drive electrode to accommodate the shift of the primary flexural vibration 

modes, but we excluded this effect to simplify our analysis.  A design of the 

symmetric electrode set was discussed in simple terms in [2].  
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2.5.4. Kinetic Energy   

To calculate the kinetic energy, we use the frames of reference illustrated in 

Figure 2.13.  The quantities appearing in this figure include: 

 

 X0Y0Z0: Inertial frame of reference.  

 XYZ: Translating and rotating (non-inertial) frame of reference.  The 

origin of this frame is the original center of the ring structure (prior to any 

translation or this structure). 

 0r : Position vector from the origin of the inertial frame to the origin of the 

non-inertial frame (XYZ). 

 
Tu : Displacement of the center of the ring structure due to translation. 

 pr : Position vector from the center of the ring structure to a point on the 

undeformed ring  

 
Fu : Displacement of a point on the ring structure due to flexure.  

 u : Total displacement of a point on the ring structure due to translation 

and flexure, T Fu u u= +  

 arbU : Position of a point on the ring structure relative to the inertial frame 

X0Y0Z0 (shown as U in Figure 2.13b)  

 

In reference to Figure 2.13,  

T F

arb 0 p 0 pU r u r u r r u= + + + = + +             (2.47) 

From a derivation based on infinitesimal rotation [47], the velocity of point P is 

given by: 

0 pv v u (r u)= + +Ω× +                   (2.48) 

The non-inertial frame XYZ possesses an angular velocity 

 
x y zΩ =Ω +Ω +Ωi j k                      (2.49) 

and a linear velocity 
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0
0 ox oy oz

d(r )
v v v v

dt
= = + +i j k                   (2.50) 
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Figure 2.13. Coordinate system used to calculate kinetic energy. (a) the overview of 

the inertial and translating/rotating frames, (b) the detailed top view of the 

translating/rotating frame and the deformed ring structure. 

Thus, the velocity of an arbitrary point on the ring is given by 

0 p

ox x p z y z oy y p z x z

oz p x y x p y x y

v v u (r u)

v u y u v u x u

v y u x u

= + +Ω× +

⎡ ⎤ ⎡ ⎤= + − Ω − Ω + + + Ω + Ω⎣ ⎦ ⎣ ⎦
⎡ ⎤+ + Ω + Ω − Ω − Ω⎣ ⎦

i j

k

       (2.51) 

The square of the magnitude of this velocity is 

2 22

ox x p z y z oy y p z x z

2

oz p x y x p y x y

v v u y u v u x u

v y u x u

⎡ ⎤ ⎡ ⎤= + − Ω − Ω + + + Ω + Ω⎣ ⎦ ⎣ ⎦

⎡ ⎤+ + Ω + Ω − Ω − Ω⎣ ⎦

   (2.52) 

where ( )p p p ring ringr (x , y ) R cos ,R sin= = θ θ .  

Terms in (2.52) that are independent of the unknown u  will not contribute to the 

equations of motion (developed by Lagrange’s method) and are therefore eliminated in 

advance.  The remaining terms are re-written as  
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( ) ( ) ( )

( ) ( ) ( ) ( )
( )
( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

22 2

x y z x y x y

22 2 2 2 2

x y z y x z

x y x y

2 2 2 2

x p y z x p x y y p x z y p x y

x oy z oz y y ox z oz x x ox y oy

x p

v u u 2 u u u u

u u

u u 2

u x 2 2 u y 2 u y 2 2 u x 2

u 2v 2v u 2v 2v u 2v u 2v

u y 2

⎡ ⎤ ⎡ ⎤= + + Ω −⎣ ⎦⎢ ⎥⎣ ⎦
⎡ ⎤⎡ ⎤+ Ω +Ω + Ω +Ω⎢ ⎥⎣ ⎦ ⎣ ⎦

⎡ ⎤+ − Ω Ω⎣ ⎦
⎡ ⎤+ Ω + Ω + − Ω Ω + Ω + Ω + − Ω Ω⎣ ⎦
⎡ ⎤+ Ω − Ω + − Ω + Ω + +⎣ ⎦

+ −( ) ( )z y p zu x 2⎡ ⎤Ω + Ω⎣ ⎦

   (2.53) 

Now, we will replace Tu  and Fu  with two term modal expansions using the 

mode shapes of Section 2.5.1 to yield a 4 degree-of-freedom (discrete) model for the 

ring.  The mode shapes are given in equations (2.43)-(2.46).  

The resulting expression for the kinetic energy, though complex, contains many 

terms that ultimately integrate to zero.  These terms vanish due to the orthogonality of 

the mode shapes and because of the symmetry of the ring structure and the mode shapes.  

The detailed derivation is given in Appendix D. 

The kinetic energy of the system (Tkinetic) is found by integrating per 

2

kinetic

V

1
T v dV

2
= ρ∫                (2.54) 

Evaluating this integral and noting the terms that vanish yields the following expression 

for the kinetic energy as a function of the four generalized coordinates. 

( ) ( ) ( ) ( )
( ) ( )

( ) ( ) ( ) ( )

( )( ) ( )( )
( ) ( )

2 2 2 2
T T T T F F F F

kinetic 1 1 2 2 1 1 2 2

T T T T T F F F F F

z 1 2 1 2 1 1 2 1 2

2 2
2 2 T T 2 2 T T

y z 1 1 x z 2 2

2 2
2 F 2 F 2 F F 2 F 2 F 2 F F

x 1 z 1 z 1 1 x 2 y 2 z 2 2

T T T F

x y 1 2 2

1 1 1 1
T M q M q M q M q

2 2 2 2

q q q q q q q q

1 1
q q

2 2

1 1
q q

2 2

q q

= + + +

⎡ ⎤+Ω γ − + γ −⎣ ⎦

+ Ω +Ω α + Ω +Ω β

+ Ω β +Ω α +Ω μ + Ω β +Ω α +Ω μ

− Ω Ω γ + γ ( )
( ) ( ) ( ) ( )
( ) ( ) ( )

( ) ( )

F F

1 2

2 2 F F F 2 2 F F F

y z x1 x y y1 1 x z y2 x y x 2 2

F F F T T T T

z x 2 y2 2 oy z oz y 1 1 ox z oz x 2 2

T T T T

ox 1 1 oy 2 2

q q

q q

q v v q v v q

v q v q

⎡ ⎤⎣ ⎦
⎡ ⎤ ⎡ ⎤+ Ω +Ω δ − Ω Ω δ + Ω +Ω δ − Ω Ω δ⎣ ⎦ ⎣ ⎦

+Ω δ + δ + Ω − Ω η + − Ω + Ω η

+ η + η     (2.55) 

The equation can be further simplified by assuming that the ring structure experiences 

angular velocity solely about the out-of-plane z-axis (Ωz) exists and by removing terms 
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that are expressed as non-homogenous terms after applying Lagrange method.  The 

non-homogenous terms are removed because they will not excite the ring structure at 

the resonant frequency.  For detailed derivations, refer to Appendix D. These 

simplifications result in 

( ) ( ) ( ) ( )
( ) ( )

( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

2 2 2 2
T T T T F F F F

kinetic 1 1 2 2 1 1 2 2

T T T T T F F F F F

z 1 2 1 2 1 1 2 1 2

2 2 2 2
2 T T 2 T T 2 F F 2 F F

z 1 1 z 2 2 z 1 1 z 2 2

T T T T T T T T

oy z 1 1 ox z 2 2 ox 1 1 oy 2 2

1 1 1 1
T M q M q M q M q

2 2 2 2

q q q q q q q q

1 1 1 1
q q q q

2 2 2 2

v q v q v q v q

= + + +

⎡ ⎤+Ω γ − + γ −⎣ ⎦

+ Ω α + Ω β + Ω μ + Ω μ

+ Ω η − Ω η + η + η

        (2.56) 

where 

( ) ( ) ( ) ( )2 2 2 2
T T T T T

1 x1 y1 r1 1

V V

M dV dVθ
⎡ ⎤ ⎡ ⎤= ρ Φ + Φ = ρ Φ + Φ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦∫ ∫

             (2.57) 

( ) ( ) ( ) ( )2 2 2 2
T T T T T

2 x2 y2 r2 2

V V

M dV dVθ
⎡ ⎤ ⎡ ⎤= ρ Φ + Φ = ρ Φ + Φ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦∫ ∫

            (2.58) 

( ) ( ) ( ) ( )2 2 2 2
F F F F F

1 x1 y1 r1 1

V V

M dV dVθ
⎡ ⎤ ⎡ ⎤= ρ Φ + Φ = ρ Φ + Φ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦∫ ∫

             (2.59) 

( ) ( ) ( ) ( )2 2 2 2
F F F F F

2 x 2 y2 r2 2

V V

M dV dVθ
⎡ ⎤ ⎡ ⎤= ρ Φ + Φ = ρ Φ + Φ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦∫ ∫

            (2.60) 

T T T F F F F F

x1 y1 1 x1 y2 x 2 y1

V V

dV, dV⎡ ⎤ ⎡ ⎤γ = ρ Φ Φ γ = ρ Φ Φ −Φ Φ⎣ ⎦ ⎣ ⎦∫ ∫             (2.61) 

( ) ( )2 2
T T T T

1 x1 2 y2

V V

dV, dVα = ρ Φ β = ρ Φ∫ ∫                            (2.62) 

( ) ( ) ( ) ( )2 2 2 2
F F F F F F F F

1 x1 y1 1 2 x2 y2 2

V V

dV M , dV M⎡ ⎤ ⎡ ⎤μ = ρ Φ + Φ = μ = ρ Φ + Φ =⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦∫ ∫
  (2.63) 

T T T T

1 x1 2 y2

V V

dV, dV⎡ ⎤ ⎡ ⎤η = ρ Φ η = ρ Φ⎣ ⎦ ⎣ ⎦∫ ∫                          (2.64) 

2.5.5. Potential Energy I – Ring Structure 

The potential energy of the ring gyroscope originates from three sources:  (1) the 
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flexure of the ring structure, (2) the flexure of the support-spring structure, and (3) the 

electrostatic potential of the electrodes.  For an assumed inextensible ring, the potential 

energy of bending over all the ring elements is given by [46]: 

2

,

1 1 1

2
m ring

V

U EI ds
r r r

⎡ ⎤= −⎢ ⎥+ Δ⎣ ⎦∫                 (2.65) 

where the change in curvature of a differential ring element due to bending is given by 

1 1

r r r
−

+ Δ
                          (2.66) 

and E and I are Young’s modulus and the moment of inertia of the ring cross section, 

respectively.  When the ring vibrates, a differential element of the ring is displaced to 

,F F

p x p yx x u y y u= + = +                     (2.67) 

The differential arc length of a ring element is then given by: 

2 2 ,
dx dy

ds x y dp x y
dp dp

′ ′ ′ ′= + = =              (2.68) 

Assuming no elongation, the curvature of a ring element is given by [48]. 

( )3/ 2
2 2

1 x y y x

r x y

′ ′′ ′ ′′−
=

′ ′+

                     (2.69) 

Therefore, the potential energy due to bending of the ring is given by 

( )

( )

2

2 2

, 3/ 2
2 2

2

5/ 2
2 2

1

2

1

2

F F F F

p y p x p x p y

m ring p p

p
p p

F F F F

p y p x p x p y

p
p p

x u y u y u x u
U EI x y dp

x y

x u y u y u x u

EI dp

x y

⎡ ⎤′′ ′′ ′ ′′ ′ ′′ ′′− + −⎢ ⎥ ′ ′= +⎢ ⎥′ ′+⎢ ⎥⎣ ⎦

⎡ ⎤′′ ′′ ′ ′′ ′ ′′ ′′− + −⎢ ⎥⎣ ⎦=
′ ′+

∫

∫

     (2.70) 

Substituting in this result the modal expansion for the displacement due to bending 

yields the simple quadratic form  
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( ) ( )2 2

, 1 1 2 2

1 1

2 2

R F R F

m ringU K q K q= +                        (2.71) 

where 

( )

2

1 1 1 1

1 5/ 2
2 2

F F F F

p y p x p x p y
R

p
p p

x y y x

K EI dp

x y

⎡ ⎤′′ ′′ ′ ′′ ′ ′′ ′′Φ − Φ + Φ − Φ⎢ ⎥⎣ ⎦=
′ ′+

∫          (2.72) 

( )

2

2 2 2 2

2 5/ 2
2 2

F F F F

p y p x p x p y
R

p
p p

x y y x

K EI dp

x y

⎡ ⎤′′ ′′ ′ ′′ ′ ′′ ′′Φ − Φ + Φ − Φ⎢ ⎥⎣ ⎦=
′ ′+

∫          (2.73) 

A detailed derivation of these steps is also provided in [2].  

2.5.6. Potential Energy II – Support Beam Structure 

The eight semicircular support springs are analyzed using a lumped model.  

Figure 2.14 illustrates the deflection of the support springs due to the ring translation 

modes and flexure modes.  The figure clearly shows that the stiffness of the support-

spring structure is different for the translation modes and the flexural modes.  In the 

translation modes, all eight springs are active.  By contrast, in the flexural modes, the 

four springs attached to the four anti-nodes (located at 0
0
, 90

0
, 180

0
, 270

0
 in the figure) 

are active but the remaining four springs attached to the four nodes (located at 45
0
, 135

0
, 

225
0
, 315

0
 in the figure) are inactive.   

From Figure 2.14, we observe find that we need three principal stiffnesses of a 

semicircular beam into three directions, as shown in Figure 2.15.   They are the 

horizontal stiffness (KHA), the vertical stiffness (KVA), and the stiffness along to the 45
0
 

direction (K45).  These stiffnesses follow from an analysis of a semicircular spring is 

having one end fixed and one end allowed to deflect in these principal directions.   

Using force-deflection equations basic equations provided in reference [49], all three 

stiffnesses were calculated as follows below: 

3
1 4

2

spring

HA spring

r

K EI

π
π

⎡ ⎤= − +⎢ ⎥⎣ ⎦
                   (2.74) 
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3
1

2

spring

VA spring

r

K EI

π⎡ ⎤= ⎢ ⎥⎣ ⎦
                      (2.75) 

3 3

2 0 2 2

45

1 4 1 4 1

2 1 8sin (45 ) 2 1 4

spring spring

spring spring

r r

K EI EI

π π
π π π π

⎡ ⎤ ⎡ ⎤⎡ ⎤ ⎡ ⎤= − + = − +⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥− −⎣ ⎦ ⎣ ⎦⎣ ⎦ ⎣ ⎦

  (2.76) 

From Figure 2.14, the translation mode stiffness (K
T
) and flexural mode stiffness 

(K
F
) are given by 

452 2 4T

HA VAK K K K= + +                  (2.77) 

4F

HAK K=                               (2.78) 

 

No 

deflection

(a)

(b)

No 

deflection

(a)

(b)  

Figure 2.14. Deflections of support springs induced by the (a) translation modes 

and (b) in flexural modes. 

Using parameters for a nickel ring gyroscope (rspring=235μm) [2] and material 

properties of electroplated nickel (ENi=190 GPa, vNi=0.28 [50]), we calculated K
T
 = 84 

N/m and K
F
 = 70 N/m.  Using the mass of the ring gyro (4.7x10

-9
kg) [2], we further 

calculated the resonant frequency of the translation modes to be ~21 kHz.  This simple 
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estimate is quite close to prediction from FEM ~20 kHz and from measurements ~22 

kHz as reported in [2]. 

 

(a)

KHA

KVA

(b)

450

(c)

K45

(a)

KHA

KVA

(b)

450

(c)

K45

 

Figure 2.15. Stiffnesses of a semicircular spring in three directions. (a) Horizontal 

stiffness (KHA), (b) vertical stiffness (KVA), (c) stiffness along 45
0
 direction (K45). 

Therefore, the potential energy for the support springs follows from 

( ) ( ) ( ) ( )2 2 2 2

, 1 2 1 2

1 1 1 1

2 2 2 2

T T F T F F F F

m springU K q K q K q K q= + + +      (2.79) 

2.5.7. Potential Energy III – Electrical Potential  

The electrodes located on the circumference of the ring, as shown in Figure 2.10, 

contribute to the electrical potential of the device.  One ring-gyro design employs 

thirty two electrodes [2] and another design employs sixteen [9].  To simplify our 

modeling, we decided to include only the drive electrodes because they are the only 

electrodes at which AC voltage is applied to actuate the gyroscope at its resonant 

frequency.  A DC voltage is applied to other electrodes, such as the sense electrodes, 

to maintain balance across the ring and prevent actuation of the ring through these other 

electrodes.  

We also employed a symmetric electrode set as shown in Figure 2.16.  Two 

drive electrodes, located at θn=0
0
 and 180

0
, are actuated in-phase to activate the drive-

axis flexural mode and to suppress the x-axis translation mode.  
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VDC+VACsin(w0t)

θn

Δθn

VDC+VACsin(w0t)

θn

Δθn

 

Figure 2.16. Symmetric set of drive electrodes.  Two drive electrodes are located 

at θn=0
0
 and 180

0
 and they are actuated in-phase. 

A detailed derivation of the electrical potential energy of the drive electrodes was 

presented in [2] using the two flexural modes.  The capacitance of each electrode in 

the ring gyroscope is given by 

( ) ( )

2

02

2 2 2
2

2 3

0 0 02 2 2

n n

n n

n n n n n n

n n n n n n

ring ring

n

ring ring ring ring ring ring

R h
C d

g d

R h R h R h
d d d d d

g g g

θ θ

θ θ

θ θ θ θ θ θ

θ θ θ θ θ θ

ε
θ

ε ε ε
θ θ θ

+Δ

−Δ

+Δ +Δ +Δ

−Δ −Δ −Δ

=
− Δ

≅ + Δ + Δ

∫

∫ ∫ ∫

(2.80) 

where g0 is the equilibrium gap spacing, Δd is the change of the gap spacing due to 

vibration, and Rring and hring are the radius and thickness of the ring structure.  θn and 

Δθn (shown in Figure 2.16) are the location of each electrode and the arc of the 

electrode, respectively.  In cylindrical coordinates, Δd, the vibration displacement of 

the ring structure, is given by: 

1 1 2 2 1 1 2 2

T T T T F F F F

r r r rd q q q qΔ = Φ +Φ +Φ +Φ           (2.81) 

Using this relationship, Cn becomes: 
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( ) ( ) ( ) ( )

( ) ( ) ( ) ( )
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2 2 2 2

1 1 2 2
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q d q d q d q d

g

q d q d
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g

θ θ

θ θ

θ θ θ θ θ θ θ θ

θ θ θ θ θ θ θ θ

ε
θ

ε
θ θ θ θ

θ

ε

+Δ

−Δ

+Δ +Δ +Δ +Δ

−Δ −Δ −Δ −Δ

⎡ ⎤
= ⎢ ⎥

⎢ ⎥⎣ ⎦
⎡ ⎤

+ Φ + Φ + Φ + Φ⎢ ⎥
⎢ ⎥⎣ ⎦

Φ + Φ

+

∫

∫ ∫ ∫ ∫

( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( )

( ) ( )

2 2 2 2
2 2 2 2

1 1 2 2

2 2 2 2

2 2 2
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2 2 2
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F F F
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T T T T T F T F T F T F

r r r r r r

T F T F

r r

q d q d

q q d q q d q q d

q q

θ θ θ θ θ θ θ θ

θ θ θ θ θ θ θ θ

θ θ θ θ θ θ

θ θ θ θ θ θ

θ θ θ

θ θ θ

+Δ +Δ +Δ +Δ

−Δ −Δ −Δ −Δ

+Δ +Δ +Δ

−Δ −Δ −Δ

+ Φ + Φ

+ Φ Φ + Φ Φ + Φ Φ

+ Φ Φ

∫ ∫ ∫ ∫

∫ ∫ ∫

F

( ) ( ) ( ) ( )
2 2 2

2 2 2 2 1 2 1 2

2 2 2

2 2
n n n n n n

n n n n n n

T F T F F F F F

r r r rd q q d q q d

θ θ θ θ θ θ

θ θ θ θ θ θ

θ θ θ
+Δ +Δ +Δ

−Δ −Δ −Δ

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥

+ Φ Φ + Φ Φ⎢ ⎥
⎢ ⎥⎣ ⎦

∫ ∫ ∫

(2.82) 

The electrical potential energy from the drive electrodes is given by: 

[ ]
0

2

0

0,180

1
sin( )

2
n

drive DC AC nU V V w t C
θ =

= − −∑
               (2.83) 

This equation, though complex, can be simplified using the following observations: 

 

 The mode shapes (i.e., Φr1
T
, Φr2

T
, Φr1

F
, Φr2

F
) are given by a linear combination 

of cosθ, sinθ, cos2θ, sin2θ terms.  Because θn of the drive electrodes are 0 and 

180
0
, many terms in Cn vanish.  

 Terms that do not involve any of the modal coordinates (i.e., q1
T
, q2

T
, q1

F
, q2

F
) 

are ignored immediately as they will not contribute to the equations of motion 

(via application of Lagrange’s equation). 

 Several terms that produce non-homogeneous terms in the equations of motion 

are ignored because they do not excite the ring at the resonant frequency. 

 All other terms in the equations of motion that cannot excite the ring at the 

flexural resonant frequency are ignored because they will be filtered out.  

 

Upon using the observations above, one can simplify the electrical potential energy to  

( )( ) ( )

( )
( )( ) ( )( )
( )( ) ( )( )

1 1 0 1

2 2

2 3 1 1 2 3 1 2
2 2

2 2

2 3 2 1 2 3 2 2

4 sin( )

1
2

2 4 2 4 2

F

drive DC AC g d

T T

g d d g d d

DC AC
F F

g d d g d d

U V V w t q

q q
V V

q q

χ χ

χ χ χ χ χ χ

χ χ χ χ χ χ

=

⎡ ⎤+ + −
⎢ ⎥− +
⎢ ⎥+ + + −⎢ ⎥⎣ ⎦

      (2.84) 
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where 

1 22 3

0 0

1 2 3

,

sin( ), sin(2 ),

ring ring ring ring

g g

d n d n d n

R h R h

g g

ε ε
χ χ

χ θ χ θ χ θ

= =

= Δ = Δ = Δ

            (2.85) 

Detailed derivation is shown in Appendix E.  Note that these can be also expressed by 

multiple of the expressions depending on the selection of mode shapes, as explained 

using equations (2.39) and (2.41).  

2.5.8. Energy Lost by Viscous Damping 

The energy lost due to viscous damping is modeled below as simple modal 

damping for each mode.  Therefore, the damping coefficient from [2] can be 

simplified to 

X-axis translation mode: ( )2

1 1

1

2

T T
C q−                 (2.86) 

Y-axis translation mode: ( )2

2 2

1

2

T T
C q−                 (2.87) 

Drive-axis flexural mode: ( )2

1 1

1

2

F F
C q−                (2.88) 

Sense-axis flexural mode: ( )2

2 2

1

2

F F
C q−                (2.89) 

where C1
T

, C2
T

, C1
F

, C2
F

 are damping coefficients for each of the four modes used in this 

model. Therefore, energy lost by (or work done by) the damping is given by: 

( ) ( ) ( ) ( )2 2 2 2
T T T T F F F F

damping 1 1 2 2 1 1 2 2

1 1 1 1
W C q C q C q C q

2 2 2 2
= − − − −     (2.90) 

2.5.9. Lagrange’s Equation 

The above expressions for the kinetic energy, potential energy, and dissipation 

can now be employed in Lagrange’s equation to yield the desired 4 degree-of-freedom 

model as follows 
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dampingkinetic kinetic total

T T T T

1 1 1 1

WT T Ud

dt q q q q

∂∂ ∂ ∂
− + =

∂ ∂ ∂ ∂
                 (2.91)  

dampingkinetic kinetic total

T T T T

2 2 2 2

WT T Ud

dt q q q q

∂∂ ∂ ∂
− + =

∂ ∂ ∂ ∂
                 (2.92)  

dampingkinetic kinetic total

F F F F

1 1 1 1

WT T Ud

dt q q q q

∂∂ ∂ ∂
− + =

∂ ∂ ∂ ∂
                 (2.93)  

dampingkinetic kinetic total

F F F F

2 2 2 2

WT T Ud

dt q q q q

∂∂ ∂ ∂
− + =

∂ ∂ ∂ ∂
                 (2.94)  

This process yields the following equations of motion  
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The terms in these equations of motion fall into the following five categories.   

(1) The expression (2.96) contains terms representing the modal mass, damping, and 

stiffness of the ring gyro mechanical structure; (2) the expression (2.97) contains modal 

coupling terms induced by the Coriolis forces and by angular acceleration; (3) the 

expression (2.98) contains additional stiffness terms that arise from centripetal 

acceleration and electrostatic effects, (4) the expression (2.99) contains the terms 
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representing the environmental excitation, and (5) the expression (2.100) contains a 

term from the electrostatic actuation.  
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where  
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( )( )2 DC AC g1 d18 V Vξ = χ χ                                           (2.102) 

All other quantities appearing in the equations of motion above are defined in previous 

sections.   

Note that the four equations of motion (2.95) form two decoupled sets of 

equations which independently govern the translation and flexural modes. These 

decoupled sets are 
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Therefore, the flexural modes, which are excited by the operation of the ring 

gyroscope, are not influenced by the translation modes which are excited by the 

environmental vibration.  Thus, the flexural modes are not influenced by 

environmental vibration.  In other words, a ring gyroscope is vibration-insensitive 

because its sensing modes which are excited by Coriolis forces remain decoupled from 

the (translation) modes excited by vibration.  

2.5.10. Vibration-induced Errors due to Nonlinearity of the Sense Electrodes 

One of the vibration-induced error sources in tuning fork gyroscopes derives from 

the capacitive nonlinearity at sense electrodes which was neglected in the simplified 

model above.  The same phenomenon might also arise in ring gyroscopes and so we 

provide an analysis here.  Figure 2.17 shows a single-ended sense electrode used in 

ring gyroscopes [2, 9].   

The output of a single-ended parallel-plate sensing electrode, when both Coriolis 

forces and sense-direction vibration exist, is given by  
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where C0 is a constant and g0 is the gap of electrodes in equilibrium; D0 and w0 are the 

maximum (Coriolis force induced) displacement of the ring structure along the sense 

direction (i.e., radial displacement along the q2
F
 direction) and the flexural resonant 
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frequency of the ring structure, respectively; Dv and wv are the maximum vibration-

induced displacement of the ring structure along the sense direction and the 

translational resonant frequency of the ring structure, respectively.  As we did in 

Sections 2.3 and 2.4.3.1, we assumed a very slow rotation to simply derivation.  In this 

equation, the terms in the first bracket are produced solely by the Coriolis force, while 

the terms in the second bracket are induced from both the Coriolis force and the 

environmental vibration.  Therefore, the vibration-induced capacitive output is given 

by 
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0 0
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g g
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a single sensing
electrode (C1)

a single sensing
electrode (C1)

 

Figure 2.17. Single-ended sensing electrode in a ring gyroscope. 

Note that the signals produced from the capacitive read-outs will be filtered out except 

for those signals having frequencies at or near the resonant frequency of the gyroscope 

because of the frequency demodulation system explained in Section 2.4.1.  Therefore, 

the three terms in equation (2.106) are filtered except in the following situations: 
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All of these three terms cannot be filtered out in tuning fork gyroscopes, as 

discussed in Section 2.4.  However, all are filtered out in ring gyroscopes because of 

the decoupled resonant frequencies between the translation modes (~20 kHz) and the 

flexural modes (~30 kHz).  Therefore, even capacitive nonlinearity at the sense 

electrodes cannot introduce errors in ring gyroscopes due to environmental excitation.   

2.6. Summary of Vibration Effects on MEMS Gyroscopes  

We selected MEMS vibratory gyroscopes because of their high vibration 

sensitivity and complex structures.  We first classified MEMS gyroscopes into major 

categories and analyzed and compared the vibration-induced errors in each class.  

Table 2.4 summarizes our findings which are as follows. 

Vibration-induced errors arise from three sources: (1) dynamic response of the 

mechanical structure of gyroscopes, (2) capacitive nonlinearity at drive electrodes 

(including asymmetric electrostatic force along the sense direction and asymmetric 

change of drive capacitance), and (3) capacitive nonlinearity at sense electrodes.  The 

non-TFGs are affected by all three error sources and the dominant error source in this 

design is the dynamics of the mechanical structure.  We also demonstrated that the 

most important vibrations are those having frequencies at/near the gyro’s resonant 

frequency and those applied along the sense direction.  TFGs are affected by the 

nonlinearity at drive and sense electrodes because their differential operation cancels 

the dynamic response.  Type-CP and Type-DS gyroscopes experience vibration-

induced errors originating from both drive and sense electrodes, but Type-DD 

gyroscopes experience errors originating from only sense electrodes because these 

gyros enforce a constant gap for the drive electrodes.  This is the reason that Type-CP 

and Type-DS gyros exhibit much larger (>99%) vibration-induced errors than Type-DD 

gyros in our simulations.  The errors in Type-CP and Type-DS gyros arise mainly 

from the asymmetry in the sense-direction electrostatic force at the drive electrodes, 

while the far more modest vibration-induced errors for Type-DD gyros arise largely 

from the capacitance nonlinearity of the sense electrodes.  By contrast, ring 

gyroscopes do not experience errors from any of the three sources because the vibration 

modes produced by the Coriolis force and those excited by environmental vibration are 

decoupled. 
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Table 2.4. Summary of vibration-induced error sources in major classes of 

gyros.  The dominant error source is highlighted. 

Vibration Error Sources 

Capacitive Nonlinearity at Gyro Type Dynamics of 

Mechanical Structures Drive Electrode Sense Electrode 

Non-TFG Errors exist Errors exist Errors exist 

TFG 

(CP and DS) 
Errors do not exist Errors exist Errors exist 

TFG (DD) Errors do not exist Errors do not exist Errors exist 

Ring Errors do not exist Errors do not exist Errors do not exist

 

Although vibration sensitivity is an important factor in evaluating the performance 

of gyroscopes, some gyroscopes might employ a structure that has higher vibration 

sensitivity but meet other desirable performance characteristics.  For example, the DS-

type gyroscope, which is more sensitive to vibration than the DD-type, is in production 

because it can achieve smaller quadrature error [16].  In this case if good vibration 

performance is also required of the gyroscope, a vibration isolator, which will be 

discussed in Chapter 3, will have to be added to the structure. 
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CHAPTER 3 

 

VIBRATION ISOLATION for MEMS 

 

In Chapter 1, we surveyed vibration isolation methods for MEMS and divided 

them into two categories: (1) device-level suppression using vibration-insensitive 

device structures and (2) system-level suppression using vibration isolators.  In 

Chapter 2, we analyzed vibration effects on MEMS gyroscopes and investigated the 

effectiveness of device-level vibration suppression.  We demonstrated that even 

MEMS devices designed to be relatively immune to vibration, such as tuning fork 

gyroscopes, cannot eliminate all vibration effects due to capacitive nonlinearity in the 

drive and sense electrodes.  Therefore, we are further motivated to explore system-

level vibration reduction using added vibration isolators.  

This chapter discusses the design and integration of vibration isolators for MEMS 

devices.  We open in Section 3.1 by explaining how a vibration isolator functions as a 

low-pass-filter (LPF).  Section 3.2 further explains how the LPF reduces vibration 

effects and introduces important design parameters for the LPF.  Section 3.3 

introduces a model of the LPF integrated with a MEMS device, provides methods to 

minimize possible side-effects, and presents a quantitative analysis of the vibration 

reduction for two example gyroscope designs.  Section 3.4 further explains the 

integration of the LPF and Section 3.5 summarizes our findings. 

3.1. Benefits of Mechanical Low Pass Filter 

Figure 3.1 shows a schematic of a LPF integrated with a MEMS device.  A LPF 

is inserted between the device and the external environment, and it attenuates the 

amplitude of the vibrations with frequencies substantially greater than the cut-off 

frequency.  We focus on a passive low-pass filter as our isolation method due to the 

major advantages it possesses over other vibration-isolation methods; refer to Chapter 1.   

First, a LPF can be easily fabricated using simple microstructures.  A typical 

LPF microstructure consists of a proof mass, a damper, and a spring as shown in Figure 

3.1. 
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Second, the LPF is effective in suppressing vibrations whose frequencies are 

higher than the cut-off frequency (fL) of the LPF, and we can easily optimize the 

performance of the LPF by adjusting the properties of the mass, damper, or spring.  A 

design process is provided in Section 3.2.  If the level of vibration-attenuation is not 

sufficient, we can employ multiple vibration-isolator platforms, as illustrated in Figure 

3.2.  The multiple platforms form a multi-order low pass filter and further attenuate 

vibration.  Generalizing, the N-platform filter shown in Figure 3.2b forms a 2*Nth 

order filter while the single vibration-isolation platform, shown in Figure 3.1, is a 

second order filter.  
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Figure 3.1. Schematic of a LPF integrated with a device and the frequency 

response of the LPF. 

Third, a vibration-isolator remains superior to a vibration absorber.  The natural 

frequency of an absorber is matched to the excitation frequency from a harmonic source. 

Thus, an absorber can only be used effectively when the environmental excitation is 

well characterized by a major/known harmonic excitation.  This places severe limits 

on when an absorber can be used.  Also, outside of the absorber’s resonant frequency, 

the absorber may even amplify vibration.   

Finally an active vibration isolator requires a sensor, a feedback system, and a 

micromachined actuator. These additional components increase the cost, power 

consumption, and size of the device, and may generate additional design difficulties.  

In addition, it is difficult to fabricate a micromachined actuator that can produce large 

forces and over a sufficiently large bandwidth. For instance, electrostatic actuation 

cannot generate large forces, piezoelectric actuation requires additional fabrication steps 
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and magnetic actuation requires a permanent magnet or coil magnet which complicates 

processing and increases cost.  Thermal actuation is obviously too slow to 

accommodate for vibration attenuation.  
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Figure 3.2. Multiple vibration-isolation platforms. (a) Two platforms and (b) N 

platforms. 

3.2. Operation and Design of Low Pass Filter 

We elect to demonstrate the effectiveness of the LPF’s on MEMS gyroscopes.  

Gyroscopes are selected because (1) they are sensitive to environmental vibration, and 

(2) because the LPF method should be an effective counter measure, as explained in 

Chapter 2.  Gyroscopes are known to be very susceptible to vibration due to their high 

quality factor (Q-factor), which amplifies vibrations at/near the device resonant 

frequency and increases output signal distortions.  Note that the gyro’s resonant 

frequency, which is in a range of 8 kHz to 30 kHz remains substantially larger than the 

excitation frequencies in most environments; refer to Section 1.2.  Therefore, the LPF 

has significant potential for this application.  

The operation of the LPF integrated with a MEMS gyroscope is conceptually 

shown in Figure 3.3.  The LPF attenuates the amplitude of vibrations having 

frequencies larger than the bandwidth (fL) of the LPF, and this provides vibration 
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isolation, provided that fL is substantially smaller than the gyroscope’s resonant 

frequency (f0).  In essence, the LPF attenuates the frequency response of the gyroscope 

as shown in the figure. 

 

 

Figure 3.3. Operation of a mechanical low pass filter integrated with a MEMS 

gyroscope. 

The design process for a mechanical low pass filter (LPF) is well known.  

Details of generic designs are explained in textbooks [1] and several papers already 

discuss the design process for MEMS-based vibration isolators [2]. Therefore, this 

chapter briefly review important design parameters to design a LPF-based vibration 

isolator (or vibration-isolation platform) for MEMS, especially for MEMS gyroscopes, 

and discusses possible side-effects in Section 3.3.   

The first parameter is the resonant frequency (or cut-off frequency) of the LPF.  

The second parameter is the number of vibration-isolation platforms.  As explained in 

Section 3.1, multiple isolation platforms form a high-order LPF and further reduce 

vibration amplitude.  The third parameter is the damping of the platform.  Most 

mechanical structures are second order filters, so they will have 40dB/dec slope ideally.  

Finally, the fourth parameter is the difference between the device resonance frequency 

and the vibration-isolation platform’s cut-off frequency.  In most cases, this frequency 

difference or is not crucial but it becomes important for resonating devices such as 

gyroscopes, resonators, or resonating sensors because small frequency separations were 

observed to decrease the Q of the devices [3].  The decreased Q derives from the 

increased energy loss by the vibration-isolation platform.  
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3.3. Modeling and Design Guidance 

Figure 3.4 depicts the model of multiple platforms and the forces acting on each 

platform and the device.  The forces are expressed as functions of the stretch of the 

device spring (Xd), the stretch of the ith platform spring (i=1,2,…N), and the vibration-

induced displacement of the base (Xv).  From the figure, we can derive the equations 

of motion for each platform as follows 

Device: ( )d d 1 2 N V d d d dm X X X X X k X c X′′ ′′ ′′ ′′ ′′ ′+ + + + + = − −            (3.1) 

1st platform: ( ) ( ) ( )1 1 2 N V d d d d 1 1 1 1m X X X X k X c X k X c X′′ ′′ ′′ ′′ ′ ′+ + + + = + − +    (3.2) 

2nd platform: ( ) ( ) ( )2 2 N V 1 1 1 1 2 2 2 2m X X X k X c X k X c X′′ ′′ ′′ ′ ′+ + + = + − +     (3.3) 

 

Nth platform: ( ) ( ) ( )N N V N 1 N 1 N 1 N 1 N N N Nm X X k X c X k X c X− − − −′′ ′′ ′ ′+ = + − +    (3.4) 

If N=1, these equations reduce to equations (3.1) and (3.2).   

A primary characteristic of the vibration-isolation platform is the transmission 

ratio (TR).  The TR is defined as the ratio of the stretch of device spring (Xd) and the 

vibration-induced displacement of the base (Xv), i.e. Xd/Xv.  The TR determines how 

much vibration is transmitted to the device through the vibration-isolation platform and 

thus it measures the degree of vibration isolation.  Because MEMS gyroscopes are 

susceptible to vibrations having frequencies are at or near the resonant frequency of the 

gyroscopes, we will use the TR at the gyroscope’s resonance as our criterion.  

The integration of the vibration-isolation platform may also results in adverse 

side-effects.  One of them is the reduction of the device’s resonant frequency.  Figure 

3.5 illustrates the frequency spectrum of one sample gyroscope integrated with one or 

two vibration-isolation platforms.  The figure clearly shows that the integration of the 

platforms reduces the resonance frequency of the gyroscope and this change may be 

critical for gyroscope performance.   However, it should be noted that the reduction 

does not depend on the number of platforms.   
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Figure 3.4. Modeling of multiple vibration-isolation platforms. (a) Conceptual 

view of the multiple platforms, (b) forces involved with the device mass and each 

platform (J=1,2,…, N-1).  

This reduction of gyro’s resonant frequency can be understood and also 

minimized using the following method.  Suppose wd,original and w1,original denote the 

resonant frequency of the device and the 1st vibration-isolation platform before 

integration.   

2 2 1
, 1,

1

,= =d
d original original

d

k k
w w

m m
                          (3.5) 

After integration, the resonant frequency of the device becomes: 

( )

2

2 2 1 1 1
, 1,

1 1 1 1 1

2 2 2

, 1,

1
, 4

2

1
4

2

d d d d d
d new new

d d d

d old old

k k k k kk k k
w w

m m m m m m m m

S S w w

⎡ ⎤⎛ ⎞⎢ ⎥= ⋅ + + ± + + − ⋅ ⋅⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦

⎡ ⎤= ⋅ ± − ⋅ ⋅⎢ ⎥⎣ ⎦

      (3.6) 
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Figure 3.5. Reduction of resonance frequency of the gyroscope due to the 

integration of vibration-isolation platforms.  

where S is defined to be: 

2 21
, 1,

1 1 1

d d d
d original original

d

k k kk
S w w

m m m m
= + + = + +                (3.7) 

If,  

2 21
, 1,

1 1

, ,d d
d original original

d

k kk
w w

m m m
=                   (3.8) 

then equation (3.6) can be simplified to  

2

2 2 2 21 1 1
, 1, , 1,

1 1 1

1
, , ,

2

d d d
d new new d original original

d d d

k k kk k k
w w w w

m m m m m m

⎡ ⎤⎛ ⎞⎢ ⎥≅ ⋅ + ± − = =⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦

  (3.9) 

and no change occurs to the device resonant frequency.   

The way to satisfy equation (3.8) is to maximize the 1st platform’s mass (m1).  

This fact also explains why there is only a minor difference between the one-platform 

and two-platform cases in Figure 3.5 because the mass of the 1st platform is the same 

for the two cases. 

Another side-effect of the integration is the reduced Q-factor.  If the Q of the 
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integrated platform is not sufficiently high compared with that of the device, higher 

energy losses arise and the device Q-factor is accordingly reduced.  This reduced Q 

may critically degrade the performance of MEMS gyroscopes and must be avoided.  

To identify the critical parameter determining the Q reduction, several simulations 

were conducted.  First, the damping coefficients of the gyroscope and the platform are 

calculated using 

1 1

1

1

,
d d

d

d

m k m k
c c

Q Q
= =                       (3.10) 

with fixed Q’s of the gyro (Qd) and the platform (Q1).  Using equations (3.1), (3.2), 

and (3.10), the transmission ratio is plotted as shown in Figure 3.6.  The Q of the 

gyroscope (Qd,after) after integration with the platform is then calculated from 

0,

, 3 1 2

3

,
new

d after dB

dB

f
Q f f f

f
= Δ = −
Δ

                      (3.11) 

Figure 3.7 demonstrates the relationship between the performance of MEMS 

gyroscopes (i.e., resonant frequency and quality factor) and the mass and Q of the first 

vibration-isolation platform.  First, the gyro’s resonance frequency does not change 

much once the mass of the first platform becomes sufficiently large.  If the first 

platform has a mass 300 times that of the device mass, only a 2.5 Hz resonant frequency 

reduction is observed.   

Second, the Q of the gyroscope increases by increasing either the first platform’s 

Q (Q1) or mass (m1).  When m1 is small (10*md), a high-Q gyroscope (Q=40k) 

experienced a minor Q reduction (<1%) when integrated with a high Q platform 

(Q=2666), but a larger Q reduction (~22%) was observed when the gyro was integrated 

with a low Q platform (Q=100).  However, in any situation, the increased mass of the 

first platform helps to accommodate the Q reduction, and a platform whose mass is 

>220 times larger than the device demonstrated a minor Q-reduction with both high-Q 

and low-Q platforms. Therefore, the most important design recommendation is to 

increase the mass of the first platform.   

Table 3.1 and Table 3.2 summarize the performance of gyroscopes integrated 

with one or two vibration-isolation platforms.  The two gyros in the tables have 

different resonant frequencies and Q’s.  In these simulations, we assumed that the gyro 

and the platforms are vacuum packaged in a single package, and thus, their damping 
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coefficients are identical.  Therefore, the Q of platforms varies depending the resonant 

frequency and designs, which is different from the simulations in Figure 3.7 where Q as 

held fixed. 

 

14.9 14.95 15 15.05 15.1 15.15
0

0.5

1

1.5

2

2.5

3

3.5

4
x 10

4

Frequency (f) [kHz]

T
ra

n
s

m
is

s
io

n
 R

a
ti

o

15.0346 15.0347 15.0348 15.0349 15.035 15.0

1

1.1

1.2

1.3

1.4

1.5

F (f) [kH ]

Peak valueΔf0

Peak 
value3dB

f1 f2

Δf3dB

Frequency [kHz]

T
ra

n
s
m

is
s
io

n
 R

a
ti
o

Only gyro

(before

integration)

After  

integration

f0,new

14.9 14.95 15 15.05 15.1 15.15
0

0.5

1

1.5

2

2.5

3

3.5

4
x 10

4

Frequency (f) [kHz]

T
ra

n
s

m
is

s
io

n
 R

a
ti

o

15.0346 15.0347 15.0348 15.0349 15.035 15.0

1

1.1

1.2

1.3

1.4

1.5

F (f) [kH ]

Peak valueΔf0

Peak 
value3dB

f1 f2

Δf3dB

Frequency [kHz]

T
ra

n
s
m

is
s
io

n
 R

a
ti
o

Only gyro

(before

integration)

After  

integration

f0,new

 

Figure 3.6. Q and Δf0 calculation after integrating with a platform. 
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Figure 3.7. The resonant frequency and Q-factor of a gyroscope integrated with a 

vibration-isolation platform. 
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Table 3.1. Performance of a gyroscope [4] integrated with one or two 

vibration-isolation platforms. The gyroscope has a resonant frequency of 15 kHz 

and a Q of 40,000. 

35k98.9%4278125k
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2nd:x300
Two

Two

37k98.6%5512775k

39k99.9999%0.0422480.5k
1st: x30

2nd:x300
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39k99.998%0.712501k

40k87.6%4.95k4.55k

40k99.9%442.50.5k

mdx300One 

Compared to 
gyro only
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freq 

Platform 

mass

# of 

platform

35k98.9%4278125k
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Two
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39k99.9999%0.0422480.5k
1st: x30

2nd:x300

40k99.6%1772.51k

39k99.998%0.712501k

40k87.6%4.95k4.55k
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Q
TR Peak 
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Freq. 

shifting

Platform 
resonant 

freq 

Platform 

mass

# of 

platform

 

The results of these tables reveal three major findings that are consistently 

observed in both gyroscopes.  First, the two most important design parameters are the 

resonant frequency and the mass of the first platform. By decreasing the resonant 

frequency of the first platform, we decrease the transmission ratio.  By increasing the 

mass, we can minimize the resonant frequency change and the Q reduction.  For 

example, in Table 3.1, the one-platform design shows that the peak transmission ratio 

(TR) decreases from 12.4% to 0.1% (when normalized to the TR of the case without 

any platform) by adjusting the first platform’s resonant frequency (f1) from 5 kHz to 0.5 

kHz.  Because the TR represents how much vibration is transmitted to the device, as 

explained in Section 3.3, the decreased TR implies that vibration effects is also reduced 

by lowering the f1.  In the same table, the two-platform designs demonstrate that larger 

first-platform mass (md x 30) produces a smaller change in both the gyro’s resonant 

frequency (Δf0) and Q-factor than the smaller first-platform mass (md x 10), even 

though the first platform’s resonant frequencies are identical. 

Second, the integration of two (or multiple) platforms further reduces vibration 

effects, as expected.  For example, in Table 3.1, the TR of the one-platform design is 

reduced from 0.4% to 0.002% by employing the second platform when f1=1 kHz.  The 

amount of the TR reduction is almost the same regardless of the masses of the first and 
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second platform.  

Third, the characteristics of the second platform (or platforms other than the first 

platform) are not critical compared to those of the first platform because they are not 

strongly related with the reductions of the TR, Δf0, and/or Q. 

Therefore, the design of the first platform is crucial.  All of the behaviors listed 

above are consistently observed in both Table 3.1 and Table 3.2, despite the resonant 

frequency and Q of the sample gyroscopes being different.  Also, considering the 

discussions in Chapter 2, the vibration-isolation platforms are most efficient when 

aligned along the sense direction of gyroscopes.  

Table 3.2. Performance of another gyroscope [5, 6] integrated with one or 

two vibration-isolation platform. The gyroscope has resonant frequency of 8.9 kHz 

and Q of 4.1k. 
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3.4. Integration 

An isolator designed according to the concepts above has been integrated with a 

wafer-level, environment-resistant package in Dr. Lee’s dissertation as a vertical 

vibration-isolation platform [7-9].  An upgraded version of the vibration isolator is 

presented in Appendix A.  The same package used in [7] is used, but our method 

allows us to integrate lateral vibration-isolation platforms or multiple vibration-isolation 

platforms.  
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3.5. Design of Gyroscopes and Vibration Isolators by 

Applications 

Although vibration sensitivity is an important gyro parameter, as mentioned in 

Section 2.6, one might have to compromise vibration sensitivity to meet other 

specifications in some applications.  Therefore, when designing gyroscope structures 

and vibration isolators, one must consider the application and its requirements.  The 

application then dictates two different sets of design specifications: (1) gyroscope 

performance and (2) environmental condition.  A gyroscope used for an automotive 

application is used as an example to illustrate the design process. 

Based on their performance specifications, gyroscopes can be classified into three 

classes:  rate-grade, tactical-grade, and inertial-grade [10].  For automotive 

applications, rate-grade gyroscopes are widely employed and require a resolution of 

~0.1 deg/sec. 

The dominant vibration frequencies in automotive applications (<2 kHz) are much 

lower than the resonant frequencies of MEMS gyroscopes (Table 1.2), and therefore, do 

not produce critical vibration-induced errors, as discussed in Chapter 2.  However, 

impact-induced vibration can generate errors. Figure 2.5 shows that a DS-type tuning 

fork gyroscope generates an error of ~14 deg/sec induced by an 100g impact shock [11].  

This impact amplitude falls in the range that automotive sensors can experience 

(<1000g), as shown in Table 1.1. 

The gyroscope described above cannot satisfy the requirements of rate-grade 

gyroscopes because of large vibration sensitivity.  This problem can be solved either 

by changing the gyro structure, such as DD-type tuning fork or ring gyroscopes, or by 

integrating vibration-isolation platforms.  Especially when the gyro structure cannot be 

modified because of other specification requirements, it is possible to satisfy rate-grade 

requirements by adding one isolation platform (fL=1 kHz, m1=300*md).  

3.6. Summary 

This chapter reviewed the rationale for using a low-pass mechanical filter method, 

the design process to optimize this filter, and (3) the design trade-offs and side effects 

caused by its integration with MEMS gyros.  Two example gyroscopes are selected 

and they both exhibit substantial vibration isolation using the designed LPF’s. 
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Simulation results show that vibration reduction is increased by >99.98% using a single 

vibration-isolation platform.  The results also demonstrate that the most critical design 

parameter is the mass and the resonant frequency of the first vibration-isolation 

platform.  The designed platform was integrated into a generic environmental isolation 

package in a follow-up study.  
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CHAPTER 4 

 

NEW SHOCK PROTECTION CONCEPTS:  

THEORY and DESIGN 

 

Current shock protection concepts for MEMS, as described in Chapter 1, can be 

divided into two categories: 1) those that minimize stress by optimizing device 

dimensions, and 2) those that minimize stress through motion-limiting hard shock stops.  

While both methods can be effective, they also possess major shortcomings.  The 

dimension optimization method cannot decouple device design from shock protection 

design, and consequently, may compromise device performance.   The hard shock 

stop method leads to secondary shock (i.e., subsequent impact on hard shock stops) that 

may cause fracture, debris, performance changes, or unwanted oscillation of a device.  

Therefore, a need remains for superior shock protection methods.  This need is critical 

for high performance devices, which often employ delicate device structures, in vacuum 

packaging, where we have limited material selection and larger dynamic response, and 

in harsh environment applications, where we expect higher shock amplitude.  

Herein we propose two novel shock protection concepts: (1) nonlinear spring 

shock stops, and (2) soft coating shock stops.  Both concepts are simple and both 

address problems that can arise from conventional shock-protection methods.  In 

addition, they can be easily integrated with many MEMS devices without major design 

changes, additional fabrication processes, or extensive increase of device area.  They 

can be implemented in wafer-level and batch fabrication processes, and are compatible 

with conventional microfabrication techniques. 

In this chapter, we discuss the design, simulated performance, and possible 

applications of these concepts.  Section 4.1 summarizes the principles underlying the 

concepts.  Section 4.2 presents the key design parameters for nonlinear spring shock 

stops and Section 4.4 presents those for soft coating shock stops.  Performance trade-

offs associated with each parameter are also described.  Sections 4.3 and 4.5 present 

simulation results and demonstrate the impact-force reduction afforded by both 

concepts.  Section 4.6 summarizes our findings, and Section 4.7 discusses possible 
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applications of our technologies.  Section 4.8 closes this chapter by summarizing 

results and conclusions.  

4.1. Underlying Principles 

Both design concepts limit the displacement of the device mass as the means to 

reduce potentially large stresses under shock loading.  In addition, they also seek to 

minimize the impact force (FIM) delivered to the device while it contacts a stop, a force 

that can becomes excessive for conventional hard shock stops.  

The impact force (FIM) can be minimized in two ways: (1) by decreasing the 

impulse (δ) generated during contact, or (2) by increasing the contact time (Δt).  These 

potential solutions follow from the relation FIM∝ δ/Δt.  One way to increase the 

contact time is to increase the compliance of the “stop”.  One way to decrease the 

impulse is to maximize the energy dissipation during impact. 

The first method utilizes a nonlinear spring formed either by a single microbeam 

or by a cascade of closely spaced microbeams (Figure 4.1b).  The compliance of these 

beam structures increases the contact time between the device and the stops, and thus 

reduces the impact force.  In addition, the nonlinear hardening stiffness afforded by 

these structures leads to rapid (nonlinear) increases in the restoring force and decreased 

travel of the device mass.  However, the impact-force reduction by this method is 

minor because only a small amount of energy is lost through the contact between the 

device mass and the shock-stop beams.  

The second method utilizes a soft thin-film layer on an otherwise hard surface, 

and utilizes both surface compliance and energy dissipation (Figure 4.1c).  The 

increased compliance extends the contact time, the increased dissipation (i.e. smaller 

coefficient of restitution) reduces the impulse and thus both effects reduce the impact 

force.  Moreover, the soft coating dissipates energy during impact, and thus serves to 

reduce both the number of impacts and the settling time following a shock event.  This 

energy absorption at the impact site becomes more attractive particularly in the case of 

vacuum-packaged MEMS which have virtually no/little air damping.  However, 

simulations reveal that this method is not nearly as effective as the nonlinear spring 

shock stops in reducing the impact force.  

Figure 4.1 shows three different shock stop concepts: (1) a conventional hard 

shock stop (silicon), (2) a nonlinear-spring shock stop, and (3) a soft thin-film coating 
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shock stop.  Each design seeks to protect the MEMS structure represented here by a 

device mass supported by a cantilever.   
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Figure 4.1. Three different shock stops: (a) conventional hard, (b) nonlinear spring, 

(c) soft thin-film coating. 

Figure 4.2 provides a preview of our analysis of these methods which is detailed 

later in this chapter.  This figure depicts the simulated time record of the displacement 

of a device mass following a large shock (1000 g amplitude) which causes the device 

mass to impact a shock stop.  The three shock stops (hard, nonlinear, and soft coating) 

produce distinctly different device dynamics and, in particular, very different impact 

forces (as predicted by the maximum device acceleration during impact).    

The overall characteristics of the three methods are reported in Table 4.1.  As 

noted, both concepts are compatible with current microfabrication processes and 

provide wafer-level and batch fabrication processes.  In addition, both permit the 

control of target shock amplitude by simple design adjustments.  More specifically, the 

performance of the nonlinear spring stops can be adjusted by changing the geometric 

and material properties (number, separation, stiffness) of the shock stop springs.  The 

characteristics of soft coating stops are determined by the coating material properties 

and thickness, and by the design of the bumpers (attached to a device mass) contacting 

the coated surface.  These conclusions will be developed in this chapter. 
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(a)

(b) (c)

(a)(a)

(b)(b) (c)(c)  

Figure 4.2. Simulated device mass displacement during first impact with            

(a) conventional hard (silicon) shock stop, (b) nonlinear spring shock stop, (c) soft 

thin-film coated shock stop. 

Table 4.1. Characteristics of the three shock protection methods in Figure 4.1 

Features Hard Nonlinear Spring Soft Coating 

Impact Force 

Reduction 
Minor High 

Compliance Low High Moderate 

Energy 

dissipation 
Low Low High 

Preferred 

direction 
Lateral/Vertical Lateral Later/Vertical 

Additional 

fabrication  

Process 

No No 
Deposition and definition 

of soft materials 

Increase of 

device area 
No Minor No 

Microfabrication 

compatibility 
Yes Yes 

Wafer-level and 

batch process 
Yes Yes 

Provided via Provided via 

Control of target 

 shock 

amplitude 

gap between 

device mass and 

stop 

(1) geometric &  

(2) material 

properties  

of shock springs 

(1) property & thickness 

of coating and 

(2) design of bumpers 
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While both nonlinear spring and soft coating shock stops reduce the impact force, 

the two differ in several important ways.  Both stops utilize compliant stops to reduce 

the impact force, but the nonlinear spring stops introduce substantially greater 

compliance than the soft coating stops.  The soft coating stops, however, dissipate 

considerably more energy and hence they further reduce the number of impacts.  

These two shock protection concepts also differ in the steps required for fabrication and 

in their preferred direction of protection.  For in-plane shock protection, the nonlinear 

spring stops can be simultaneously fabricated with the MEMS device in a single 

fabrication steps.  Soft coating stops, however, need additional fabrication steps for the 

deposition of soft materials.  For out-of-plane shock protection, the nonlinear spring 

stops are not convenient because it is difficult to fabricate released micro-springs under 

a device.  By contrast, the soft coating stops can be readily fabricated in both lateral 

and vertical directions.  Moreover, we do not need to expand the area of the device for 

either concept except perhaps a minor area increase when adding nonlinear springs.  

4.2. Design and Analysis I - Nonlinear Spring Shock Stops 

4.2.1. Design of Nonlinear Spring Shock Stop  

The performance of nonlinear spring shock stops is mainly determined by the 

design of the beam structure used as shock stops.  The addition of one or more beams 

creates a compliant shock stop that can greatly reduce the impact force when struck by 

the device mass.  The possible penalty paid by the increased travel of the device mass 

can also be minimized by designing a nonlinear “hardening” spring with rapidly 

increasing stiffness.  This hardening nonlinearity can be introduced through a single 

beam, either a double-clamped bridge beam or a single-clamped cantilever beam.  The 

nonlinearity of the bridge beam manifests itself in stretching the centerline of the beam, 

whereas that of cantilever beam stems from the bending of the beam [1].  Alternatively, 

a hardening nonlinearity can be introduced through a cascade of closely spaced beams 

wherein the nonlinearity arises from the stepwise increase in stiffness as additional 

beams are engaged.  In either example, the nonlinear growth of the restoring force is 

an advantage in rapidly but smoothly decelerating the device mass.  Figure 4.3 shows, 

a schematic of these designs with including a cascade of beams (left) and single 

nonlinear beam (right).   
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Figure 4.3. Schematic of nonlinear spring shock stop designs. Beam cascade (left) 

and single nonlinear beam (right). 

The design of the beam structures in a nonlinear spring stop requires simultaneous 

satisfaction of two principal criteria: 

 

 Criterion #1: The maximum stress developed in the device and its stop 

beams must remain less than that defining failure. 

 Criterion #2: The compliance must be maximized to reduce the impact force. 

 

Therefore, the design of the shock stop beam structure should be optimized so that the 

structure’s compliance is maximized (minimize the impact force), while the stresses 

developed in the device and the shock stop beam structure remain smaller than the 

fracture stress.  The compliance of the shock-stop beam can be easily adjusted by 

layout-level design changes (i.e., by changing the width or the length of shock stop 

beams). 

We evaluate below three nonlinear spring designs, namely (1) a cascade of beams, 

(2) a single nonlinear bridge beam, and (3) a single nonlinear cantilever beam.  By 

way of example, we will consider a device that utilizes a cantilevered beam.  First, we 

derive the stiffness of each shock spring design.  This stiffness is used to calculate the 

restoring force from the shock spring structure as a function of the spring stiffness and 

displacement of the device mass.  The calculated restoring force is further used to 

evaluate whether the shock springs satisfy the two criteria above. 

 



  100

4.2.2. Definitions of Parameters 

The parameters used in Sections 4.2 and 4.3 are listed below. 

 

1. Parameters defining the device structure  

 kd, cd, md : Stiffness, damping coefficient, and mass of the device 

 xd: Displacement of the device mass 

 σmax: Maximum allowable stress, which is the fracture stress in brittle 

materials or the yield stress if one considers a ductile material.   

 dallowable: Maximum allowable deflection of the device before it 

fractures (based on σmax)  

 damp: Maximum amplitude of the device mass following shock loading 

(i.e. the deflection where the velocity of the mass vanishes) 

 

2. Parameters defining shock the shock spring structure 

 w, L, and t: Width, length, and thickness of a shock spring beam  

 Fr: Restoring force from shock beam structure 

 G, D, kS: Initial gap, spacing, and stiffness of the beams in beam 

cascade structures 

 N: Number of the shock stop beams engaged by the device mass in a 

beam cascade structure 

 L0: Original length of a cantilever shock spring 

 kL and kNL: Linear and nonlinear stiffness of a single shock beam 

structure.  In our examples, kL and kS are identical.  

 

3. Parameters defining the shock environment  

 Ashock: Pulse-like acceleration delivered to the device from a shock event 

4.2.3. Stiffness and Restoring Force of Shock Spring Structures 

4.2.3.1. Stiffness and Restoring Force of Beam Cascade Structures 

Consider the piecewise linear system composed of a cascade of closely spaced 

single beams, as shown in Figure 4.4a.  As the figure shows, the springs can be 

designed with different structures (cantilever or bridge).  We assume that the gap 
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between adjacent beams remains small (one beam thickness or less) and that the 

stiffness of the beam assembly increases as each beam is deflected in succession (refer 

to Figure 4.4b).  Each beam is considered to be linear, but as more beams are recruited, 

the total stiffness is the sum of the stiffnesses of the individual beams.  If all beams 

have the same stiffness, the total final stiffness is simply the number of beams recruited 

times the stiffness of each beam, resulting in piecewise linear behavior. 

Following the initial shock input, these springs rapidly but smoothly decelerate 

the device mass, leading to dramatic reduction in the subsequent impact force compared 

to a conventional hard shock stop.  The effectiveness of this concept is partially offset 

by the additional deflection of the device mass, but this deflection can be readily 

adjusted by changing the separation (D) and stiffness (kS) of the beam assembly, and 

the number of shock beams recruited during an impact (N).   

Figure 4.4 shows that the device mass is located a distance of G from the first 

shock beam and each shock beam is separated by D.  Let the N denote the total 

number of beams recruited.  As shown in Figure 4.4b, the spring constant of the 

cascaded beams structure increases with the number of beams being recruited.  Let xd 

denote the displacement of the device mass from its equilibrium position. The restoring 

force from the cascaded beams Fr(xd) is the linear superposition of the restoring forces 

from each shock beam, as shown in Figure 4.5.   

When xd < G, no shock beams are contacted by the device mass and the restoring 

force is zero (Fr=0). 

When G+(N-1)·D < xd < G+N·D, the first N shock beams are recruited.  The 

restoring force from each beam is given by  

(1) 1st beam: [ ]r,1st s dF k x G= −                         (4.1) 

 (2) 2nd beam: [ ]r,2nd s dF k x G D= − −                   (4.2) 

 

(N) Nth beam: [ ]r ,Nth s dF k x G (N 1)D= − − −            (4.3) 

 Therefore, the total restoring force from the cascades structure is given by 
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Figure 4.4. Piecewise linear system formed by a cascade of beams. (a) Structure 

showing three beams separated by a gap of D.  Cantilever (left, smaller kS) and 

bridge structure (right, larger kS); (b) restoring force as a function of deflection; 

(c) simple model of a device and the beam cascade. 
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Figure 4.5. Piecewise linear system before (left) and after (right) compression of 

entire beam cascade. 
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4.2.3.2. Stiffness of a Single Beam with Nonlinear Hardening Effects 

We consider next a nonlinear model for the deflection of a single beam (Figure 4.6).   

Lo

L L/2

L

Ringing

G

Lo

L L/2

L

Ringing

G

 

Figure 4.6. Schematic of two nonlinear single beam designs.  Single clamped 

cantilever (left) and double clamped bridge beam (right).  Note that in the 

cantilever case, the length of a beam L is defined as the position where the mass 

contacts the shock stop, where the overall length of the beam L0 is larger than L. 

As this beam deflects, the centerline must necessarily bend (cantilever and bridge) 

and stretch (bridge) and both effects manifest themselves as cubic hardening 

nonlinearities [1]. The restoring force vs. deflection relation is given by equation (4.5) 

and illustrated in Figure 4.7. 

3= + = +r L NL L NLF F F k d k d                         (4.5) 

Here, FL and kL denote the linear force and stiffness component, and FNL and kNL 

denote the nonlinear force and stiffness component.  (Equations for each are presented 

later in this section.)  Note that the length L of the cantilever is not the overall beam 

length L0 but rather the position where the mass contacts the shock stop, as shown in 

Figure 4.6. 
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Figure 4.7. Restoring force as a function of deflection in a single beam with 

nonlinear hardening effects. 

Linear and Nonlinear Stiffness of a Cantilever Beam  

The nonlinear effect of a single nonlinear cantilever comes mainly from the 

bending of the beam as given by the differential equation of beam equilibrium (4.6) [1].  

Figure 4.8 illustrates the cantilever beam under a force (F0) applied to its tip. 

( )
2

2

02

3
" ' " ( ) 0

2

⎡ ⎤− − + ⋅ − =⎢ ⎥⎣ ⎦
d

EI v v v F x L
dx

δ                (4.6) 

Here, v(x) is the beam displacement as a function of the spatial coordinate x along the 

beam centerline.  The boundary conditions defining the cantilever are v(0)=0, v’(0)=0, 

v’’(L)=0, v’’’(L)=0.   

The resulting nonlinear boundary-value problem will be solved using the Ritz 

method.  We start with the solution w(x) of the linear problem:   

 

2

02
( ") ( ) 0− + ⋅ − =

d
EI w F x L

dx
δ                   (4.7) 

Next, we seek a solution to the nonlinear problem in the form ( ) ( )v x w xα= ⋅ where 

α denotes an unknown amplitude. Substituting this solution form into (4.6), 

multiplying by w(x) and then integrating with respect to x from 0 to L yields the 

following results: 

3

1 1 0 ( ) 0⋅ + ⋅ + ⋅ =C C F w Lα α and ( ) ( )= = ⋅d v L w Lα      (4.8) 
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3 31 2
0 2 4( ) ( )

L NL

C C
F d d k d k d

w L w L
= − ⋅ − ⋅ = ⋅ + ⋅         (4.9) 

where C1 and C2 are constants. Solving these equations provides the following 

relationship between the restoring force (F0= Fr in this situation) and the stiffness and 

deflection of the device. 

4
3 3

0 3 5

3 3

5 7

⎛ ⎞⋅⎛ ⎞= ⋅ + ⋅ = ⋅ + ⋅ =⎜ ⎟⎜ ⎟ ⋅⎝ ⎠ ⎝ ⎠
L NL r

EI EI
F k d k d d d F

L L
        (4.10) 
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Figure 4.8. Dimensions defining a single clamped cantilever beam (above) and a 

clamped-clamped bridge beam (below). 

Linear and Nonlinear Stiffness in a Bridge Beam  

The Ritz method is now applied to the case of a clamped-clamped bridge beam.  

The bridge beam under a central force (F0) is illustrated in Figure 4.8.  The nonlinear 

effect for a single bridge beam (shown in Figure 4.6 and Figure 4.8) derives mainly 

from the stretching, not the bending of the beam.  The differential equation of 

equilibrium is [1] 

 

24 2

04 20
( ) 0

2

⎡ ⎤⎛ ⎞ ∂
− + + ⋅ − =⎢ ⎥⎜ ⎟ ∂⎝ ⎠⎢ ⎥⎣ ⎦

∫
Ld v EA dv v

EI d F x L
dx L d x

η δ
η

      (4.11) 

The boundary conditions for the clamped-clamped beam is v(0)=0, v’(0)=0, v(L)=0, 
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v’(L)=0. 

Proceeding with the Ritz method as in the last example leads to cubic equation for 

the amplitude α . Upon solution for α , one can then obtain the following solutions for 

the restoring force (F0=Fr in our model) and the nonlinear stiffness characteristics of a 

bridge beam:  

5 2
3 3

0 3 2 3

192 2 3

5

⎛ ⎞⋅ ⋅⎛ ⎞= ⋅ + ⋅ = ⋅ + ⋅⎜ ⎟⎜ ⎟
⎝ ⎠ ⎝ ⎠

L NL

EI EA
F k d k d d d

L L
       (4.12) 

Comparison of Nonlinearities in a Cantilever Beam and a Bridge Beam  

In summary, the non-linear restoring force of a cantilever beam and a bridge beam 

is given by equations (4.10) and (4.12) as reproduced here: 

(1) Single-clamped cantilever: 
4

3 3

3 5

3 3

5 7
L NL

EI EI
k d k d d d

L L

⎛ ⎞⋅⎛ ⎞+ = ⋅ + ⋅⎜ ⎟⎜ ⎟ ⋅⎝ ⎠ ⎝ ⎠
     (4.10) 

(2) Double-clamped bridge: 
5 2

3 3

3 2 3

192 2 3

5NLL

EI EA
k d k d d d

L L

⎛ ⎞⋅ ⋅⎛ ⎞+ = ⋅ + ⋅ ⋅⎜ ⎟⎜ ⎟
⎝ ⎠ ⎝ ⎠

        (4.12) 

Consider next the ratios of the linear stiffness and nonlinear stiffness coefficients, 

respectively for the bridge and cantilever beams as given by 

,

,

64
L Bridge

L Cantilever

k

k
=                        (4.13) 

25 2
,

2

,

2 7
60

3 5

NL Bridge

NL Cantilever

k AL L

k I w

⎛ ⎞⋅ ⎛ ⎞= ⋅ ≅ ⋅⎜ ⎟ ⎜ ⎟⋅ ⎝ ⎠⎝ ⎠
 (in-plane bending)    (4.14) 

These results demonstrate that the bridge beam has linear and nonlinear stiffnesses that 

are substantially larger than those associated with the cantilever as expected. 

The hardening nonlinearity for both designs is a distinct benefit in limiting the 

travel of the device mass.  To understand this effect, consider next the ratio of the 

nonlinear and linear force components as defined by: 
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2NL NL

L L

k d k
T d

k d k
= =                      (4.15) 

(1) Bridge: 
2

,
0.06 1 1.18

0.06
nonlinear bridge

Ad I
T d d w

I A
= ⋅ ≥ → ≥ = ≅ ⋅

⋅
    (4.16) 

(2) Cantilever: 
3 2 2

,2 3

3 5 7
1 1.14

5 7 3
nonlinear cantilever

d L
T d d L

L

⋅ ⋅
= ⋅ ≥ → ≥ = ≅ ⋅

⋅
 (4.17) 

Setting T=1 yields the beam deflection dnonlinear for which the nonlinear force 

component equals the linear force component thereby doubling the total restoring force 

over a purely linear model; refer to Figure 4.7. Note further that dnonlinear is simply a 

function of the beam dimensions.  For example, for a bridge beam, the restoring force 

doubles due to the nonlinearity for a deflection that is a mere 18% larger than the beam 

thickness (w) in the bending direction.  For a cantilever beam, a similar effect is 

realized but only when the beam deflection is 14% larger than the beam length L. Thus, 

the nonlinear restoring effect is significantly greater for the bridge beam than the 

cantilever beam as expected. 

4.2.4. Design Considerations for Nonlinear Spring Shock Stops 

The linear/nonlinear stiffness and restoring forces derived in Section 4.2.3 are 

used to satisfy the design criteria given in Section 4.2.1.  Those two criteria are: 

 

 Criterion #1: The maximum stress developed in the device and its stop 

beams must remain less than that defining failure. 

 Criterion #2: The compliance must be maximized to reduce the impact force. 

 

Criterion #1 can be easily checked in reference to the results of Figure 4.9.  This 

figure shows (1) the maximum allowable deflection (dallowable) of the device mass before 

either the device beam or the shock stop beams fracture, and (2) the maximum 

amplitude of the deflection (damp) of the device mass after shock loading, as a function 

of the applied shock.  The region where dallowable exceeds damp defines the allowable 

range of shock protection for a design.  To increase the allowable shock range, one can 

stiffen the shock beams and thereby further reduce damp.  Note also that the 
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nonlinearity considered for this single beam can be readily extended for each of the 

beams in the beam cascade resulting in additional stiffness of the shock beam structure 

and further reduction of the travel of the device mass.  While increasing the stiffness 

of the beam structures increases the ability to meet Criterion #1, reducing the stiffness 

increases the ability to meet Criterion #2.  

 

dallowable

damp

dallowable

damp

 

Figure 4.9. Range of shock protection offered by a device with a single nonlinear 

beam. 

4.2.4.1. Beam Cascade Structure  

From Newton’s law, the device mass under shock load (amplitude of Ashock) can 

be expressed by the following equation of motion when the number of shock beams 

touched by the device mass is N.  

[ ]

( ) ( )

N

d d shock r ,device r ,shockbeam d shock d d s d

i 1

d shock d d s d d 

m x Forces F F F m A k x k x G (i 1)D

N N 1
m A k x k x G N D when G+(N-1)D < x <G+ND

2

=

= = − − = − − − − −

−⎡ ⎤
= − − − −⎢ ⎥

⎣ ⎦

∑ ∑  (4.18) 

The impact force generated while the device mass maintains contact with the shock stop 

can be calculated from the stiffness terms in the above equation.  

Application of work/energy to this system leads to the following result for damp.  

Assuming no device dissipation, one can compute an upper bound estimate of damp by 

equating the work done by 
shock

F to the work done by the beam cascade between the 

equilibrium state 0
d

x = and the rest state when d ampx d= .  These two work integrals 
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are 

( )
0 0

amp ampd d

shock d shock d shock ampF dx m A dx m A d= =∫ ∫             (4.19) 

where 
shock

A denotes the average acceleration induced by the external shock and  

( ) { }_ _

10 ( 1)

( ) ( ) ( 1)

amp amp ampd d d
N
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io G i D

F x F x dx k x dx k x G i D dx
= + −

⎡ ⎤
⎡ ⎤+ = + − + −⎡ ⎤⎢ ⎥⎣ ⎦⎣ ⎦

⎢ ⎥⎣ ⎦
∑∫ ∫ ∫

         

(4.20) 

Equating (4.19) and (4.20) yields the following quadratic equation for solution of mind  

2
2 2 ( 1)(2 1)

0
2 2 2 2 2 6

S d S
amp amp S d shock

k N k NkD ND D N N
d d k N G m A DG G DGN

⎧ ⎫⎧ ⎫ − −⎛ ⎞ ⎛ ⎞= + + − − − + − + + +⎨ ⎬ ⎨ ⎬⎜ ⎟⎜ ⎟
⎝ ⎠⎝ ⎠ ⎩ ⎭ ⎩ ⎭

   (4.21) 

The maximum allowable deflection dallowable of any beam is determined from the 

maximum allowable stress σmax, which, for simplicity, we will take to be either the 

fracture strength (for brittle materials) or the yield strength (for ductile materials).  

Then dallowable is determined as the minimum of the maximum deflections of the device 

beam and the stop beam as given by: 

, ,

2 2

max, max,

min( , )

2
min( , )

24 3

allowable allowable stop allowable device

stop device
stop device amp

stop stop device device

d d G d

L L
G d

E w E w
σ σ

= +

= + >
⋅

     (4.22) 

To satisfy Criterion #1, dallowable must be larger than damp, and this condition can be 

satisfied by adjusting the geometric and material properties of the stop beams. 

4.2.4.2. Single Beam with Nonlinear Hardening Effects 

Following the same development above, we begin with the equation of motion of 

the device mass subject to a shock load (average amplitude of Ashock) and contacting a 

single nonlinear beam 
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m A k x k x G k x G

= = − −
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∑
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Using work/energy again applied between the positions 0x = and ampx d= yields 

( ) ( ) ( )3

0 0

amp amp amp

NL

d d d

shock d L
G

mA k x dx k x G k x G dx⎡ ⎤= + − + −⎣ ⎦∫ ∫ ∫   (4.24) 

2 2 4( ) ( )
( )

2 2 4

d amp L amp NL amp

shock amp

k d k d G k d G
mA d

− −
= + +       (4.25) 

This quartic equation yields damp as a function of: (1) the device spring constant 

(kd), (2) the linear and nonlinear spring constants of the stop (kL, kNL), (3) the device 

mass (md), and (4) the applied shock amplitude (Ashock).  

As before, a maximum allowable deflection of the stop (dallowable,stop) before the 

device or the shock beam structure fractures is defined by equations (4.26) and (4.27).  

In equation (4.26), the maximum allowable force Fallowable,stop producing dallowable,stop 

determined by shock-beam design and maximum allowable stress (σmax,shock).  From 

the Fallowable,stop, we can calculate the maximum allowable deflection (dallowable,stop) of the 

shock beams using equation (4.27).  To satisfy Criterion #1, the dallowable,stop must yield 

a solution that is greater than damp as defined by (4.28). 

Bridge:
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3
allowable stop stop

w t
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L
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allowable stop stop

w t
F

L
σ=  (4.26) 
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, , ,( ) ( )allowable stop L allowable stop NL allowable stopF k d k d= +                   (4.27) 
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, , max,

2
min( , )

3
allowable allowable stop allowable device device amp

L
d d G d d

Ew
σ= + = >              (4.28) 

4.3. Simulation Results I – Nonlinear Spring Shock Stops  

The shock performance of the nonlinear spring shock stop designs is assessed by 

direct numerical simulation of the previous equations of motion using MATLAB and 

SIMULINK under equivalent input conditions.  Each simulation considers the 
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response of the device mass following a prescribed acceleration pulse of 1000 g over a 

short time interval of 0.06 milliseconds.  This acceleration is close to the shock 

amplitude used in the reliability tests of a commercial MEMS gyroscope (~1200g) [2] 

and the shock range required in several automotive applications including knocking 

sensors (1000g) [3].  The impact force generated upon the first impact with the shock 

stop and the maximum displacement of the device mass is then computed.  The 

computed impact force is then normalized by the impact force produced on a 

conventional hard stop, which serves as a benchmark.  

The simulations, which reveal the merits and demerits of each concept, are also 

founded on several other assumptions.  We neglect energy dissipation by friction and 

assumed high vacuum conditions (damping factor=10
-5

). Inclusion of these effects 

would otherwise further reduce the impact force and the settling time.  We also 

assume a representative device mass md=1 mg. In the case of nonlinear spring shock 

stops, we select a representative gap of 10 μm between the device mass and the first 

shock beam (G=10 μm).  This gap can, of course, be smaller (<5 μm) depending on 

the application. 

4.3.1. Nonlinear Spring I - Beam Cascade 

We begin with a simulation of the device mass restrained by the beam cascade 

design. Figure 4.10 summarizes the computed results over a wide range of beam 

cascade designs.  Shown are the (normalized) impact force and the maximum 

displacement as functions of the stiffness of an individual beam in the cascade and for 

two different beam spacings of 5 and 10 μm.  Overall, the considerable compliance 

offered by the beam cascade leads to a dramatic reduction of the impact force by over 

90% relative to a hard stop for all possible designs shown in Figure 4.10.  This impact 

force decreases gradually with decreasing beam stiffness and increasing beam spacing, 

both of which render the beam cascade more compliant in support of Criterion #2.  

However, the additional benefit afforded by the added compliance is rather modest 

when compared to the dramatic reduction relative to a hard stop.  Similarly, increasing 

the beam stiffness and decreasing the beam separation lead to an overall stiffer beam 

cascade, and therefore, both changes result in reductions in the maximum deflection of 

the device mass.  
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Figure 4.10. Impact force reduction and maximum displacement due to beam 

cascade as functions of beam stiffness (kS) and spacing (D=5 or 10 μm).  Two 

shock-stop beams are considered. 

4.3.2. Nonlinear Spring II - Single Nonlinear Beam 

Consider next the performance of a stop composed of a single nonlinear beam 

forming either a bridge or a cantilever. 

4.3.2.1. Single Nonlinear Bridge 

For a single nonlinear bridge beam Figure 4.11 illustrate resulted obtained using 

equations (4.24)-(4.28).  The results show the maximum allowable shock (acceleration 

magnitude) as a function of beam width for polysilicon beams having two lengths and 

an aluminum (Al) beam.  Inspection of these results reveals that the maximum 

allowable shock is largely controlled by 1) the beam width and, 2) Young’s modulus, 

and is only weakly dependent on beam length.  In reference to Criterion #1, the 

maximum allowable shock reported in this figure derives from fracture for the 

polysilicon beam and by yielding for the aluminum beam.  In reference to Criterion #2, 

and the previous results for the beam cascade, it is obvious that the additional 

compliance afforded by the aluminum beam reduces the impact force over that 

produced by the polysilicon beam. 
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Figure 4.11. Maximum allowable shock as a function of the width and length of 

shock-stop beams made of both polysilicon and aluminum. 

We now consider the dynamic response of the device mass upon impacting the 

single nonlinear bridge beam shock stop.  For this calculation, we simulate the same 

shock event considered above for the beam cascade. Figure 4.12 shows that the 

computed impact force magnitude and maximum beam displacement as functions of the 

linear stiffness of the single beam (kL).  For reference, we also include data from 

Figure 4.10 for a beam cascade composed of linear beams of the same (polysilicon) 

material with spacing D=10 μm.  For this comparison, kS in Figure 4.10 and kL in  

Figure 4.12 are identical. 

Overall, the impact force reduction afforded by a single nonlinear bridge beam is 

dramatic when compared to that induced by hard shock stops (over 90% reduction for 

all designs considered in the figure).  As expected, the impact force decreases as the 

linear stiffness decreases but at the expense of increased maximum deflection.  

Compared with the beam cascade, the single nonlinear bridge beam is slightly better at 

reducing the impact force because of its greater compliance.  This difference is modest 

however when compared to the large impact force reduction afforded by both designs 

compared to hard shock stops.  Note that the nonlinear stretching of each beam in the 

beam cascade, which can readily be incorporated in an analysis, will yield a slightly 

stiffer shock stop and thus a modest increase in the predicted impact force.  
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Figure 4.12. Impact force reduction and maximum deflection for a single 

nonlinear beam (w=20 μm) as functions of the linear beam stiffness kL.  Results 

for a beam cascade (N=2, D=10 μm, w=20 μm) from Figure 4.10 are shown as a 

reference. 

4.3.2.2. Single Nonlinear Cantilever  

We now present analogous results for a shock stop formed by a single nonlinear 

cantilever based on equations (4.13) and (4.14).  Figure 4.13 summarizes the 

performance of this design as a function of beam length L, while the range of linear 

stiffness is adjusted to be similar to that considered in Figure 4.10 and Figure 4.12. 

The results are consistent with the previous designs.  In particular, longer beam 

length yields a more compliant stop which then decreases the impact force but increases 

the maximum deflection.  As expected from equations (4.13) and (4.14), a cantilever is 

more compliant than a bridge having the same dimensions and materials.  Thus, as 

observed in the results of Figure 4.13, a cantilever is superior in reducing the impact 

force but inferior in reducing the maximum deflection as compared to the nonlinear 

bridge (Figure 4.12).  As the beam becomes longer, there is little difference in the 

impact force reduction, but the difference in maximum deflection remains.  This 

difference is much larger than that of Figure 4.12, which reveals a greater performance 

difference between the nonlinear bridge and the cantilever beam than between the 

nonlinear bridge and the linear beam cascade. 
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Figure 4.13. Impact force reduction and maximum deflection for a single 

nonlinear bridge and cantilever (w=20 μm, t=50 μm) as functions of the shock-

beam length (L).  Used beam lengths are selected to make similar linear stiffness 

(kL), which is used in Figure 4.12. 

4.4. Design and Analysis II – Soft Coating Shock Stops 

4.4.1. Design of Soft Coating Shock Stops 

The second concept for shock protection is to add a thin compliant layer to an 

otherwise hard (conventional) shock stop.  This layer not only serves to reduce the 

secondary impacts on the stop, but also dissipates energy and hence reduces the number 

of collisions as well as the settling time following a shock event. 

The performance of the soft coatings is mainly determined by the viscoelastic 

property of the coating material.  The viscoelasticity can be simply modeled as a 

combination of a damper and a spring (Maxwell or Voigt model [4]).  The damper’s 

properties depend on the coefficient of restitution (COR) of the coating material.  The 

spring’s properties can be derived from elastic modeling of thin films and are 

determined by both coating material and device design.  

Soft coating shock stops should be designed to satisfy the following criterion. 

 

 Criterion:  The compliance/damping of the soft material must be 

maximized to reduce the impact force. 
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4.4.2. Damping in Soft Coating 

The coefficient of restitution (COR) is the ratio of velocities just before and after 

an impact event.  The COR as a concept, though quite approximate, is a generally 

accepted means to characterize impacts [5].  For an object impacting a stationary 

object, such as a coated shock stop, the COR simplifies to 

= − after

before

v
COR

v
                           (4.29) 

where vbefore and vafter denote the velocity of the device mass immediately before and 

after impact on the coated shock stop.  The COR also determines the energy loss 

during the impact because kinetic energy is proportional to the square of the velocity.  

The impulse delivered to the device mass is given by [6] 

( ) (1 )after before beforem v m v v m v COR⋅Δ = − = +      (4.30) 

The soft coating concept capitalizes on the fact that the coating material reduces 

the COR and thus reduces the impulse delivered to the device mass during impact with 

the coated shock stop. Unfortunately, most conventional MEMS materials have 

relatively large COR (Si: 0.7, oxide: 0.96), resulting in little/no shock protection [7-9].  

However, effective shock protection can be achieved by employing significantly softer 

coatings like copper, gold (COR=0.22), and various polymers.  Table 4.2 shows the 

COR of MEMS-compatible coating materials.  

Table 4.2. COR and Mohs hardness for candidate coating materials [7-9] 

(Maximum Mohs hardness=10) 

 Material COR Hardness Material COR Hardness 

Si 0.7 7.0 
Hard 

Cr  9.0 

Oxide, 

Glass 
0.96  

Al  2-2.9 Cu 0.22 2.5-3 

In  1.2 Ag  2.5-4 Soft 

Au 0.22 2.5-3 Pb 0.16 1.5 

 

We further note that the COR scales with the material’s Mohs hardness.  The 

soft materials shown in the table are therefore attractive since the resulting smaller COR 
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reduces the impulse and thus dissipates more energy during impact.  

4.4.3. Elasticity in Soft Coating 

The stiffness of a thin-film layer was analyzed utilizing simple but reliable models 

suggested in a previous study [10].  These models have been experimentally validated 

with minor corrections and referenced in many studies [11-13].  The models describe 

the deflection of a thin film (dfilm) in response to a load (Pload) applied by an indenter as 

a function of the indenter’s shape and dimensions.  Figure 4.14 depicts three shapes of 

the indenter and defines pertinent variables.  The film is assumed to be perfectly 

bonded to a semi-infinite substrate.  The stiffness of the layer can be deduced from the 

relationship between Pload and dfilm which is given as follows for three different indenter 

shapes: 

Flat-ended indenter (Figure 4.14-a):   ( )= ⋅ ⋅load i filmP a dζ              (4.31) 

Conical indenter (Figure 4.14-b):    2( tan )= ⋅ ⋅load i filmP dζ α            (4.32) 

Spherical indenter (Figure 4.14-c):   
3/ 2

3/ 22

3

⎛ ⎞= ⋅ ⋅⎜ ⎟
⎝ ⎠

load i filmP R dζ           (4.33) 

Here, ζi is defined to be ζi = 4*Ei/(1-νi) where Ei is Young’s modulus and νi is Poisson’s 

ratio.  Note that a film’s indentation is related to its contact area, not to its total surface 

area.  This behavior is similarly observed for both purely elastic and elastic-plastic 

indentations, as reported in other papers [11, 12].  On the other hand, when the film 

thickness approaches infinity, Ei and νi approach those of the thin film material (i=1).  

When the film thickness approaches zero, Ei and νi approach those of a hard substrate 

material (i=2).  Therefore, a thicker soft film decreases ζi, and thus reduces the film’s 

stiffness.  This reduced stiffness leads to a smoother deceleration and longer contact 

time during impacts, and eventually decreases the impact force generated when a device 

collides with the shock stop.  In the later simulations, we used the ζ of a coating 

material assuming an infinite film thickness.  

In summary, the stiffness of a thin-film layer has the following characteristics.  

First, it depends only on the contact area not on the total surface area.  Second, it is 

determined by both (1) the coating material’s mechanical properties (E1, v1), and 



  118

thickness, and (2) by the shape of the indenter (or “bumper” on device mass).  In short, 

the compliance of the coating layer increases (1) as ζ1, which is proportional to the 

stiffness of a layer, decreases; (2) as the thickness of the coating material increases; and 

(3) the area of layer contacted by bumpers decreases.  However, the coating material’s 

thickness and bumper designs are limited by fabrication challenges and limitations. 

 

 

Figure 4.14. A thin film layer on a semi-infinite substrate indented by (a) a rigid 

flat-ended indenter, (b) a conical indenter, or (c) a spherical indenter [10]. 

4.5. Simulation Results II – Soft Coating Shock Stops 

4.5.1. Simulation Results Demonstrating Damping Properties 

Deposition of a thin film soft coating on an otherwise hard shock stop provides 

both impulse (and impact force) reduction and energy dissipation following the contact 

of the device mass with the stops.  To characterize energy dissipation, we used the 

number of impacts between the device mass and its stops as a determinant.  

Figure 4.15 summarizes our findings for three different coatings (glass/oxide, 

silicon, and gold/copper) and compares the impulse (magnitude) and the number of 

impacts following the same shock event considered in all studies above.  

Both the impulse magnitude and the number of impacts are normalized with 

respect to those obtained using a perfectly rigid stop having COR=1 (100%).  Overall, 

we note the significant (40%) reduction in impulse magnitude and the significant 

(>90%) decrease in number of collisions are predicted for a gold/copper coating, 

compared to the glass/oxide. 
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Figure 4.15. Impulse reduction and impact number reduction as function of COR 

– Results shown for three coatings: glass /oxide, silicon and gold/copper. 

4.5.2. Simulation Results Demonstrating Stiffness Properties 

Figure 4.16 shows the elastic energy vs. deflection of a thin Parylene film (ζ is 

calculated to be 20 GPa from Parylene’s E=3 GPa, v=0.4 [14]) for a device mass (~1 

mg) with four bumper designs shaped like the indenters in Figure 4.14.  Also, the 

initial kinetic energy of the device mass following a 1000g shock load (prior to the 

device mass impacting the shock stop) is shown by the solid line labeled as threshold.  

When the device mass impacts the thin film, it compresses the film until the work done 

by the film (stiffness and damping forces) equals the initial kinetic energy of the device 

mass.  When this occurs, the film is maximally compressed and the device mass is 

momentarily at rest.  If one ignores the work done by damping, then one can readily 

predict an upper bound estimate of this maximum compression (equivalently, an upper 

bound estimate of the film thickness) needed to absorb the impact.  These estimates 

are illustrated in Figure 4.16 as the intersection of the “threshold” line (the initial kinetic 

energy of the device mass) and the elastic energy of the thin film for each design.  

Figure 4.17 shows the time record of (a) the displacement of the device mass and 

(b) the impact force involved during this movement.  The motion of the device mass is 

initiated by a 1000-g shock load.  From these figures, we can characterize the impact 

by (1) the contact time (Figure 4.17-a), and 2) the maximum impact force (Figure 4.17-

b).  Clearly, the shock performance of the stops depends upon the coating material 
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properties and thickness as well as and the bumper design (shape and dimensions).  

Consequently, a soft coating shock stop can likely be designed to accommodate a wide 

range of incident shock loads. 
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Figure 4.16. Elastic energy vs. deflection of a Parylene film (ζi is assumed to be 20 

GPa) for a device mass that has one bumper of different shapes.  The energy 

produced by a 1000-g shock applied to a device mass is shown as the solid line, 

which is labeled as threshold. 

Focusing now on a spherical bumper, we employed the models of Section 4.4.3 to 

compute the average impact force and the maximum impact force of both Parylene 

coated (soft) shock stops and silicon (hard) shock stops.  The simulations in the Figure 

4.17 are conduced using the Young’s modulus and the Poisson’s ratio of Parylene (E=3 

GPa, v=0.4) and silicon (E=160 GPa, v=0.23).  From the simulation results, we 

conclude that Parylene coated stops provide significant reductions in both the average 

impact force (78% reduction) and the maximum impact force (78% reduction) relative 

to hard silicon shock stops.  These substantial reductions explain why soft coating 

stops yield much higher device survival rates in the drop test experiments of Chapter 5.  

Further reductions are also likely due to the large damping that Parylene provides 

relative to that afforded by silicon; refer to Section 4.5.1. 
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Figure 4.17. The time record of (a) the displacement of a device mass and (b) the 

involved impact force during this movement. 

4.6. Limit of Proposed Approaches 

Because of fabrication limitations, the approaches proposed and discussed above 

are not appropriate for devices that have large resonant frequencies (>100 kHz).  

These devices include resonators, resonating pressure sensors, and resonating 

accelerometers.  For shock stops to be effective, devices must be able to deflect 

enough to impact the  shock stop, but not break before they impact the stop.  For high 

frequency devices it is difficult to do this since they are typically stiff, which causes 

their maximum stress to exceed fracture stress after deflection.  
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4.7. Summary 

In this chapter, we described the concept, design, and analysis of two concepts for 

shock protection of MEMS using nonlinear springs and soft coatings.  The two 

concepts (nonlinear springs and soft coatings) could improve shock protection by 

reducing the impact force generated between a moveable MEMS device and its shocks 

stops and by dissipating its energy in a reliable manner.  We analyze the merits and 

demerits of each concept using simulations, and ranges of shock design parameters to 

enhance performance are suggested. 

The two concepts above demonstrate considerable promise for reducing the 

impact force when the device impacts the shock stop following a shock event.  Table 

4.3 provides an overall summary of the relative performance of three shock stop designs 

for a single MEMS device (mass=~1 mg, device spring constant=~200 N/m).  

Table 4.3. Comparison of shock protection afforded by the three designs shown in 

Figure 4.1.  Cascade-beam and single-bridge designs have the same linear 

stiffness. 

Hard wall Nonlinear spring Soft coating 

Criteria Hard 

silicon 

Cascading 

beams 

Single 

nonlinear 

bridge 

Gold 

coating 

Parylene 

coating 

Impact force 100% ~2.4% ~1.5% <60% <22% 

Max 

deflection 
20μm 20.8μm 21.5μm ~20μm ~20μm 

Collision 

number 

reduction 

Minor Small 
>90% 

reduction 
N/A 

 

The considerable compliance afforded by both the beam cascade and the single 

nonlinear beam leads to tremendous reductions in the impact, and additional deflection 

of the device mass is a modest penalty paid for such a drastic impact force reduction. 

The soft gold coating allows no additional device mass deflection but produces a 

significant reduction of impact force (40%) and the notable decrease in number of 

impacts (>90%), compared to an uncoated (hard) stop.  Moreover, these benefits are 

amplified by using flexible polymers, such as Parylene, for which the simulation results 

indicate a 78% reduction in impact force.  The reductions realized in practice may well 
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be larger than those predicted here due to the simultaneous benefits of coating 

compliance and damping. 
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CHAPTER 5 

 

NEW SHOCK PROTECTION CONCEPTS: 

EXPERIMENTS and DISCUSSIONS 

 

The advantages of the novel shock protection technologies were analyzed in 

Chapter 4. To demonstrate three of these advantages of: (1) improved shock protection, 

(2) convenient integration with many devices and (3) easy design modification, we 

fabricated and tested devices having nonlinear spring or soft coating shock stops, and 

present these in Chapter 5..  The fabricated devices were tested with a drop test 

machine, and test results are compared with benchmark devices with conventional hard 

stops.   

The test results verify that both of our technologies provide superior shock 

protection over hard stops in our test conditions.  Device survival rate of nonlinear 

spring devices (88%) and that of soft coating devices (94%) are more than twenty times 

higher than the rate of hard stop devices (4%).  The test devices were fabricated with 

two fabrication methods (Silicon-on-glass and highly-doped LPCVD polysilicon 

processes), and demonstrated that our technologies can provide a generic and batch 

approach compatible with conventional microfabrication techniques.  In addition, 

every device was fabricated at wafer level.  Moreover, we found an interesting device 

fracture behavior in the tests, and discuss this device fracture mechanism by high 

bending stress induced by impact force. 

Section 5.1 describes available shock test methods and our drop test setup.  

Section 5.2 explains the design of test devices used in our shock experiments, and 

Section 5.3 explains fabrication processes and shows fabricated test devices.  Section 

5.4 demonstrates our shock test results, and Section 5.5 discusses about device fracture 

mechanism by impact force.  Finally, Section 5.6 summarizes our results and 

discussions.  

5.1. Design of Shock Test Setup 

We designed and manufactured a setup to conduct shock tests.  Various shock 
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test methods are explained in Section 5.1.1.  We decided to use a drop machine to 

meet the requirements listed in Section 5.1.2.  Finally, we present the performance of 

our test setup in Section 5.1.3. 

5.1.1. Shock Test Methods  

Various shock test methods are used in a macro-world and in a micro-world.  

The methods are shaker table, impact hammer, Hopkinson bar, ballistic tests, and drop 

machine.  Table 5.1 shows the advantages and disadvantages of the shock test methods.  

Table 5.1. Characteristics of shock test methods 

Test method Shock amplitude
Direction 

control 

Repeata

-bility 

Convenient setup 

manufacture & 

installation 

Shaker Table

Low 
(<100 g)  

(<500 g in an 
extreme case) 

Provided Yes Easy 

Impact 

hammer 
Low-Mid 

Need additional 
equipment  

Easy 

Hopkins bar 

High 
(5,000-40,000 g) 
(<200,000 g in an 

extreme case) 

Provided Yes Hard 

Ballistic test 
High 

(up to 100,000 g)
No No Hard 

Drop Machine

Mid-High 
(<~4,000g   

w/o pull-down) 
(up to 30,000g  
w/ pull-down) 

Provided Yes Easy 

 

5.1.1.1. Shaker Table 

A shaker table is a table oscillating in a sinusoidal manner that is commonly used 

for vibration testing.  Several shaker tables can also be operated to generate a sharp 

impulse of acceleration (i.e. instantaneous shock) [1].  A shaker table can also control 

shock direction and amplitude, provide repeatable tests and afford convenient 

installation because test devices are simply attached to the top of the table.  However, 

the maximum shock amplitude produced by the shaker table is low.  Most shaker 
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tables provide small shock amplitudes of <100 g [2-4]; a giant table (3500kg weight) 

could generate 500g shock [5].  

5.1.1.2. Impact Hammer 

Impact hammer is a hammer with a fine tip that hits a device to generate shock.  

The fine tip restricts the shock generation to a single contact point for better control.  

The hammer can provide directed and repeatable shock if used with additional 

direction-guidance equipment [6].  Many impact hammers have implanted shock 

accelerometers inside them so that we can measure the applied shock.  The implanted 

accelerometer cannot measure the shock really experienced by the test device, however, 

because the hammer and the device experience the same force but different acceleration 

because of their different masses.   

5.1.1.3. Hopkinson Bar  

The Hopkinson bar, first suggested by Bertram Hopkinson in 1914, is an 

apparatus for testing the dynamic stress-strain response of materials.  As shown in  

Figure 5.1 [7], the Hopkinson bar consists of (1) a metal bar designed to minimize 

energy loss, (2) impacting object to apply shock to one end of the bar, and (3) 

measurement devices detecting shock at the other end of the bar.  The impacting 

object produces a mechanical shock wave at one end of the metal bar and the bar guides 

the wave to propagate through a metal bar with minimized energy loss.  Therefore, the 

Hopkinson bar works as an ideal guide for a mechanical wave.  

  Multiple metal bars are used in a split Hopkinson bar, a refined version of the 

Hopkinson bar, but will not be dealt with in this dissertation.  The impacting object 

commonly uses a pendulum or an air gun (shooting a metal ball through the air barrel) 

[1, 7].  Measurement devices include laser vibratometers (L.V. in the figure) or 

accelerometers.  Sometimes, a more complex control system is also used for better 

control of shock [1, 8].  

Hopkinson bars can generate high shock amplitude in a controlled and repeatable 

manner.  A Hopkinson bar controlled by complex feedback systems generated high 

shock from 5,000 to 10,000g with accurate amplitude control (<7.1 % error) [8].  

Without the fine amplitude control, higher shock (>30,000g) was generated from the 

same bar.  This Hopkinson bar was used in several experiments using MEMS devices 
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and generated shock amplitudes from 5,000 g to 40,000 g [9-11].  One paper reported 

that a Hopkinson bar could produce very high shock amplitudes up to 200,000 g [11]. 

Despite these advantages, we did not use Hopkinson bars because they require 

complex control systems and are difficult to manufacture and install. 

 

L.V.

Accelerometer Device
Impacting 

Object

Metal bar L.V.

Accelerometer Device
Impacting 

Object

Metal bar

 

Figure 5.1. Conceptual view of a Hopkinson bar [7]. 

5.1.1.4. Ballistic Test 

In this method, a test device is mounted inside a projectile, which will be launched 

and shot at targets.  Figure 5.2 shows the conceptual view of the ballistic test [12].  

This method can easily generate high shock amplitudes up to 100,000 g but cannot be 

repeated or controlled.  The target is important in determining the shock amplitude.  

High shock amplitudes from 50,000 g to 100,000 g were produced when the projectile 

was fired at hard targets such as concrete or rock [12], but lower shock of 42,000 g was 

measured when softer targets, such as a sawdust catch , were used [13].  MEMS-based 

safety and aiming devices were mounted inside a bullet and fired by an MK19 machine 

gun and produced > 42,000 g [13]. 

 

Figure 5.2. Conceptual view of ballistic tests [12]. 

5.1.1.5. Drop Machine (Drop Test) 

In drop tests, we mount test devices on a metal plate and drop the plate from a 

known height to a hard surface.  Sometimes the plate is pulled downward so that 
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higher shock amplitude is generated.  This drop test can easily provide controlled and 

repeatable shock direction and amplitude.  For better shock control, we sometimes use 

a sharp surface like a chisel as the surface hit by the metal dropping plate.  Figure 5.3 

shows a sample drop test machine (IMPAC66 HVA) developed in the Army Research 

Laboratory [14].  In some drop machines, the metal plate was dropped on the test 

device [15]. 

Metal plate mounting 
samples

Metal plate mounting 
samples

 

Figure 5.3. IMPAC66 HVA drop test machine.   

This drop test is widely used in testing many devices including MEMS [16-18] 

and electronic devices [15, 19].   A drop machine without a pull-down option 

generated mid-range shock amplitudes up to 4200 g when the plate was dropped from 

1.5-m height [15].  Anther drop machine employed the pull-down option and sharp 

contact-surface [14], and achieved higher shock amplitudes up to 30,000 g [16-18].   

5.1.2. Design of Shock Test Machine  

We defined four requirements in the design of our shock test machine.  They are: 

(1) controlled shock direction, (2) repeatable shock amplitude, (3) wide selection of 

shock amplitudes, and (4) convenient manufacture and installation.  

First, we need to control shock so that it is applied along a single direction.  Our 

devices, which will be shown in later sections, are shock-protected to only one lateral 

direction but not to other directions.  Second, we need to repeatedly generate the shock 

amplitudes because we will conduct many tests using multiple devices.  Third, we 

need to produce a wide range of shock amplitudes by our shock machine to mimic the 
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many environmental shock conditions listed in Chapter 1.  Thus, our machine needs to 

produce up to at least mid-range shock amplitudes.  Finally, we need to easily 

manufacture and install our shock machine to reduce test costs.  

Table 5.2 compares our requirements with the shock test methods shown in Table 

5.1.  As this table shows, the drop machine (drop test) is selected because it meets all 

of our four requirements.   

Table 5.2. Shock test methods (in Table 5.1) compared with our 

requirements 

Test method Shock amplitude
Direction 

control 

Repeata

-bility 

Convenient setup 

manufacture & 

installation 

Shaker Table

Low 
(<100 g) 

(<500 g in an 
extreme case) 

Provided Yes Easy 

Impact 

hammer 
Low-Mid 

Need additional 
equipment  

Easy 

Hopkins bar 

High 
(5,000-40,000g) 
(<200,000g in an 

extreme case) 

Provided Yes Hard 

Ballistic test 
High 

(up to 100,000 g)
No No Hard 

Drop Machine 

(Drop test) 

Mid-High 
(<~4,000g   

w/o pull-down) 
(up to 30,000g  
w/ pull-down) 

Provided Yes Easy 

Our 

requirement 

Must be up to at 

least mid-range 

Must be 

provided

Must be 

yes 
Must be easy 

 

5.1.3. Manufactured Drop Test Machine  

Figure 5.4 shows the conceptual view and photograph of our drop test machine.  

In this machine, samples are attached to a steel plate using thin epoxy, and dropped 

from a known height (Hd) guided by long aluminum guides to produce directional 

shocks.  The steel plate collides with a steel rail at the foot of the drop test track.  The 

sharp tip of the rail confines shock generation to a single point on the steel dropping 

plate and permits better control of the shock.  We determined the contact time between 
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the steel plate and the steel rail by applying a 5V signal between the plate and the rail, 

and by measuring the time during which electrical contact is first achieved between the 

two.  This critical contact time (ΔT) is shown in Figure 5.5 and ranged from ~200 to 

~800 μSeconds, depending on Hd because the higher Hd generally produced smaller ΔT.   

The ΔT and the dropping height (Hd) determine the shock amplitude applied to 

the test devices.  While the steel plate contacts the steel rail, we assumed that a 

constant shock amplitude of AAV (average shock amplitude) is generated and applied to 

our test devices.  The meaning of the ‘average’ amplitude will be explained in the next 

section.  This average shock amplitude (AAV) can be estimated based on the computed 

velocity change during this time interval as shown in Equation 5.1 [15, 20]. 

 
( 1) 2 9.8+ ⋅ ⋅ ⋅

=
Δ

d

AV

COR H
A

T
                      (5.1) 

Here, COR is coefficient of restitution of steel.  We also assumed that the test devices 

experience the same shock as they are firmly attached to the steel plate.  Also, we 

assumed that the energy losses due to friction and the epoxy layer are negligible.  

Based on these assumptions and the dimensions of the setup, our drop tests could 

produce a maximum average shock of >2500 g when the steel plate is dropped from a 

height of ~8 feet (~2.4m). 

 

 

Figure 5.4. Our drop test machine (left: conceptual view, right: manufactured 

machine). 
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Figure 5.5. Time record of the contact time (ΔT) between the steel plate and the 

steel rail in our drop test machine in Figure 5.4. 

5.1.4. Average and Peak Shock Load 

The average shock amplitude (FAV in force, AAV in acceleration) used in Section 

5.1.3 is expressed by FAV = δ/Tshock.  Here, δ is impulse and Tshock is shock duration 

(e.g., ΔT in Section 5.1.3).  The average shock amplitude assumes that a constant 

amplitude of FAV is applied during the duration of shock.   However, as Figure 5.6 

illustrates, shock in a real environment varies by time and has a peak value of FPK.  

The momentum of FAV and that of FPK are the area underneath each line and are the 

same based on conservation of momentum.  The FPK was frequently observed to be 

2.2-3.5 times larger than the FAV, as reported in several publications [21-23].   

Shock amplitudes generated by our drop machine are expressed using average 

values (FAV or Aav) in Section 5.1.3 and in following sections, and thus, the real peak 

shock amplitudes are larger than those values. 
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Figure 5.6. Conceptual illustration of (a) shock generated in a real environment 

and its peak value (FPK) and (b) average shock (FAV). 
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5.2. Design of Shock-Test Devices 

Our shock tests aim to investigate the effect of the impact force.  Therefore, our 

test devices must be flexible enough to touch their shock stops, but their bending stress 

must remain smaller than fracture stress so that no damage occurs by excessive bending 

stress.  Also, to demonstrate the necessity of shock stops, the shock load used in our 

tests should generate sufficient bending stress to damage our test devices without any 

shock stops.  

Before starting design, we first need to define fracture stress in silicon-based 

microstructures because the stress varies widely by test conditions.  Section 5.2.1 

surveys measured fracture stress in silicon structures and defines standard fracture stress 

for our situation.  In Section 5.2.2, we use the defined stress and the maximum shock 

amplitude of our drop machine in Section 5.1.3 to design test devices.  Section 5.2.3 

and 5.2.4 describe the design of our nonlinear spring shock stops and soft coating shock 

stops.  

5.2.1. Fracture Stress of Silicon-based Microstructures 

The measured fracture stress of bulk single crystal silicon or thin-film polysilicon 

shows wide variations depending on many conditions, including the orientation of the 

silicon, the direction of the external load, the treatment of the specimen, and the 

measurement methods [21, 24-29].  Therefore, to define fracture stress for our purpose, 

we selected the situation the most similar to our study, that of load tests using a silicon 

beam fabricated from a wafer using dry etching methods.   

Two papers presented load tests using RIE fabricated beams [9, 24].  One paper 

measured fracture stress using many (>400) cantilever beams [24].  The beams were 

fabricated from double-polished (100) wafers and have a width of 100 μm, a length of 

either 300 or 400 μm, and a thickness of 18-30 μm.  The beams were defined by RIE 

and thinned down to their thickness with KOH backside etching.  Using a custom-built 

loading stage, the cantilevers were then subjected to either vertical or lateral loading 

until they fractured.  The paper summarized results by the direction of loading, i.e. 

vertical or lateral directions, and by the plane of fracture, i.e. (110) and (111) crystal 

planes. 

The test results led to two major observations.  The first one was that cantilever 

beams subjected to lateral loading tend to fracture at lower stress than those subjected to 
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vertical loading because of side-wall surface roughness created by the RIE process.  

The rough surface had more crack-initiation points than the polished surface, and thus 

fractures more easily.  The second observation was that cantilever beams fracture 

more easily along (111) plane than along (110) plane.  The planes are shown in Figure 

5.7.  This is because (111) crystal plane of silicon has the lowest surface energy to 

resist crack propagation.  The fracture stress under lateral loading is 0.7-2 GPa along 

{111} plane and 1.4-3.1 GPa along z plane [30].  In contrast, the fracture stress by 

vertical loading is 0.7-5 GPa from frontside loading [30].  However, there was still 

huge variation in the measured fracture stress despite we narrowed test conditions.  

 

Figure 5.7. Schematic of fracture planes at the anchor of a micro-beam [24]. 

The second paper provides more detailed demonstration of the (111) plane 

fracture [9].  Cantilever beams were fabricated using a silicon wafer thinned down to 

100 μm by KOH etching and patterned by deep RIE.  The beams had a length of 1-7 

mm and a width of 50-200 μm.  After incident shocks, the beams fractured at their 

anchor because of high bending stress along with a (111) plane.  Figure 5.8 clearly 

shows a micro-cantilever beam fractured along (111) planes.  

 

 

Figure 5.8. Fracture plane at the anchor of a micro-cantilever beam [9]. 
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This fracture along the weakest (111) plane was also presented in another paper 

providing a more detailed study of the orientation dependence [25].  This paper used 

the more classic method of three-point bending (Figure 5.9).  A silicon beam patterned 

by dicing was placed on the knife-edge supports and a load was applied on the bar.  

The silicon beam has a width of 2.7-2.8 mm and a thickness of 380-400 μm, and diced 

aligned with the direction of <100> and <110> using (100) wafer, and with the 

direction of <111> using (110) wafer.  The test results compare the stress inducing 

(100), (110) and (111) plane fracture, and fracture stress applied to the (111) is the 

lowest, consistent with results presented in the first paper.  The test was conducted 

using 30 samples per direction.  All planes had average fracture stress of ~0.51 GPa 

along (111), ~0.68 GPa along (110) and 0.78 GPa along (100) planes.  These values 

are slightly lower than but not significantly different from previous observations. 

 

Figure 5.9. Three point test to measure bending stress [25]. 

Our situation is that a micro-structure fabricated using a (100) wafer is subjected 

to side loading.  Both (110) and (111) fracture can happen in our situation.  In our 

test-device design, we decided to choose the worst case, i.e. lowest fracture stress along 

(111) plane, as our standard and it is 0.5-0.7 GPa.  This is a bit lower than 0.8-1 GPa, 

the value that is generally accepted in designing shock protection for MEMS, as 

described in Chapter 1.  

We designed our test structures to meet the three following requirements.  

 

(1) The device’s bending stress must be significantly lower than 0.7 GPa when the 

device mass touches its shock stops.  

(2) The device must touch its shock stops under the shock load generated by our 

shock test setup  

(3) The device’s bending stress must be larger than 0.7 GPa when the device 
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without shock stops is subjected to the shock load generated by our test setup. 

 

All our test devices were confirmed to meet the three requirements and ensured to 

exclude shock-induced damages by excessive bending stress from excessive device 

displacement. 

5.2.2. Design of Test Devices  

Our test devices are designed to meet the three criteria listed in Section 5.2.1.  

The dimensions of the designed devices are listed in Table 5.1.  Every device has a 10-

μm gap between the device mass and each shock-stop design.  The devices were 

fabricated using silicon wafers having a thickness of 100 μm or 475 μm.   

Table 5.3. Designed test devices and their characteristics 

Max. bending stress

Design Mass 
Thick-

ness 

Beam 

width

Beam 

stiffness
Res. freq.

Displace-

ment by 

1000g 

static load 

10μm 

bending 

No stops 

(1000g)

SOG-A 0.97mg 100μm 50μm 111 N/m 1.70 kHz 86μm 70 MPa 0.9 GPa
SOG-B 0.97mg 100μm 30μm 105 N/m 1.66 kHz 91μm 150 MPa 1.8 GPa
SOG-C 0.97mg 100μm 50μm 79 N/m 1.44 kHz 120μm 60 MPa 1.0 GPa
SOG-D 0.97mg 100μm 50μm 203 N/m 2.30 kHz 47μm 120 MPa 0.8 GPa
Piezo 5.1mg 400μm 50μm 188 N/m 1.00 kHz 266μm 50 MPa 1.8 GPa
Our 

require-

ments 

     > 10 μm 
< 500 

MPa 

> 0.7 

GPa 

 

First, when bent by 10 μm, our devices experience the maximum bending stress of 

50 M-150 MPa developed at their anchor.  The maximum bending stress is at least 

three times smaller than our standard fracture stress (0.5-0.7 GPa) discussed in Section 

5.2.1.  By rule of thumb, we have 2-3 times the margin of stress necessary to ensure 

that no fracture will occur by bending stress in our devices.  No previous work 

reported this low fracture stress.  Therefore, our devices, no matter what sort of shock 

stops they have, should not be damaged by bending stress.  This absence of damage 

was verified using beam theory [31], FEM simulation, and static loading experiments.  

We applied static loading by bending the mass of the test device in the lateral direction 

until the mass touches its shock stops, and found that no devices were damaged.  In the 

vertical direction, where there are no shock stops, every device was broken at its anchor, 
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where the maximum bending stress was created (Figure 5.10).  We integrated shock 

stops along only one direction to protect against applied shocks in along with one 

direction, but stops for other directions can be also fabricated.  

 

Piezo

SOG

Piezo

SOG

Piezo

SOG

 

Figure 5.10. Test devices damaged by static loading in the vertical direction, where 

no shock stops exist.  As expected, both SOG and piezoresistive (Piezo) devices 

were damaged at their anchors (highlighted). 

Second, all devices touch the 10-μm-distance shock stops when a static loading of 

1000 g is applied.  This factor is designed to take into consideration the fact that our 

shock test setup can apply shock amplitude larger than 1000 g. 

Third, all devices suffer 0.8-1.8 GPa bending stress when no shock stops are 

integrated and a 1000-g shock is applied.  This bending stress is larger than our 

standard fracture stress (0.5G-0.7 GPa) and therefore, all devices without shock stops 

will fracture.  

Therefore, our designed test devices meet all three criteria discussed above.  

5.2.3. Design of Nonlinear Spring Shock Stops 

We conducted two experiments using nonlinear spring shock stops.  The first 

experiment aimed to compare the shock performance of nonlinear spring stops with that 

of hard shock stops.   In this experiment, shock beams forming shock springs were 

designed to be rather stiff to survive large shock amplitude of >5000 g (average shock, 

AAV).  In contrast, the second experiment was designed to include several shock-beam 

designs having various maximum allowable shock amplitudes.  These custom-made 

shock beams were designed to survive up to 300 g, 570 g, 900 g, 1900 g, and >5000 g.  

The shock springs are expected to fracture at shock amplitudes larger than their 

designed values.  The dimensions of the designed shock-stop beams are listed in Table 
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5.4.  

Table 5.4. Physical dimensions of designed shock beams 

Target shock Shock beam width Shock beam length Number of shock beams

~300g 10 μm 2000 μm 1 
~570g 20 μm 3300 μm 1 
~900g 20 μm 1300 μm 1 
~1900g 30 μm 1300 μm 1 
> 5000g 50 μm 1000 μm 3 

 

5.2.4. Design of Soft Coating Shock Stops  

Parylene is selected as the coating material due to its conformal coverage and 

room-temperature deposition [32, 33].  In addition, Parylene is chemically stable [34].  

Therefore, we can minimize possible device damage by the Parylene deposition process.  

The thickness of Parylene is selected to be sufficient so that a device mass is not 

deflected to the point of touching the hard surface underneath the Parylene film by the 

maximum shock amplitude of our machine.  One the basis of the analysis and 

simulation in Chapter 4, we decided to coat our test devices with a 3-μm-thick Parylene 

film.  

This 3-μm thickness is not suitable for several MEMS devices that have narrow 

gaps (<3μm).  The soft coating shock stops can be integrated with narrow-gap devices 

by one of two methods.  In the first method, can one simply reduce Parylene thickness.  

However, this method also reduces the sustainable shock amplitude.  In the second 

method, one can simply use selective etching of Parylene through a silicon shadow 

mask [35], [36].  This selective Parylene etching can also be used to expose critical 

parts, such as metal pads. 

5.3. Test Device Fabrication 

Both shock stops can be conventionally integrated with many MEMS devices 

without excessive area expansion.  In addition, nonlinear spring stops do not need 

additional fabrication processes.  Moreover, both shock stops are compatible with 

current MEMS fabrication processes, and provide wafer-level and batch process.  We 

demonstrated these benefits by fabricating test devices. 
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5.3.1. Devices with Nonlinear Spring Shock Stops 

We integrated nonlinear shock stops with two micromachined devices with 

different sensing mechanisms and made by different processes.  One is a capacitive 

accelerometer using the Silicon-On-Glass (SOG) process (Figure 5.12) [37].  The 

other is a piezoresistive accelerometer using highly-doped LPCVD polysilicon 

piezoresistors (Figure 5.13) [38]. 

Figure 5.11a shows the SOG process flow.  A Pyrex glass wafer is recessed.  

Then a shield metal layer is deposited and patterned (a-1), which is used to prevent the 

footing effect generated by deep reactive ion etching (DRIE).  Next, a 100-µm-thick, 

double-polished silicon wafer is anodically bonded to the glass wafer (a-2), and contact-

pad metal is deposited and patterned (a-3).  Finally, a through-wafer-etch is preformed 

using DRIE to form the device and shock stops (a-4). 

Figure 5.11b shows the piezoresistive device’s process flow.  We used a 475-

µm--thick double-polished silicon wafer.  First, we deposit LPCVD nitride (1000 Å), 

and then deposit high-boron-doped polysilicon (1 µm) using LPCVD (b-1).  Next, 

piezoresistors and contact pads are formed using RIE (b-2).  Finally, the device and 

stops are defined using DRIE (b-3: 400-µm front etch, b-4: 75-µm backside etch), and 

mounted on glass slides. 

Note that, in both cases, the device and the shock stops are fabricated in a single 

step and made of the same material (silicon).  This simplifies fabrication and 

integration.  It is also possible to fabricate shock stops using other materials as needed.  
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(a-4)
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Figure 5.11. Fabrication process flow of (a) Silicon-On-Glass (SOG) capacitive and 

(b) high-doped polysilicon piezoresistive devices.  
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Figure 5.12 and Figure 5.13 show the fabricated devices and shock stops.  Shock 

stop beams are fabricated by deep silicon etching for different etch depths (Figure 5.12: 

100 µm, Figure 5.13: 400 µm), and both show uniform beam widths (46-49 µm) and 

gaps (Figure 5.12: 10 µm, Figure 5.13: 21-24 µm).  Figure 5.13 also shows fabricated 

piezoresistors, having ~15k-Ω original resistance. 
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Figure 5.12. Fabricated capacitive accelerometer integrated with nonlinear spring 

shock stops using SOG process. 
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Figure 5.13. Fabricated piezoresistive accelerometer integrated with nonlinear 

spring shock stops using highly doped polysilicon. 

5.3.2. Devices with Soft Coating Shock Stops  

Soft-coating-shock-stop test devices were fabricated using the modified SOG 

process flow is shown in Figure 5.14.  We first create a recess (10 μm) in a Pyrex glass 

wafer and pattern a shield metal layer (Figure 5.14a), and then the glass wafer is 

halfway diced to form scribe lines.  The glass wafer is anodically bonded to a 100-µm-

thick, double-polished silicon wafer; and then contact pad metal is deposited and 

patterned (Figure 5.14b).  A DRIE through-wafer-etch is preformed to form the device 
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and shock stops (Figure 5.14c).  Finally, some samples are coated with a 3-μm-thick 

Parylene film to form soft coating shock stops (Figure 5.14d), while some samples are 

completed without this coating to make hard shock stops.  Figure 5.15 shows 

fabricated hard (silicon) and soft coated (Parylene) shock stops and devices. 

 

(a)

(b)

(c)

Glass

(d) Parylene

Silicon
Metal

(a)

(b)

(c)

Glass

(d) Parylene

Silicon
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Figure 5.14. Fabrication process flow of soft-coating test devices and Parylene 

coated shock stops. 

We first create a recess (10 μm) in a Pyrex glass wafer and pattern a shield metal layer 

(Figure 5.14a), and then the glass wafer is halfway diced to form scribe lines.  The 

glass wafer is anodically bonded to a 100-µm-thick, double-polished silicon wafer; and 

then contact pad metal is deposited and patterned (Figure 5.14b).  A DRIE through-

wafer-etch is preformed to form the device and shock stops (Figure 5.14c).  Finally, 

some samples are coated with a 3-μm-thick Parylene film to form soft coating shock 

stops (Figure 5.14d), while some samples are completed without this coating to make 

hard shock stops.  Figure 5.15 shows fabricated hard (silicon) and soft coated 

(Parylene) shock stops and devices. 

Figure 5.16 shows SEM views of suspended microbeams covered with a 3-µm-

thick layer of Parylene, demonstrating the excellent step coverage of Parylene without 

damaging the released structure. 
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Figure 5.15. Top views of the fabricated hard (silicon) and soft coated (Parylene) 

devices.  Each sample has three wall and two nonlinear spring devices. 

 

Focus at topFocus at top

 

Figure 5.16. SEM of the top view of suspended micro-beams after Parylene 

deposition. It shows excellent step coverage. 
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5.4. Shock Test Results 

5.4.1. Shock Test Process 

Multiple shock tests were conducted using multiple devices from different wafers.  

During a test, for a fair comparison, all devices used in the test were fabricated on the 

same wafer and had identical dimensions.  Nonlinear-spring devices were fabricated 

on the same die as the hard-stop devices serving as a benchmark.  Soft-coating devices, 

also fabricated from the same wafer, have larger gaps than the hard-stop devices to 

compensate for the gap decrease resulting from Parylene deposition.  Because the 

Young’s modulus and the thickness of Parylene (3 GPa, 3μm) are smaller that those of 

silicon (160 GPa, 100μm), the change of device characteristics by Parylene deposition 

is negligible.  Calculations using a multi-layer model [39] show that only minor 

changes occur in both the stiffness (<0.1%) and mass (<5%) of the test device.  

Shock loading was applied initially using an impact hammer (PCB-86B03), and 

later, using our drop machine explained in Section 5.1.3.  For a fair comparison, all of 

the different test devices were mounted together on a PC board (for the hammer test) or 

on a steel plate (for the drop test).  Applying a shock load to the entire PC board (or 

the steel plate) ensured that each design is subjected to the same shock. 

5.4.2. Shock Test I – Comparison of Nonlinear-Spring-Stop Devices to Hard-

Stop Devices  

The two nonlinear spring devices were fabricated on the same die as the hard stop 

device serving as a benchmark, as shown in Figure 5.12 and Figure 5.13.  After several 

impacts, all devices with hard stops failed, but those protected by the nonlinear spring 

shock stops survived without damage, as shown in Figure 5.17.  We conducted 

subsequent tests with substantially higher shock levels, and again observed that almost 

all devices with the nonlinear shock stops survived.  In summary, 22 out of 25 devices 

were survived (88% survival rate). 
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Figure 5.17. Nonlinear spring stops and hard stops after several impacts.  Only a 

device with hard stops was damaged at the tip close to the device mass. 

5.4.3. Shock Test II – Comparison of Soft-Coating-Stop Devices to Hard-Stop 

Devices 

Figure 5.18 is a series of photographs of the hard wall and soft coating shock stop 

devices (shown in Figure 5.13) following drop tests.  Testing started with the 

application of a small shock to the test devices.  We then applied increasingly larger 

shocks by dropping the test devices from higher distances.  Shocks under ~640 g 

produced no observable damage to either hard-shock-stop or soft-shock-stop devices 

(Figure 5.13a).  When a shock of ~840 g was applied, one hard stop device broke 

(Figure 5.13b).  The two remaining hard stop devices were damaged after a shock of 

~940g (Figure 5.13c).  No damage was observed on any soft stop devices for shocks 

up to ~1300g (Figure 5.13d).  We conducted this series of experiments four times, 

using four different samples, each containing several hard and soft shock stops.  Total 

of 17 devices were tested and 16 were survived (94% survival rate).  This result was 

consistent with the result in Section 5.4.2; our shock technology has superior device 

survival rate compared with conventional hard shock stops in our test conditions.  
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Figure 5.18. A series of photographs of the test samples containing both hard wall 

and soft coating shock stops following each drop test for the device shown in 

Figure 5.15.  All hard stops were damaged at the tip close to the device mass. 

5.4.4. Summary of Shock Tests Comparison with Hard Shock Stops  

Table 5.5 summarizes our findings both from the analysis in Chapter 4 and from 

the experiments in Chapter 5.  The table clearly shows that both the nonlinear spring 

shock stops and the soft coating shock stops provide shock protection superior to 

conventional hard shock stops in our test situations.  For shocks ranging from ~100 g 

to 2500 g, only 4% of the hard shock stop devices survived all impacts, compared to 

88% of nonlinear spring devices and 94% of soft coating devices. 

It is interesting to note that in the majority of the damaged devices with hard stops, 

the support beam failed quite close to the proof mass (i.e., tip of the device beam), not 

at the anchor where the maximum stress due to bending occurs.  In addition, we 

verified that the maximum bending stress of the device at the anchor is indeed lower 

than the fracture stress of silicon based on beam theory, FEM simulation, and static 

loading experiments, as described in Section 5.2.2.  Therefore, the damage of our 

hard-shock-stop devices occurred by a mechanism different from previously known 

ones, and we discuss a new fracture mechanism induced by impact force in Section 5.5.  

The test devices presented here are designed solely to compare shock-survival 

rates between the two new shock protection concepts and conventional hard shock stops, 
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and thus, have simpler structures than real MEMS devices.  To implement our 

concepts into a real device, our shock stops will be used at only the critical parts of the 

device.  This implementation can be realized in various ways.  One possibility is to 

use comb fingers as shock stops, as presented in a previous work where several comb 

fingers were fabricated to have smaller gaps than other fingers to act as motion-limit 

stops [40].  Another possibility is to use shock stop beams attached to the mass and 

frame of a device [41]. 

Table 5.5. Summary of tests results comparing three shock-protection 

methods 

  Conventional Nonlinear spring Soft Coating 

Criteria Hard wall 
Beam 

cascade 

Single 

beam 

Parylene 

coating 

Gold 

coating 

Impact force 100% 2.38% 1.52% <24% <60% 

Max. deflection 20 μm 20 μm 20 μm ~20 μm 20 μm 

S
im

u
la

tio
n

 

Collision number  Minor change Small reduction > 90% reduction 
Sample 

number 

Max. 

shock 
Survival/Total Survival/Total Survival/Total 

SOG, 1-4 0/10 12/15 

Piezo-1 1/3 2/2 
  

SOG, 5-8 0/10 6/6 16/17 

SOG, 9 

2500g 

0/4 2/2  

  

E
x
p

erim
en

ts 
 

Summary 1/27 (4%) 22/25 (88%) 
16/17 

(94%) 
N/A 

 

5.4.5. Shock Test III – Tailor-Made Nonlinear Spring Shock Stops 

In Chapter 4, we claimed that the design of the nonlinear spring shock stops 

should be optimized.  The compliance of the shock-stop springs (i.e. beams) should be 

maximized to minimize the generated impact force; however, the compliance is upper 

limited because the maximum bending stress developed in the device and shock-stop 

beams must remain less than the fracture stress.  Therefore, the shock-stop beams must 

be stiff enough not to fracture by the excessive bending stress.  To verify this claim, 

several experiments were conducted. 

We designed and fabricated nonlinear spring stops having different target-shock 

amplitudes, i.e., shock-beam structures having various dimensions, as described in 

Table 5.4.  Figure 5.19 shows the fabricated devices and their target-shock amplitudes.  

Two types of test devices were designed with almost the same mass/stiffness but 
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different beam width/length (Designs SOG-A and SOG-B in Table 5.3 and Figure 5.19).  

Each nonlinear spring shock stop was designed to fracture at shock amplitudes of 300 g, 

570 g, 900 g, 1900 g, and >5000 g, using theories in our previous works [42, 43] and 

using an average of fracture stress [24].  Each design had one SOG- A and one SOG-B 

device (total two devices).  Four hard-stop devices (two of each type) were also 

included as a benchmark.  All devices were fabricated and tested together.  

Shock was applied, starting at the lowest value, using our drop machine illustrated 

in Figure 5.4.  No damages were observable up to 140 g.  But when a larger shock 

was applied, the devices and/or the shock stops began to fail, as expected.  Figure 5.20 

shows the damaged devices and shock beams.  The devices and shock beams in the 

figure were designed to be durable up to 300 g and 570 g.  All 300-g devices were 

fractured by 520-g and 620-g shocks, and one of the 570-g devices was damaged by a 

620-g shock. 
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Figure 5.19. Fabricated shock-stops designed to have different target-shock 

amplitudes.  Hard stops are also fabricated as a benchmark. 

It is interesting that the damaged devices failed both at their shock-stop beams and 

at the tip of the device beams.  It is likely that the device first fractured at the shock 

beams, then it collided with the hard stops made by the substrate, and was consequently 

damaged by the impact force as happened in hard-stop devices in Sections 5.4.1 to 5.4.3. 
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Figure 5.20. Fractured device and shock-stop beams after shocks. 

Figure 5.21 summarizes the test results.  The shock-survival range for each 

device is designated by the bar.  In the figure, the applied shock amplitudes are listed 

only when at least one device failed, even though other shock amplitudes were also 

applied.  For example, one of the four hard-stop devices was damaged by a ~240-g 

shock, and the rest of them broke at ~520g.  One of the 300-g devices was damaged by 

a ~520-g shock, and the other was damaged by a ~620g.  All devices designed to 

survive >5k-g survived after an application of 2.5k-g shock.   

Figure 5.21 clearly shows that each shock-stop-beam design failed at or above its 

target-shock amplitude.  In addition, as a device’s target-shock-amplitude increased, 

the shock-amplitude fracturing the device also increased, excluding one exception (one 

of 570-g devices failed at 1.9kg).  These results verify that optimization of shock-beam 

designs is required to maximize shock protection and that the shock beams must be stiff 

enough to survive a target shock amplitude in each application.  

The beam-fracturing shock amplitude was slightly different in theoretical and 

experimental values; one possible reason can be the wide variation of fracture stress 

(described in Section 5.2.1), which is extremely diverse. 
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Figure 5.21. Test results of the nonlinear spring shock stops in Figure 5.19. 

5.5. Fracture Mechanism by Impact Force 

In our shock test results, we repeatedly observed a device-fracture phenomenon 

different from previously reported shock-test results.  Previous shock tests [9, 11, 24] 

showed that fractured devices failed at the anchor point of their supporting beams.  

This occurs because the anchor is the location of the maximum bending stress, and 

shock studies in the MEMS field have focused on limiting this bending stress.  

However, a majority of our test devices failed at the support beam quite close to the 

proof mass, not at the anchor point of the beam, even though our devices were designed 

to experience the maximum bending stress at their anchor points, as explained in 

Section 5.2.  Therefore, we concluded that the damaging mechanism of our test 

devices was induced by impact force generated from the hard shock stops in our test 

conditions. 

5.5.1. Impact-Force-Induced Fracture in Our Test Devices  

The fracture at the tip of device-beam can be explained by considering dynamic 

behavior of the proof mass after impact.  Figure 5.22 explains how the impact force 

(FIM) generates high stress at the tip of the beam.  The movement of each part of the 

device is shown with a dot -arrow.  In response for the external shock, the device mass 

begins to move to the right side (Figure 5.22a) and eventually comes to contact with the 
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shock stop.  Before contact, the center of the device mass and each part of the device 

beam move in the same direction, as shown with the dot-arrows.  At the instant of 

impact, the device mass is ‘stopped’ by the hard shock stop (Figure 5.22b) and begins 

to accelerate in the opposite direction (i.e., left side).  However, the beam, which has 

its own inertia, continues to move in the original direction (i.e., right side).  This 

produces a large beam curvature at the tip of the beam connected to the device mass, 

which is highlighted in Figure 5.22c.  Starting with the tip, the large curvature 

propagates through the beam to the anchor.  This implies that a huge bending stress is 

generated, since the bending stress σB is proportional to the beam curvature κ by the 

following equation [31]. 

Bσ ∝ κ                            (5.2) 
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Figure 5.22. Device facture mechanism by impact force (FIM) generated from the 

contact between the device mass and its hard shock stops.  A device with 

cantilever beam is used in our shock tests. 

As shown in Figure 5.22, the maximum bending stress by the impact force is 

initially generated at the tip of the beam, and then gradually propagates through the 

beam to the anchor.  Therefore, the tip of the device beam first experiences high stress 

and fails if the impact-force-induced bending stress goes over the fracture stress of 

silicon.  

This bending stress induced by the impact force explains the previously 

undiscussed fracture phenomenon that we observed in our test devices.  This 
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phenomenon and mechanism have rarely considered in previous MEMS researches. 

Previous works analyzed the detailed motion of a flexible beam (that has its own 

inertia) subjected to external impact using a Euler-Bernoulli beam equation [44, 45]. 

This phenomenon explains the behavior at our devices but may also be extended 

to outer structures.  

5.5.2. Impact-Force-Induced Fracture in Clamped-Clamped Beam Structure 

The same phenomenon is observed in many other MEMS designs other than the 

cantilever beam structure shown in Figure 5.22.  Clamped-clamped beam structure is 

another commonly used structure in MEMS.  When a clamped-clamped beam is 

subjected to a side shock loading (Figure 5.23), it experiences the same mechanism that 

occurred in cantilever beam structures described in Section 5.5.1.  Because of the 

impact force from the hard shock stops, a large curvature is generated at the tip of the 

beam and gradually propagates through the beam to its anchor.  Therefore, we can 

expect that this clamped-clamped beam structure will also fracture at its tip, not at its 

anchor.  
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Figure 5.23. Impact-force induced fracture mechanism in another device with 

clamped-clamped beam structure. 

5.6. Summary 

In this chapter, we fabricated and tested two novel shock protection technologies 
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we developed and designed in Chapter 4.  These technologies employ either nonlinear 

spring structure or soft coating as shock stops and overcome some drawbacks of 

previously reported shock-protection techniques. The proposed shock stops reduce the 

impact force generated when a device contacts its shock stops as well as decouple the 

shock-protection design from the device design.  Moreover, they allow wafer-level 

and batch fabrication processes compatible with current MEMS fabrication.   

The test devices of nonlinear spring shock stops were fabricated using silicon 

micro-beams, and the soft coating shock stops were made using a Parylene-film coating.  

Silicon beams were selected to demonstrate that the nonlinear spring shock stops can be 

simultaneously fabricated with the device in a single step, and thus no additional 

fabrication steps or masks are required.  Parylene was selected as coating material due 

to its conformal coverage, room-temperature deposition, and chemical stability.  Both 

devices could be easily integrated with MEMS devices without excessive area 

expansion. 

The fabricated devices and benchmark devices (hard-shock-stop devices) were 

selected from the same wafer and mounted together on a test platform to maintain the 

same test conditions.  The mounted devices were tested using either an impact hammer 

or a drop machine we built.  The test results show that the device-survival rate of both 

nonlinear spring (88%) and soft coating (94%) shock stops are considerably superior to 

conventional hard stops (4%). 

It is interesting that most damaged devices were fractured at the tip of the device 

beam close to the device mass, not at the anchor of the beam.  This phenomenon 

reveals that a device can fail even though the maximum bending stress at the device 

anchor is limited, because the stress induced by the impact force becomes more critical 

in our test devices and test conditions.  

The effect of the impact-force-induced stress has not been significantly 

emphasized or comprehensively understood in conventional shock-protection 

technologies for MEMS.  Therefore, we have analyzed the device-fracture mechanism 

using the dynamic response of a flexible beam subjected to an impact, and identified 

that a huge impact-force-induced stress is developed at the device beam’s tip. 

In addition, devices having shock stops with different target-shock amplitudes 

were fabricated and tested.  The results verified that the design of shock-stop beam 

should be optimized. 
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CHAPTER 6 

 

CONCLUSION 

 

Vibration and shock have profound impact on MEMS, and induce degraded 

performance and distorted reliability.  This dissertation (1) analyzes the performance-

degradation mechanisms and (2) develops methods to protect MEMS devices against 

them.  We present our conclusion with a brief achievement summary in Section 6.1 

and suggest future researches in Section 6.2. 

6.1. Conclusion 

Vibration produces short-lived device output errors that can generate critical 

systemic problem in sensor systems.  The errors are unpredictable and hard to correct 

using electronics.   

Chapter 2 analyzes the unpredictable output errors in MEMS devices, especially 

in MEMS gyroscopes.  The gyroscopes are selected because of their high vibration 

susceptibility.  We classified reported MEMS gyroscopes into several categories, i.e. 

degenerate gyroscopes, non-degenerate tuning fork gyroscopes (TFGs), and non-

degenerate non-TFGs.  Vibration effects on each design were analyzed. 

The results showed that all gyroscope designs we analyzed are sensitive to 

vibration.  Briefly, in the non-TFG designs, vibration-induced errors stem from the 

dynamics of the mechanical structure of the gyroscopes and increase in proportion to 

the Q of the gyros.  Unlike the non-TFG designs, the TFG and degenerate gyro 

designs are known to be relatively vibration-insensitive because of their differential 

operation in the case of TFGs and because of the decoupled vibration modes in the case 

of degenerate gyros.  However, we demonstrated that the TFGs can completely 

eliminate vibration effects in specific situations, even though the amount of error is 

much smaller than that of the non-TFG cases, whereas the degenerate gyroscopes are 

vibration-insensitive.  The errors in the TFGs stem not from the dynamics of the gyro 

structures, but from the nonlinearity at drive and sense electrodes of the gyros.  

Among the specific situations, the sense-directional vibration is the most dominant 
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because it is involved with all error sources.  Moreover, because of the difference 

among the designs in regard to the degree of decoupling, some designs (Type-DD 

tuning fork gyros and ring gyros) showed substantially smaller (>99%) vibration-

induced errors than the other designs (Type-CP and Type-DS tuning fork gyros).  This 

difference results from the difference dominant error source.  However, all of the three 

errors do not occur in ring gyroscopes, the most general degenerate gyroscope, because 

their resonant frequencies of vibration-induced modes are >10 kHz smaller than their 

operation-mode frequencies. 

On the basis of the analysis in Chapter 2, Chapter 3 proposes a vibration isolator 

based on a mechanical low pass filter (LPF).  The LPF can be formed by either a 

single or multiple vibration-isolation platforms.  We demonstrated the vibration-

suppression performance using the platforms integrated with a sample gyroscope and 

identified important design parameters to control the performance.  The most critical 

parameter is the mass of the first platform in the multiple vibration-isolation platforms.  

Increasing the mass beyond certain level (>300 times larger than gyro mass in our 

analysis) minimizes the gyroscopes’ performance degradation, including resonant 

frequency change and Q reduction.   

Unlike vibration, shock damages MEMS device structures.  Most shock-

protection methods are focused on limiting displacement of device mass so that we can 

also limit the maximum bending stress in the structure.  One common method to 

achieve this goal is utilizing motion-limiting hard shock stops.  Despite their many 

advantages, the hard stops can generate a secondary shock source by sequential impacts 

on the shock stops.  The force generated by the impacts (i.e., impact force) can damage 

device structures in several applications, and therefore, we proposed two novel 

technologies to resolve this problem. 

Chapter 4 presents the concept, designs, and simulations of the two novel shock 

protection technologies, named nonlinear spring shock stops and soft coating shock 

stops.  Both technologies are compatible with current microfabrication techniques and 

can be integrated with many MEMS devices without major change in device design and 

fabrication.  Simulation results showed that both technologies dramatically reduce the 

impact force by an order of magnitude compared with the hard stops.  The shock 

performance of the two technologies can be readily adjusted by changing several 

parameters of the mechanical structures used as shock stops.  The parameters include 

physical dimensions and material properties of shock-beam structures, material 
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properties and thickness of soft coating film, and the shapes of bumper contacting the 

coated shock stops.  We also explained the design guidance to optimize the design 

parameters and to minimize any side-effects.  

Chapter 5 demonstrates the design, fabrication, and results of shock tests to 

validate the improvement in shock protection and establish the feasibility of fabrication.  

We fabricated test devices either by silicon-on-glass (SOG) processes using 100μm-

thick silicon wafers or by highly doped polysilicon processes using 475μm-thick silicon 

wafers.  For soft-coating devices, the fabricated silicon devices were coated using 

3μm-thick Parylene.  The fabricated devices were tested using a drop machine we built.  

The machine applied multiple high-g shocks (more than 2500g) to >70 devices from 

different wafers.  Test results demonstrated that the device-survival rates for both new 

technologies (88% in nonlinear spring and 92% in soft coating shock stops) are more 

than twenty times better than that of conventional hard stops (4%).  Moreover, both 

technologies allow wafer-level, generic, and batch fabrication processes to protect 

MEMS devices from shock.  

Subsequently, the mechanical protection technologies (shock protection and 

vibration isolation) developed in this thesis have now been integrated into 

environmental isolation packages being developed for high-performance 

micromachined gyroscopes. 

6.2. Suggestions For Future Work 

There are several potential improvements to the work presented in this 

dissertation.  Vibration-isolation methods other than the mechanical low pass filter are 

needed in several applications.  More shock experiments will be beneficial in 

achieving better understanding of our new shock-protection technologies and device-

fracture mechanism. 

6.2.1. Advanced Vibration Suppression Methods 

The vibration-isolation methods presented in this dissertation are based on the 

mechanical low pass filter.  The methods are effective for high frequency vibration, 

but several devices and applications were observed to be also susceptive to low 

frequency vibration.  For example, MEMS resonators showed phase noise induced by 
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vibrations whose frequencies (<1 kHz) are much lower than the resonant frequency of 

the resonators (>100 kHz).  Therefore, we need to develop advanced methods to 

suppress those low frequency vibrations.  In addition, it will be worthwhile to 

introduce materials used in macro-scale vibration isolators but not in microfabrication.  

Electrorheological fluid is an attractive candidate because the mechanical properties of 

the fluid can be controlled using electrical energy.  Moreover, it is also possible to 

utilize force-balancing schemes or active control to further suppress vibration effects.  

6.2.2. Shock-Induced Device Fracture  

In Chapter 4, we discussed the ways to adjust the shock-protection performance of 

soft coating shock stops by changing the material thickness or the design of bumpers 

contacting the stops.  Experimental verification of these discussions will allow us 

further validation of our technologies.  Also, to investigate the effects of rough RIE 

etched side-wall surfaces, shock experiments using vertical-directional shock stops are 

also beneficial.  
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APPENDIX A 

 

Micromachined Multi-Axis Vibration-Isolation Platform 

 

Vibration has profound impact on the performance and reliability of MEMS 

devices by inducing unwanted output errors [1].  These vibration–induced problems 

can be dominated especially by vibrations whose frequencies are at/near the resonant 

frequency of a device since the Q-factor will amplify the amplitude of the vibration.  

To suppress the vibration-induced problems, one of the commonly used method is a 

mechanical low pass filter (LPF) using mass-spring-damper system. 

We presented a new concept for a vibration isolator based on micromachined 

mass-spring-damper system which is schematically depicted in Figure A.1.  The 

vibration-isolation platform consists of vertical feedthroughs (VFT), isolation springs, 

and bonding pads.  The isolation springs are micromachined from a 475μm-thick 

silicon wafer.  This spring not only acts as mechanical isolator, but also as an electrical 

interconnection.   
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Figure A.1. Schematic of the micromachined vibration isolator integrated to a 

vacuum package previously presented [2]. 

Unlike other approaches, the proposed vibration-isolation platform is integrated 

with a wafer-level package, and thus, enables vibration isolation without adding 

additional volume or vertical profile.  The complete fabrication of the system uses 
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standard micromachining technology in wafer-level and batch process.  Furthermore, 

this technology provides the capability for simultaneous fabrication of multi-axis 

isolators in lateral, vertical and torsional directions and is also compatible with vacuum 

packaging technology in a previous work [2].  The package in the work has an internal 

vertical vibration-isolation platform, and therefore our technology can provide multiple 

isolators cascaded (i.e., a multi-order low pass filter) to achieve dramatic vibration 

suppression. 

Our new technologies can integrate both lateral and vertical vibration isolators.  

The lateral isolator uses clamped beams as springs, whereas the vertical isolator 

employs torsion beams [3].  Due to the direction of operation and the thickness of the 

silicon wafer used for isolation springs, FEM simulations, shown in Figure A.2, 

demonstrate that the fundamental resonant frequency of the lateral design (~0.8 kHz) is 

relatively low compared to that of the vertical deign (~3.6 kHz).  Regardless, both 

resonant frequencies are substantially smaller than gyroscopes’ resonant frequencies, 

and thus, high vibration suppression is expected. 
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Figure A.2. FEM simulation results showing the fundamental resonant frequencies 

of lateral and vertical isolator designs.  The lateral design has ~0.8 kHz resonance, 

whereas vertical design has ~3.6 kHz. 

The fabrication of the isolation platform without the vacuum package is shown in 

Figure A.3.  First, a 2-4 μm recess on the platform silicon wafer was etched (Figure 
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A.3a), which was then anodically bonded to a glass wafer (Figure A.3b).  Next, a 

through-wafer DRIE was preformed to create the VFTs, isolation springs, and bonding 

pads.  Following this, Ti/Au was deposited and finally the wafer was diced (Figure 

A.3c).  On the substrate wafer, a DRIE etched island (7-8 μm tall) was formed and 

conformally coated with PECVD oxide for electrical insulation (Figure A.3d).  To 

form metal interconnections, Ti/Au was deposited and patterned.  Then, NiCr/In/Au 

was deposited and patterned to form transient liquid phase (TLP) [4] bonding material 

(Figure A.3d) and the two wafers were then bonded (Figure A.3e) using a guide wafer.  

The final structure is shown in Figure A.3f.  The gold deposited on the vibration 

isolator has two main purposes; as TLP bonding material (for bonding pads) and to 

lower electrical resistance (for vibration beams).  
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Figure A.3. The fabrication process for the vibration-isolation platform.  The 

platform and the substrate wafer are processed separately and boned together 

using TLP bonding. 

The isolation springs and bonding pads on the platform wafer were successfully 

released and suspended.  Figure A.4 demonstrates that both lateral and vertical 
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vibration-isolation platforms were successfully bonded on the same substrate.  To 

investigate the bond quality, a vertical-isolation platform was intentionally detached as 

shown in Figure A.5.  A number of devices were tested for bond quality and all 

showed a good quality bond as the bonding pads were still attached to the substrate 

even though all vibration beams are broken.  The size of the isolation platform is 12.2 

x 12.2 mm
2
, and the contact resistance between the VTFs and the bond pads ranges 

from 4 to11 Ω depending on the spring design.  

The performance of a lateral vibration-isolation platform was characterized using 

a shaker table (B&K, 4809) and a laser Doppler vibrometer (Polytech, OFV-3001/OFV 

303).  The initial test results in Figure A.6 showed that vibration suppression is 

achieved at vibration frequencies higher than >~2.1 kHz.  
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Figure A.4. (a) Fabricated lateral and vertical vibration isolator, (b) Isolation 

platform after TLP bonding on a substrate. 
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Figure A.5. Fabricated vibration-isolation platforms (on a single wafer) and 

detached vertical design showing good bonding quality and released vibration 

springs. 
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Figure A.6. The frequency response of the lateral vibration isolator. This design 

shows vibration suppression after ~2.1k Hz vibration frequency. 
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APPENDIX B 

MATLAB Codes to Generate Figures in Section 2.4 

B.1. MATLAB Code (General Usage) 

%% Impulsive vibration %% 

clear all 

 

%%%% Setup 

fsample=-1; fL=50;  filter_order=2;  

%if fL is too small, like 10, the response is too long. 

 

%%% Not used but maybe required in future 

phase_demod=pi/2; 

 

%%%% Structure - electrode 

gd=1.6e-6; gs=1.6e-6; %gap of drive/sense electrode 

lamda=5e-6; %drive electrode' overlaping length 

 

%%%% Structure - sense beam 

h=4e-6; %thickness of beam  

 

%%%% Driving electrode 

Vac=6; Vdc=6; 

 

%%%% Sense electrode 

Vs=1.5; As=h*500e-6; 

 

%%%% General constant 

etha=8.85e-12; n=50; h=4e-6; 

 

%%%% Constants 

Fd_constant=n*etha*h/gd; Fes_const=2*gs*Vs^2*etha*As;  

Fed_const_ax=n*etha*h*gd; Cap_ratio=etha*As*2; 

 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

 

%%%%% DS-type 

Fc_on=1; Fes_on=0; Fed_on=1; k3s_on=0; k3d_on=0; 

ay_on=1; ax_on=1; 

 

delay_Fc=0.05; delay_x=0.12; delay_y=0.12; 

 

%%%%% Parameter Type-DS  %%%%% 

%%%% Sense mass 

msense=0.2e-9*2; Qsense=45; fsense=14e3; 

ksense=(2*pi*fsense)^2*msense; 

csense=sqrt(ksense*msense)/Qsense; 

 

%%%% Drive mass 

md=0.2e-9; Qd=45; fd=fsense; 

kd=(2*pi*fd)^2*md; 

cd=sqrt(kd*md)/Qd; 

wd=2*pi*fd; 

 

%%%% Rotation %%%% 

omega_dh=100*3600; %rotation amplitude, [deg/hr]  

omega=omega_dh/180*pi/3600; %rotation amplitdue, [rad/sec] 

 

%%%% Changing constant %%%% 

Fc_const=2*md*omega; 

 

%%%% Vibration %%%% 

Ax=100*9.8; % X-axis vibration's amplitude 

Ay=100*9.8; % Y-axis vibration's amplitude 

duration_x=3e-3; duration_y=3e-3; 

 

sim('VibGyro_TypeDS_impulse',0.25) 

% save 

save('RUN1.mat', 't', 'CoutF', 'Cout', 'xdR', 'vib_x','yL', 'yR', 'drive'); 

 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

%%%%% 2nd run. DD-type  %%%%% 

Fc_on=1; Fes_on=0; Fed_on=1; k3s_on=0; k3d_on=0; 

ay_on=1; ax_on=1; 
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delay_Fc=0.05; delay_x=0.12; delay_y=0.12; 

 

%%%%% Parameter Type-DD  %%%%% 

%%%% Sense mass 

msense=0.2e-9; Qsense=45; fsense=14e3; 

ksense=(2*pi*fsense)^2*msense; 

csense=sqrt(ksense*msense)/Qsense; 

 

%%%% Drive mass 

md=0.2e-9*2; Qd=45; fd=fsense; 

kd=(2*pi*fd)^2*md; 

cd=sqrt(kd*md)/Qd; 

wd=2*pi*fd; 

 

%%%% Rotation %%%% 

omega_dh=100*3600; %rotation amplitude, [deg/hr]  

omega=omega_dh/180*pi/3600; %rotation amplitdue, [rad/sec] 

 

%%%% Changing constant %%%% 

Fc_const=2*md*omega; 

 

%%%% Vibration %%%% 

Ax=100*9.8; % X-axis vibration's amplitude 

Ay=100*9.8; % Y-axis vibration's amplitude 

duration_x=3e-3; duration_y=3e-3; 

 

sim('VibGyro_TypeDD_impulse',0.25) 

save('RUN2.mat', 't', 'CoutF', 'Cout', 'yL', 'yR','drive'); 

 

%%%%% 3rd run. CP-type 

Fc_on=1; Fes_on=0; Fed_on=1; k3s_on=0; k3d_on=0; 

ay_on=1; ax_on=1; 

 

delay_Fc=0.05; delay_x=0.12; delay_y=0.12; 

  

%%%%% Parameter Type-CP  %%%%% 

%%%% Sense mass 

msense=0.2e-9*2; Qsense=45; fsense=14e3; 

ksense=(2*pi*fsense)^2*msense; 
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csense=sqrt(ksense*msense)/Qsense; 

 

%%%% Drive mass 

md=msense; Qd=45; fd=fsense; 

kd=(2*pi*fd)^2*md; 

cd=sqrt(kd*md)/Qd; 

wd=2*pi*fd; 

 

%%%% Rotation %%%% 

omega_dh=100*3600; %rotation amplitude, [deg/hr]  

omega=omega_dh/180*pi/3600; %rotation amplitdue, [rad/sec] 

 

%%%% Changing constant %%%% 

Fc_const=2*md*omega; 

 

%%%% Vibration %%%% 

Ax=100*9.8; % X-axis vibration's amplitude 

Ay=100*9.8; % Y-axis vibration's amplitude 

duration_x=3e-3; duration_y=3e-3; 

 

sim('VibGyro_TypeDS_mpulse',0.25) 

save('RUN3.mat', 't', 'CoutF', 'Cout', 'xdR', 'yL', 'yR', 'drive'); 

 

% END MATLAB 

return; 
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B.2. SIMULINK Model (General Usage) 

 

Figure B.1. SIMULINK model for Type-CP and Type-DS gyroscopes. 
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Figure B.2. SIMULINK model for Type-DD gyroscopes. 
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APPENDIX C 

MATLAB Codes to Generate Figures in Chapter 4 

C.1. MATLAB Code for Nonlinear Spring Shock Stops 

clear all 

close all 

 

m=1e-6; 

k=200; 

b=1e-4; 

 

fs=10e6;  

ks=50; 

gap=10e-6; d=10e-6; 

 

shock_amplitude=9.8*1e3;  %1000g shock 

shock_start_time=0; shock_time=1e-4; % Shock duration in seconds.  

restitution=0.7; 

%%%%%%%%%%%%%%%%%%%%% 

 

N=3;  

state=0; next_state=0; prev_vel=0;  

no_change=0; %0=State changes, 1=No change state.  

dummy_wait=15;  

 

%%%%%%%%%%%%%%%%%%%%% 

As=[-1*b/m -1*k/m; 1 0]; Bs=[-1; 0]; Cs=[1 0;0 1];  Ds=[0; 0]; 

Be=[1; 0]; Ce=[1 0;0 1]; De=[0; 0]; 

%%%%%%%%%%%%%%%%%%%%% 

 

sim('Nonlinear_s',[0 0.002]) 

 

% first stage % 

 

up_x1=min(find((output(:,2))>=gap))-1;  %Should substract 1 to get 'previous' one 
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down_x1=min(find((output(:,2))<=-1*gap))-1; 

    

if (length(up_x1)==0)  

    if (length(down_x1)==0)      %No touch 

        ini_c=output(end,:);  

        save_output=output; 

        prev_vel=output(end,1); 

 

    else                                %No up touch, but down touch 

        ini_c=output(down_x1,:); 

        save_output=output(1:down_x1,:); 

        prev_vel=output(down_x1,1); 

    

    end 

 

    elseif (length(down_x1)==0)  %No down touch, but up touch 

        ini_c=output(up_x1,:); 

        save_output=output(1:up_x1,:); 

        prev_vel=output(up_x1,1); 

 

         

    elseif up_x1 >= down_x1 %Down touch is faster than up touch 

        ini_c=output(down_x1,:); 

        save_output=output(1:down_x1,:); 

        prev_vel=output(down_x1,1); 

   

             

    else   

        ini_c=output(up_x1,:); 

        save_output=output(1:up_x1,:); 

        prev_vel=output(up_x1,1); 

 

end 

 

state=1; 

 %%%%%%%%% End of 1st stage %%%%%%%%%%%% 

 %%%%%%%%% Start of 2nd stage %%%%%%%%%%%% 

  %if prev_vel > 0, moving up. <, moving down 

 if prev_vel >= 0, 

        next_state=2; 
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    else 

        next_state=3; 

 end 

  

Ae=[-1*b/m -1*(k+ks)/m; 1 0]; %Anycase, Ae is same, 2,3 

in=ks*gap/m; 

  

for i=1:N, 

 

    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

    %  Next State determination 

    if no_change==1, %no state change 

        next_state=state; 

    else 

        if state == 1 % -gap < < gap 

            if prev_vel >= 0, 

                next_state=2; 

            else 

                next_state=3; 

            end 

        end 

 

        if state == 2 % gap < < gap + d 

            if prev_vel >= 0, 

                next_state=4; 

            else 

                next_state=1; 

            end 

        end 

 

        if state == 3 % -gap-d < < -gap 

            if prev_vel >= 0, 

                next_state=1; 

            else 

                next_state=5; 

            end 

        end 

 

        if state == 4 % gap+d < < gap+2*d 

            if prev_vel >= 0, 
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                next_state=6; 

            else 

                next_state=2; 

            end 

        end 

 

        if state == 5 % -gap-2*d < < gap-d 

            if prev_vel >= 0, 

                next_state=3; 

            else 

                next_state=7; 

            end 

        end 

 

        if state == 6 % gap+2*d < < gap+3*d 

            if prev_vel >= 0, 

                next_state=8; 

            else 

                next_state=4; 

            end 

        end 

 

        if state == 7 % -gap-3*d < < -gap-2*d 

            if prev_vel >= 0, 

                next_state=5; 

            else 

                next_state=9; 

            end 

        end 

 

        if state == 8 % -gap < < gap 

            if prev_vel >= 0, 

                next_state=8; 

            else 

                next_state=6; 

            end 

        end 

 

        if state == 9 % -gap < < gap 

            if prev_vel > 0, 
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                next_state=7; 

            else 

                next_state=9; 

            end 

        end 

    end 

    no_change=0; %off 

 

    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%% 

    %%% Asignment 

    if next_state==1 

        Ae=[-1*b/m -1*k/m; 1 0]; %Anycase, Ae is same 

        in=0; %Free motion 

        up_limit=gap; 

        down_limit=-1*gap; 

    end 

 

    if next_state==2 

        Ae=[-1*b/m -1*(k+ks)/m; 1 0]; %Anycase, Ae is same 

        in=ks*gap/m; 

        up_limit=gap+d; 

        down_limit=gap; 

    end 

 

    if next_state==3 

        Ae=[-1*b/m -1*(k+ks)/m; 1 0]; %Anycase, Ae is same 

        in=ks*gap/m; 

        up_limit=-1*gap; 

        down_limit=-1*gap-d; 

    end 

 

    if next_state==4 

        Ae=[-1*b/m -1*(k+2*ks)/m; 1 0]; %Anycase, Ae is same 

        in=ks*(2*gap+d)/m; 

        up_limit=gap+2*d; 

        down_limit=gap+d; 

    end 

 

    if  next_state==5 
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        Ae=[-1*b/m -1*(k+2*ks)/m; 1 0]; %Anycase, Ae is same 

        in=ks*(2*gap+d)/m; 

        up_limit=-1*gap-d; 

        down_limit=-1*gap-2*d; 

    end 

 

    if next_state==6 

        Ae=[-1*b/m -1*(k+3*ks)/m; 1 0]; %Anycase, Ae is same 

        in=ks*(3*gap+3*d)/m; 

        up_limit=gap+3*d; 

        down_limit=gap+2*d; 

    end 

 

    if next_state==7 

        Ae=[-1*b/m -1*(k+3*ks)/m; 1 0]; %Anycase, Ae is same 

        in=ks*(3*gap+3*d)/m; 

        up_limit=-1*gap-2*d; 

        down_limit=-1*gap-3*d; 

    end 

 

    if next_state==8 | next_state==9 

        Ae=[-1*b/m -1*(k+3*ks)/m; 1 0]; %Anycase, Ae is same 

        in=ks*(3*gap+3*d)/m; 

        ini_c=save_output(end,:); 

        ini_c(1)=-1*restitution*ini_c(1); 

        up_limit_2=gap+3*d; 

        down_limit_2=-1*gap-3*d; 

    end 

 

    state=next_state;  %% state change 

    %******************************% 

    %%% Running 

    sim('Nonlinear_e',[0 0.0002]) 

    x_velocity=output2(:,1); 

    x_displace=output2(:,2); 

     

    if next_state==8 | next_state==9   %%%%% Bouncing 

        if next_state==8 %upper limit 

            target_up_x1=min(find((x_displace(dummy_wait:end))>=up_limit_2))-1; 

            target_up_x1=target_up_x1+dummy_wait; % Return to original number 
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            ini_c=save_output(target_up_x1,:); 

            save_output=[save_output; output2(2:target_up_x1,:)]; 

            prev_vel=ini_c(1); 

        elseif next_state==9 

            target_down_x1=min(find((x_displace(dummy_wait:end))<=down_limit_2))-1; 

            target_down_x1=target_down_x1+dummy_wait; % Return to original number 

            ini_c=output2(target_down_x1,:); 

            save_output=[save_output; output2(2:target_down_x1,:)]; 

            prev_vel=ini_c(1); 

        end 

    else 

        target_up_x1=min(find((x_displace(dummy_wait:end))>=up_limit))-1;  %Should substract 1 

to get 'previous' one 

        target_down_x1=min(find((x_displace(dummy_wait:end))<=down_limit))-1; 

        target_up_x1=target_up_x1+dummy_wait;  % Return to original number 

        target_down_x1=target_down_x1+dummy_wait;  

        if (length(target_up_x1)==0) 

            if (length(target_down_x1)==0)      %No touch 

                ini_c=output2(end,:); 

                save_output=[save_output; output2(2:end)]; 

                prev_vel=ini_c(end,1);   %%%%%%%******* 1 

                no_change=1; 

            else                                %No up touch, but down touch 

                ini_c=output2(target_down_x1,:); 

                save_output=[save_output; output2(2:target_down_x1,:)]; 

                prev_vel=output2(target_down_x1,1); 

            end 

 

        elseif (length(target_down_x1)==0)  %No down touch, but up touch 

            ini_c=output2(target_up_x1,:); 

            save_output=[save_output; output2(2:target_up_x1,:)]; 

            prev_vel=output2(target_up_x1,1); 

 

        elseif target_up_x1 >= target_down_x1 %Down touch is faster than up touch 

            ini_c=output2(target_down_x1,:); 

            save_output=[save_output; output2(2:target_down_x1,:)]; 

            prev_vel=output2(target_down_x1,1); 

 

        else  %target_up_x1 < target_down_x1 %Up touch is faster than down touch 

            ini_c=output2(target_up_x1,:); 
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            save_output=[save_output; output2(2:target_up_x1,:)]; 

            prev_vel=output2(target_up_x1,1); 

        end 

    end 

 

end 

 

 

%******************************% 

time=[1:length(save_output)]/fs;     

 

valid_num=max(find(time<0.151)); 

disp=save_output(:,2); 

vel=save_output(:,1); 

 

plot(time(1:valid_num)*1e3,disp(1:valid_num)*1e6) 

xlabel('Time [mSec]') 

ylabel('Displacement fo the mass [um]') 

axis([0 0.15 -30 30]) 

 

max_displace=min(disp(1:valid_num)); 

abs(max_displace) 

 

max_point=(find(disp==max_displace)); 

 

data(1)=abs(vel(max_point-2)-vel(max_point-3)); 

data(2)=abs(vel(max_point-1)-vel(max_point-2)); 

data(3)=abs(vel(max_point)-vel(max_point-1)); 

data(4)=abs(vel(max_point+1)-vel(max_point)); 

data(5)=abs(vel(max_point+2)-vel(max_point+1)); 

data(6)=abs(vel(max_point+3)-vel(max_point+2)); 

 

dv=max(data)  

C.2. MATLAB Code for Soft Coating Shock Stops 

clear all 

 

m=1e-6; k=200; b=1e-4; 
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fs=10e6; restitution=0.7; 

 

shock_amplitude=9.8*1e3;  %1000g shock 

shock_start_time=0; 

shock_time=1e-4;   

%%%%%%%%%%%%%%%%%%%%% 

 

collision=0; N=200; %% large dummy number 

flag_still_shock=1; %initialize. If 0, loop ends 

shockstop_up_x1=20e-6; 

shockstop_down_x1=-20e-6; 

 

%%%%%%%%%%%%%%%%%%%%% 

A1=[-1*b/m -1*k/m; 1 0]; B1=[-1; 0]; C1=[1 0;0 1];  D1=[0; 0]; 

 

A2=A1;  C2=C1;  D2=D1; B2=[0; 0]; 

 

%%%%%%%%%%%%%%%%%%%%% 

 

sim('SoftStop_s',[0 0.002]) 

 

%%%%%%%%%%%%%%%%%%%%% 

% first stage % 

 

target_up_x1=min(find((output(:,2))>=shockstop_up_x1))-1;  %Should substract 1 to get 'previous' one 

target_down_x1=min(find((output(:,2))<=shockstop_down_x1))-1; 

    

if (length(target_up_x1)==0)  

    if (length(target_down_x1)==0)      %No touch 

        ini_c=output(end,:); 

        save_output=output; 

        %time=output/fs;     

    else                                %No up touch, but down touch 

        ini_c=output(target_down_x1,:); 

        ini_c(1)=-1*restitution*ini_c(1);    

        save_output=output(1:target_down_x1,:); 

        collision=collision+1; 

        %time=[1:target_down_x1]'/fs;     

    end 
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    elseif (length(target_down_x1)==0)  %No down touch, but up touch 

        ini_c=output(target_up_x1,:); 

        ini_c(1)=-1*restitution*ini_c(1); 

        save_output=output(1:target_up_x1,:); 

        collision=collision+1; 

        %time=[1:target_up_x1]'/fs;   

         

    elseif target_up_x1 >= target_down_x1 %Down touch is faster than up touch 

        ini_c=output(target_down_x1,:); 

        ini_c(1)=-1*restitution*ini_c(1); 

        save_output=output(1:target_down_x1,:); 

        collision=collision+1; 

        %time=[1:target_down_x1]'/fs;     

             

    else  %target_up_x1 < target_down_x1 %Up touch is faster than down touch 

        ini_c=output(target_up_x1,:); 

        ini_c(1)=-1*restitution*ini_c(1); 

        save_output=output(1:target_up_x1,:); 

        collision=collision+1; 

        %time=[1:target_up_x1]'/fs;   

end 

 

 %%%%%%%%% End of 1st stage %%%%%%%%%%%% 

  

 %%%%%%%%% Calibrate %%%%%%%%%%%%% 

for i=1:N, 

 

    sim('SoftStop_e',[0 0.0002]) 

     

    target_up_x1=min(find((output2(:,2))>=shockstop_up_x1))-1;  %Should substract 1 to get 

'previous' one 

    target_down_x1=min(find((output2(:,2))<=shockstop_down_x1))-1; 

    

    if (length(target_up_x1)==0)  

        if (length(target_down_x1)==0)      %No touch 

            ini_c=output2(end,:);    

             save_output=[save_output; output2]; 

       

         else                                %No up touch, but down touch 
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            ini_c=output2(target_down_x1,:);     

            ini_c(1)=-1*restitution*ini_c(1);    

            save_output=[save_output; output2(1:target_down_x1,:)]; 

            collision=collision+1; 

      

        end 

     

        elseif (length(target_down_x1)==0)  %No down touch, but up touch 

            ini_c=output2(target_up_x1,:);    

            ini_c(1)=-1*restitution*ini_c(1);    

            save_output=[save_output; output2(1:target_up_x1,:)]; 

            collision=collision+1; 

   

         

        elseif target_up_x1 >= target_down_x1 %Down touch is faster than up touch 

            ini_c=output2(target_down_x1,:);      

            ini_c(1)=-1*restitution*ini_c(1);     

            save_output=[save_output; output2(1:target_down_x1,:)]; 

            collision=collision+1; 

      

         

        else  %target_up_x1 < target_down_x1 %Up touch is faster than down touch 

            ini_c=output2(target_up_x1,:);        

            ini_c(1)=-1*restitution*ini_c(1);    

            save_output=[save_output; output2(1:target_up_x1,:)]; 

            collision=collision+1; 

    end 

end 

 

time=[1:length(save_output)]/fs;     

 

plot(time,save_output(:,2)*1e6) 

xlabel('Time [Seconds]') 

ylabel('Displacement of the mass [um]') 

 

 

 

 



  182

C.3. SIMULINK Model for Nonlinear Spring Shock Stops 

(a)

(b)

(a)

(b)
 

Figure C.1. SIMULINK model for nonlinear spring and soft coating shock stop 

simulations. (a) Nonlinear_e.mdl and SoftStop_e.mdl, (b) Nonlinear_s.mdl and 

SoftStop_s.mdl. 
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APPENDIX D 

 

Derivation of Kinetic Energy of Ring Gyroscopes 

in Section 2.5.4 

 

Terms in equation (2.53) are substituted to equation (2.54) 
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These terms will be substituted by equations (2.31) and (2.32). 

T T T T F F F F
x x1 1 x 2 2 x1 1 x 2 2u q q q q= Φ +Φ +Φ +Φ                 (2.31) 

T T T T F F F F
y y1 1 y2 2 y1 1 y2 2u q q q q= Φ +Φ +Φ +Φ                 (2.32) 

which are represented by equations (2.43)-(2.46).  Note that they are sometimes 

reported as multiple of the expressions, as explained using equations (2.37) and (2.39).  

To simplify the equation (E.1), we will use the orthogonality of the mode shapes and 

because of the symmetry of the ring structure and the mode shapes.  Because of the 

orthogonality, 

T T T T T T
1 2 x1 x 2 y1 y2

V V

dV dV 0⎡ ⎤ ⎡ ⎤Φ Φ = Φ Φ +Φ Φ =⎣ ⎦ ⎣ ⎦∫ ∫               (E.2) 

T F T F T F
1 1 x1 x1 y1 y1

V V

dV dV 0⎡ ⎤ ⎡ ⎤Φ Φ = Φ Φ +Φ Φ =⎣ ⎦ ⎣ ⎦∫ ∫               (E.3) 

T F T F T F
1 2 x1 x 2 y1 y2

V V

dV dV 0⎡ ⎤ ⎡ ⎤Φ Φ = Φ Φ +Φ Φ =⎣ ⎦ ⎣ ⎦∫ ∫               (E.4) 

T F T F T F
2 2 x 2 x 2 y2 y2

V V

dV dV 0⎡ ⎤ ⎡ ⎤Φ Φ = Φ Φ +Φ Φ =⎣ ⎦ ⎣ ⎦∫ ∫               (E.5) 

F T F T F T
1 2 x1 x 2 y1 y2

V V

dV dV 0⎡ ⎤ ⎡ ⎤Φ Φ = Φ Φ +Φ Φ =⎣ ⎦ ⎣ ⎦∫ ∫               (E.6) 

F F F F F F
1 2 x1 x 2 y1 y2

V V

dV dV 0⎡ ⎤ ⎡ ⎤Φ Φ = Φ Φ +Φ Φ =⎣ ⎦ ⎣ ⎦∫ ∫               (E.7) 

The mode shapes and position vector ( pr ) of a ring structure are given by linear 

combinations of sine and cosine as shown in equations (2.43)-(2.46) and following.  

( )p p p ring ringr (x , y ) R cos ,R sin= = θ θ                 (E.8) 

Note that  

( )ring ring ringdV R W h d= θ                           (E.9) 
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where Rring, Wring, and hring are radius, width and thickness of the ring structure.  Also 

note that 

[ ] [ ] [ ]
2 2 2

0 0 0

sin(m )sin(n ) d sin(m )cos(n ) d cos(m )cos(n ) d 0
π π π

θ θ θ = θ θ θ = θ θ θ =∫ ∫ ∫    (E.10) 

when m≠n (m and n are integers.)  For further simplification, we assumed that  

x y 0Ω = Ω =                              (E.11) 

Equation (E.1) has seven lines of terms.  After the substitution, because of the 

orthogonality, the terms at the first line are simplified to 

( ) ( ) ( ) ( ) ( ) ( )2 2 2 222 T T T T F F F F
x y 1 1 2 2 1 1 2 2

V

1 1 1 1 1
u u dV M q M q M q M q

2 2 2 2 2
⎡ ⎤ρ + = + + +⎢ ⎥⎣ ⎦∫    (E.12) 

where  

( ) ( ) ( ) ( )2 2 2 2T T T T T
1 x1 y1 r1 1

V V

M dV dVθ
⎡ ⎤ ⎡ ⎤= ρ Φ + Φ = ρ Φ + Φ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦∫ ∫

             (2.57) 

( ) ( ) ( ) ( )2 2 2 2T T T T T
2 x 2 y2 r2 2

V V

M dV dVθ
⎡ ⎤ ⎡ ⎤= ρ Φ + Φ = ρ Φ + Φ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦∫ ∫

            (2.58) 

( ) ( ) ( ) ( )2 2 2 2F F F F F
1 x1 y1 r1 1

V V

M dV dVθ
⎡ ⎤ ⎡ ⎤= ρ Φ + Φ = ρ Φ + Φ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦∫ ∫

             (2.59) 

( ) ( ) ( ) ( )2 2 2 2F F F F F
2 x 2 y2 r2 2

V V

M dV dVθ
⎡ ⎤ ⎡ ⎤= ρ Φ + Φ = ρ Φ + Φ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦∫ ∫

            (2.60) 

.  The terms at the second line becomes 

( ) ( ) ( )T T T T T F F F F F
z x y x y z 1 2 1 2 1 1 2 1 2

V

1
2 u u u u dV q q q q q q q q

2
⎡ ⎤⎡ ⎤ρ Ω − = Ω γ − + γ −⎣ ⎦ ⎣ ⎦∫    (E.13) 

where 

T T T F F F F F
x1 y1 1 x1 y2 x 2 y1

V V

dV, dV⎡ ⎤ ⎡ ⎤γ = ρ Φ Φ γ = ρ Φ Φ −Φ Φ⎣ ⎦ ⎣ ⎦∫ ∫             (2.61) 

because of the symmetry of mode shapes.  
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The terms at the third line are simplified to 

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

22 2 2 2 2
x y z y x z

V V

2 2 2 22 T T 2 T T 2 F F 2 F F
z 1 1 z 2 2 z 1 1 z 2 2

1 1
u dV u dV

2 2

1 1 1 1
q q q q

2 2 2 2

⎡ ⎤⎡ ⎤ρ Ω +Ω + ρ Ω +Ω⎢ ⎥⎣ ⎦ ⎣ ⎦

= Ω α + Ω β + Ω μ + Ω μ

∫ ∫      (E.14) 

where  

( ) ( )2 2T T T T
1 x1 2 y2

V V

dV, dVα = ρ Φ β = ρ Φ∫ ∫                             (2.62) 

( ) ( ) ( ) ( )2 2 2 2F F F F F F F F
1 x1 y1 1 2 x 2 y2 2

V V

dV M , dV M⎡ ⎤ ⎡ ⎤μ = ρ Φ + Φ = μ = ρ Φ + Φ =⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦∫ ∫
     (2.63) 

because of the symmetry of mode shapes and the assumption in equation (E.11). 

The terms at the fourth line become 

( )x y x y

V

1
u u 2 dV 0

2
⎡ ⎤ρ − Ω Ω =⎣ ⎦∫                   (E.15) 

because of the symmetry of mode shapes and the assumption in equation (E.11). 

The terms at the fifth line become 

( ) ( ) ( ) ( )2 2 2 2
x p y z x p x y y p x z y p x y

V

2 F F F 2 F F F
z x1 x y y1 1 z y2 x y x 2 2

1
u x 2 2 u y 2 u y 2 2 u x 2 dV

2

q q

⎡ ⎤ρ Ω + Ω + − Ω Ω + Ω + Ω + − Ω Ω⎣ ⎦

⎡ ⎤ ⎡ ⎤= Ω ⋅δ −Ω Ω ⋅δ + Ω ⋅δ −Ω Ω ⋅δ⎣ ⎦ ⎣ ⎦

∫             

(E.16) 

where F
x1δ , F

y1δ , F
x 2δ , F

y2δ  are constants.  These terms become zero or constants after 

Lagrange equation, and thus, do not contribute the resonant excitation of a ring 

gyroscope.  Therefore, terms in equation (E.14) are ignored.  

The terms at the sixth line become 

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

x oy z oz y y ox z oz x x ox y oy

V

T T T T T T T T
oy z 1 1 ox z 2 2 ox 1 1 oy 2 2

1
u 2v 2v u 2v 2v u 2v u 2v dV

2

v q v q v q v q

⎡ ⎤ρ Ω − Ω + − Ω + Ω + +⎣ ⎦

= Ω η − Ω η + η + η

∫           

(E.17) 
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where  

T T T T
1 x1 2 y2

V V

dV, dV⎡ ⎤ ⎡ ⎤η = ρ Φ η = ρ Φ⎣ ⎦ ⎣ ⎦∫ ∫                          (2.64) 

The terms at the seventh line become 

( ) ( )

( )

x p z y p z

V

F F F
z x 2 y2 2

1
u y 2 u x 2 dV

2

q

⎡ ⎤ρ − Ω + Ω⎣ ⎦

= Ω δ + δ

∫                (E.18) 

where F
x 2δ , F

y2δ  are constants.  These are ignored because they become zero after 

Lagrange equation. 
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APPENDIX E 

 

Derivation of Potential Energy from Drive Electrodes of 

Ring Gyroscopes 

 

Cn in equation (2.82) can be rewritten as 

( ) ( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )

1 1 2 2 1 1 2 2

2 2 2 2

1 1 2 2 1 1 2 2

1 2 1 2 1 1 1 1 1 2 1 2

2 1 2 1 2 2 2 2 1 2 1 2

2 2 2

2 2 2

T T T T F F F F

n s n n n n

T T T T F F F F

n n n n

T T T T T F T F T F T F

n n n

T F T F T F T F F F F F

n n n

C C f q f q f q f q

g q g q g q g q

h q q h q q h q q

h q q h q q h q q

= + + + +

+ + + +

+ + +

+ + +

              (E.1) 

where 

0

ring ring

s n

R h
C

g

ε
θ= Δ                            (E.2) 

( ) ( )

( ) ( )

2 2
1 1 2 22 2

0 02 2

2 2
1 1 2 22 2

0 02 2

, ,

,

n n
n n

n n
n n

n n
n n

n n
n n

ring ring ring ringT T T T

n r n r

ring ring ring ringF F F F

n r n r

R h R h
f d f d

g g

R h R h
f d f d

g g

θ θ
θ θ

θ θ
θ θ

θ θ
θ θ

θ θ
θ θ

ε ε
θ θ

ε ε
θ θ

Δ Δ
+ +

Δ Δ
− −

Δ Δ
+ +

Δ Δ
− −

= Φ = Φ

= Φ = Φ

∫ ∫

∫ ∫
        (E.3) 

( ) ( )

( ) ( )

2 2
2 2

1 1 2 23 3

0 02 2

2 2
2 2

1 1 2 23 3

0 02 2

, ,

,

n n
n n

n n
n n

n n
n n

n n
n n

ring ring ring ringT T T T

n r n r

ring ring ring ringF F F F

n r n r

R h R h
g d g d

g g

R h R h
g d g d

g g

θ θ
θ θ

θ θθ θ

θ θ
θ θ

θ θ
θ θ

ε ε
θ θ

ε ε
θ θ

Δ Δ
+ +

Δ Δ
− −

Δ Δ
+ +

Δ Δ
− −

= Φ = Φ

= Φ = Φ

∫ ∫

∫ ∫
      (E.4) 

( ) ( )

( ) ( )

2 2
1 2 1 2 1 1 1 13 3

0 02 2

2 2
1 2 1 2 2 1 2 13 3

0 02 2

2 2

, ,

, ,

n n
n n

n n
n n

n n
n n

n n
n n

ring ring ring ringT T T T T F T F

n r r n r r

ring ring ring ringT F T F T F T F

n r r n r r

rinT F

n

R h R h
h d h d

g g

R h R h
h d h d

g g

R
h

θ θ
θ θ

θ θ
θ θ

θ θ
θ θ

θ θ
θ θ

ε ε
θ θ

ε ε
θ θ

ε

Δ Δ
+ +

Δ Δ
− −

Δ Δ
+ +

Δ Δ
− −

= Φ Φ = Φ Φ

= Φ Φ = Φ Φ

=

∫ ∫

∫ ∫

( ) ( )2 2
2 2 1 2 1 23 3

0 02 2

,
n n

n n

n n
n n

g ring ring ringT F F F F F

r r n r r

h R h
d h d

g g

θ θ
θ θ

θ θ
θ θ

ε
θ θ

Δ Δ
+ +

Δ Δ
− −

Φ Φ = Φ Φ∫ ∫

  (E.5) 



  189

Equation (2.83) can be rewritten as  

[ ]
0

0

2

0

0,180

2 2
2

0 0

0,180

1
sin( )

2

1
cos(2 ) 2 sin( )

2 2 2

n

n

drive DC AC n

AC AC

DC DC AC n

U V V w t C

V V
V w t V V w t C

θ

θ

=

=

= − −

⎡ ⎤⎛ ⎞
= − + − −⎢ ⎥⎜ ⎟

⎝ ⎠⎣ ⎦

∑

∑

        (E.6) 

After substituting equation (E.1) to equation (2.83), equation (E.7) is generated.  

( ) ( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )

1 1 2 2 1 1 2 2

2 2 2 2
2

1 1 2 2 1 1 2 2
2

0 1 2 1 2 1 1 1 1 1 2 1 2

2 1 2 1 2 2 2 2 1 2 1 2

1

2 2 2 2 2

2 2 2

n

T T T T F F F F

s n n n n

T T T T F F F F

n n n n
AC

drive DC T T T T T F T F T F T F

n n n

T F T F T F T F F F F F

n n n

C f q f q f q f q

g q g q g q g qV
U V

h q q h q q h q q

h q q h q q h q q

θ =

⎡ ⎤+ + + +
⎢ ⎥
⎢ ⎥+ + + +⎛ ⎞ ⎢ ⎥= − +⎜ ⎟ ⎢ ⎥+ + +⎝ ⎠
⎢ ⎥
⎢ ⎥+ + +⎣ ⎦

( ) ( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )

0

0

,180

1 1 2 2 1 1 2 2

2 2 2 2
2

1 1 2 2 1 1 2 2

0

0,180 1 2 1 2 1 1 1 1 1 2 1 2

2 1 2 1 2 2 2 2 1 2 1 2

cos(2 )
4 2 2 2

2 2 2

n

T T T T F F F F

s n n n n

T T T T F F F F

n n n n
AC

T T T T T F T F T F T F

n n n

T F T F T F T F F F F F

n n n

C f q f q f q f q

g q g q g q g qV
w t

h q q h q q h q q

h q q h q q h q q

θ =

⎡ ⎤+ + + +
⎢ ⎥
⎢ ⎥+ + + +
⎢ ⎥+
⎢ ⎥+ + +
⎢ ⎥
⎢ ⎥+ + +⎣ ⎦

∑

( ) ( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )

0

1 1 2 2 1 1 2 2

2 2 2 2

1 1 2 2 1 1 2 2

0

0,180 1 2 1 2 1 1 1 1 1 2 1 2

2 1 2 1 2 2 2 2 1 2 1 2

sin( )
2 2 2

2 2 2

n

T T T T F F F F

s n n n n

T T T T F F F F

n n n n

DC AC T T T T T F T F T F T F

n n n

T F T F T F T F F F F F

n n n

C f q f q f q f q

g q g q g q g q
V V w t

h q q h q q h q q

h q q h q q h q q

θ =

⎡ ⎤+ + + +
⎢ ⎥
⎢ ⎥+ + + +
⎢ ⎥+
⎢ ⎥+ + +
⎢ ⎥
⎢ ⎥+ + +⎣ ⎦

∑

∑

 

(E.7) 

This equation is very complex, but by applying the observations listed in Section 2.5.7, 

it is reduced to 

( ) ( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )

0

2 2 2 2

1 1 2 2 1 1 2 2
2

2

1 2 1 2 1 1 1 1 1 2 1 2

0,180

2 1 2 1 2 2 2 2 1 2 1 2

0 1 1 2 2

1
2 2 2

2 2

2 2 2

sin( )

n

T T T T F F F F

n n n n

T T T T T F T F T F T FAC
drive DC n n n

T F T F T F T F F F F F

n n n

T T T T

DC AC n n

g q g q g q g q

V
U V h q q h q q h q q

h q q h q q h q q

V V w t f q f q

θ =

⎡ ⎤+ + +
⎢ ⎥

⎛ ⎞ ⎢ ⎥= − + + + +⎜ ⎟ ⎢ ⎥⎝ ⎠ ⎢ ⎥+ + +⎢ ⎥⎣ ⎦

+ + +

∑

0

1 1 2 2

0,180n

F F F F

n n
f q f q

θ =

⎡ ⎤+⎣ ⎦∑

 (E.8) 

In our analysis, θn of the drive electrodes are 0
0
 and 180

0
.  Therefore,  

0 0 0

1 2 2

0,180 0,180 0,180

0

n n n

T T F

n n nf f f
θ θ θ= = =

= = =∑ ∑ ∑                  (E.9) 
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0 0 0

0 0 0

1 2 1 1 1 2

0,180 0,180 0,180

2 1 2 2 1 2

0,180 0,180 0,180

0

n n n

n n n

T T T F T F

n n n

T F T F F F

n n n

h h h

h h h

θ θ θ

θ θ θ

= = =

= = =

= =

= = = =

∑ ∑ ∑

∑ ∑ ∑
          (E.10) 

By equations (E.9) and (E.10), equation (E.8) is further reduced to 

( ) ( ) ( ) ( )

( )( ) ( )( )
( )( ) ( )( )

0

0

2
2 2 2 2

2

1 1 2 2 1 1 2 2

0,180

0 1 1

0,180

2 2
2

2 3 1 1 2 3 1 2
2

2 2

2 3 2 1 2 3 2 2

1

2 2

sin( )

1

2 2 4 2 4 2

n

n

T T T T F F F FAC
drive DC n n n n

F F

DC AC n

T T

g d d g d d
AC

DC
F F

g d d g d d

V
U V g q g q g q g q

V V w t f q

q qV
V

q q

θ

θ

χ χ χ χ χ χ

χ χ χ χ χ χ

=

=

⎛ ⎞ ⎡ ⎤= − + + + +⎜ ⎟ ⎢ ⎥⎣ ⎦⎝ ⎠

⎡ ⎤+ ⎣ ⎦

⎡ + + −⎛ ⎞ ⎢= − +⎜ ⎟ ⎢⎝ ⎠ + + + −⎣

∑

∑

( )( )1 1 0 14 sin( ) F

DC AC g dV V w t qχ χ

⎤
⎥
⎥

⎢ ⎥⎦

+

       (E.11) 

where 

1 22 3

0 0

1 2 3

,

sin( ), sin(2 ),

ring ring ring ring

g g

d n d n d n

R h R h

g g

ε ε
χ χ

χ θ χ θ χ θ

= =

= Δ = Δ = Δ

                  (2.85) 

As explained, they can be also reported as multiple of the expressions depending on the 

selection of mode shapes. 
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