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ABSTRACT 
 
This paper presents a video coding scheme in which some 
texture regions are selectively removed at the encoder and 
recovered by synthesis at the decoder. We present region 
removal utilizing conventional block-based motion 
information rather than global motion field. Removed 
regions including their motion information are not coded at 
the encoder. We propose spatio-temporal patch-searching in 
texture synthesis at the decoder to recover the removed 
regions. Our approach is not content based and is flexible 
and generic to be implemented. The scheme has been 
integrated into H.264/AVC and achieves up to 38.8% bitrate 
saving at similar visual quality levels compared with 
H.264/AVC.  

 
1. INTRODUCTION 

 
It is well accepted that motion compensation, intra 
prediction and transform are employed in video coding to 
exploit spatio-temporal redundancy based on the mean 
squared error (MSE) criterion. But the types of redundancies 
exploited by current video coding schemes are rather limited 
since they mainly focus on pixel-wise redundancy rather 
than perceptual redundancy. It is exemplified by the 
inefficiency of coding texture regions with many details, e.g. 
water and grass. However, texture synthesis [1] and 
image/video inpainting [2] have shown their effectiveness 
on dealing with these regions. 

Recently, technologies in texture synthesis and image 
inpainting have shown remarkable progresses and have been 
developed for different purposes such as error concealment 
[3] and object removal [4]. In fact, advancements in texture 
synthesis are leading to promising efforts to exploit visual 
redundancy. It has been reported that improvement is 
achieved by employing texture synthesis in compression 
even though in a straight-forward fashion [3]. A content-
based video compression scheme is also presented in [5] in 
which texture synthesis and analysis are utilized based on a 
global motion model. Moreover, since original video 
sequences are always available at encoder side, it is 

reasonable to assume that some assistant information can be 
extracted to empower texture synthesis as well as inpainting. 
Such kind of image compression method is developed in [6] 
in which edge-based inpainting approach is proposed to 
reduce the redundancy in structure regions. 

In this paper, we focus on texture regions and aim to 
benefit from texture synthesis to improve current 
mainstream coding schemes, e.g. H.264/AVC. The basis of 
our approach is that some texture regions can be well 
synthesized from their spatio-temporal neighboring samples 
without visible quality loss. Therefore, they can be 
selectively removed during encoding. 

The contribution of this paper lies in twofold. First, we 
propose region removal (also called exemplar selection in 
this paper) utilizing conventional block-based motion 
information rather than global motion field. Second, spatio-
temporal texture synthesis algorithm is presented for region 
recovery in which spatial and temporal smoothness are 
simultaneously considered. Moreover, our approach is not 
content based and is developed at non-overlapped block 
level. It is flexible and generic to be implemented into 
standard-compliant video coding schemes. 

The rest of this paper is organized as follows. In Section 
2, the framework of our scheme is presented. In Section 3 
and Section 4, we will describe the encoder and decoder 
algorithms in detail. In Section 5, experimental results are 
shown. We will conclude this paper in Section 6. 
 

2. FRAMEWORK OF OUR PROPOSED SCHEME 
 
In our proposed scheme, I-pictures and P-pictures, called 
key pictures, are coded with H.264/AVC (H.264 for short). 
B-pictures are candidates for partial texture synthesis. Each 
B-picture is divided into non-overlapped 8x8 blocks. Some 
of the blocks are removable at the encoder and can be well 
recovered at the decoder. Other blocks are called exemplars 
and will be utilized to synthesize the removed blocks at the 
decoder. 

Fig. 1 shows the framework of our scheme.  The input of 
the encoder is a group of pictures (GOP) which consists of a 
pair of key pictures and several B-pictures. 8x8 blocks of all 
B-pictures are categorized into structural ones and textural 
ones. Structural blocks (denoted by Str.) are regarded as 
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exemplars and are coded with H.264 encoder. Textural 
blocks (denoted by Tex.) are input into the Exemplar 
Selection module. At the same time, 8x8-block motion 
threading [7] is performed on original B-pictures. The 
threads which consist of motion-aligned textural blocks are 
treated as 3-D exemplar candidates and are selectively 
preserved. Remaining blocks are totally removed. At the 
decoder side, key pictures and exemplars in B-pictures are 
reconstructed by H.264 decoder. Then partially 
reconstructed B-pictures are recovered by the Texture 
Synthesis module. After texture synthesis, completed 
pictures including key pictures are stored in the Picture 
Buffer so that they can be used to recover other pictures. 
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Fig. 1. Framework of our proposed scheme. 

 
Note that, in our coding scheme, B-pictures are bi-

directionally predicted from the nearest pair of key pictures 
which are coded and reconstructed with MSE criterion in 
H.264. In the following two sections, we will explain our 
encoder and decoder designs in detail. 
 

3. ENCODER DESIGN  
 
It is generally accepted that pure textures can be 
satisfactorily generated even given a small sample. With this 
knowledge, synthesis-based image compression 
technologies have been developed to exploit visual 
redundancy and have shown encouraging results [6]. In such 
image compression schemes, how to select removable 
regions and useful samples is significant to successful 
synthesis. This selection problem is also important and even 
more difficult for video applications, because temporal 
aliasing is typically much stronger than spatial aliasing in 
video sequences of dynamic scenes. The core of our encoder 
algorithm is the selection process which demands both 
spatial and temporal consistency. In the following of this 
section, we will explain how to select removable blocks and 
exemplars based on block categorization and motion 
information. 
 
3.1. Block categorization 

 
In our scheme, all B-pictures are input to the Block 
Categorization module shown in Fig. 1. A simple edge 
detector is used to detect edges in this module. The blocks 
which contain edge pixels are categorized into structural 
blocks. Remaining blocks are textural blocks. The textural 
blocks which are adjacent to structural blocks are called 
necessary textural exemplars and must be preserved and 
coded, because they contain the information of transition 
between different texture regions. Remaining textural blocks 
are called additional textural blocks, from which the 
removable blocks will be selected. 
 
3.2. Motion threading 
 
To avoid possible temporal inconsistencies of the 
synthesized result, we have considered motion estimation in 
selecting exemplars at the encoder side. We treat temporally 
sequential blocks on a motion trajectory as a candidate 3-D 
exemplar. In this way, the exemplar selection can be 
performed on a more global level to help synthesis keep 
spatial and temporal consistency. 

We perform block-based backward motion estimation on 
original pictures in the Motion Threading module. Motion 
threading algorithm which was proposed in [7] is utilized so 
that additional textural blocks can be aligned in directions of 
different motion threads. In this step, we use conventional 
block-based motion estimation same as H.264/AVC with 
integer-pixel accuracy. Afterwards, motion threads in 
texture regions are pruned so that different threads will not 
overlap each other or fall into structure regions. Fig. 2 
shows an example of motion threads within a GOP.  
 

 
Fig. 2. An example of motion threads in one GOP.  Shaded blocks 
indicate removed ones. Arrows indicate connection and direction 

within motion threads. 
 
3.3. Exemplar selection 
 
When motion threading is completed, all the threads are 
treated as 3-D exemplar candidates for exemplar selection. 
We arrange the average spatio-temporal variation (STV for 
short) of all the motion threads in descending order and 
choose those threads with higher variation according to a 
pre-defined ratio. The chosen blocks are preserved as 
exemplars and will then be coded with H.264 encoder. The 
remaining ones are totally removed and will be recovered at 
the decoder. 

The average STV of a thread is defined as follows: 
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Here N represents the length of a corresponding thread, 
which consists of N blocks Bi (i=1…N). w1 and w2 in (1) are 
positive weighting factors. μ6() indicates the spatio-temporal 
6-neighboring (left, right, top, bottom, forward and 
backward) blocks of each block. The functions į() and E() 
are the variance and mean pixel value of a block.  

Furthermore, because the variation is a local feature, 
removing large-scale regions should be avoided. Thus, we 
also check the connective degree of each block so that the 
removed blocks do not constitute a large region. 

The output of the exemplar selection process includes a 
sequence of binary masks indicating which blocks are 
removed. The masks are then losslessly coded in the 
Assistant Encoder. 
 

4. DECODER DESIGN 
 
After decoding the binary masks which indicate the location 
of removed blocks, the decoder utilizes a patch-wise method 
to synthesize the removed texture regions. We borrow the 
main idea of patch-wise image inpainting [4] and extend it 
to our video coding application. 

One direct approach to extend an image inpainting or 
texture synthesis method to video is to process each frame 
independently. But the temporal correlation among frames is 
neglected. On the one hand, a better matching patch may be 
found in temporally adjacent frames. On the other, to 
process video frames as independent images may ruin the 
temporal consistency and result in visible artifacts. For 
video texture synthesis, one can extend 2-D patches to 3-D 
volumes [8] but will introduce large amounts of data and 
computing complexity. In our synthesis scheme, we jointly 
utilize temporal and spatial reconstructed pixels to perform 
the synthesis process with 2-D patches. 

 
Forward ref. Current picture Backward ref.

Unknown region Target patch Searching range Source patch  
Fig. 3. Patch-wise texture synthesis in our approach. 

 
Unlike the removing process at the encoder, the Texture 

Synthesis module at the decoder is designed for arbitrary-
shaped regions and is performed frame by frame. We choose 
square patches as the fundamental elements while a 
confidence map [4] is introduced to guide the order of 

synthesis. As shown in Fig. 3, for each patch centered at a 
marginal pixel of unknown regions (denoted by target patch), 
we calculate the average confidence value of all pixels in 
this patch. Then the patch with the highest confidence will 
be synthesized first. Afterwards, a candidate patch which is 
most similar to the target patch is searched out in a certain 
spatio-temporal range centered at the target patch among the 
current picture, forward reference picture and backward 
reference picture. 

The similarity between a candidate patch and a target 
patch is measured by S defined as follows: 

               '( , ) ( , )t c t cS SSD W W SSD W Wα= + ⋅              (2) 
Where SSD() denotes the sum of squared difference of 
known pixels between two patches. Wt and Wc represent the 
target patch and the candidate patch. Wt’ represents the patch 
which has the same location as the target patch in 
corresponding reference frame. Į is a positive constant 
which controls the tradeoff between spatial and temporal 
smoothness. A patch that results in the least S will then be 
chosen as a source patch, which is often found in a 
temporally adjacent location. Then the source patch is 
merged into the target patch [9], [10]. After one patch is 
restored, the confidence map is updated. All the above 
operations are iterated until no unknown pixel exists.  
 

5. EXPERIMENTAL RESULTS 
 
We have integrated the proposed coding scheme into the 
H.264/AVC reference software JM10.2 [11] and have 
compressed the video sequences “Container”, “Football” 
and “Bridge_far”. In our experiments, we use YUV 4:2:0 
sequence format under CIF resolution. All sequences are 
tested with 30Hz frame rate. Only one intra frame is coded 
for each sequence. The intra frame and all P-frames are key 
frames and are coded with H.264 for both testing cases. B-
frames are periodically inserted between key frames and are 
predicted from the nearest pair of key frames. 15 B-frames 
are inserted in one GOP for “Container” and “Bridge_far”. 4 
B-frames are inserted in one GOP for “Football”. Whole 
sequences are coded. Besides, rate distortion optimization 
(RDO) is turned on. CABAC is used for entropy coding. 

Fig. 4 shows the reconstructed GOP of the sequence 
“Football”. Compared with the reconstruction of 
H.264/AVC, our approach has a similar visual quality level. 
Fig. 5 shows bitrate savings of our approach for all testing 
sequences under different quantization parameters (QP). 
Noticeable bitrate savings of our scheme can be seen in this 
figure, up to 38.8% for sequence “Bridge_far”. Note that, 
coded bitrates of binary masks have been included in the 
overall bitrates for our approach, although they are 
negligible. 
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     (a) 

     (b) 

     (c) 
Fig. 4. Four B-pictures in one GOP of sequence “Football”: (a) original frames with removing masks (shaded blocks indicate motion-

aligned removed ones), (b) reconstructions of our scheme with QP=18, (c) reconstructions of H.264/AVC with QP=18. 
 

 
Fig.  5.  Bitrate saving vs. QP curves. 

 
6. CONCLUDING REMARKS 

 
We present a video coding scheme based on spatio-temporal 
texture synthesis. The encoder removes visually 
unimportant blocks according to block categorization and 
block-based motion estimation. Remaining parts of video 
sequences are coded with H.264/AVC. The decoder 
recovers the removed blocks with patch-wise spatio-
temporal texture synthesis. Inspired by image/video 
inpainting technologies, we introduced new patch-matching 
and filling-in algorithms to keep spatial and temporal 
consistency of video sequences. 
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