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Abstract—Enabling video transport over ad hoc networks is install (e.g., battlefields). It is maturing as a means to provide
more challenging than over other wireless networks. The wireless ybiquitous untethered communication. With the increase both
links in an ad hoc network are highly error prone and cangodown ;.\ the pandwidth of wireless channels and in the computing

frequently because of node mobility, interference, channel fading, . . . . . .
and the lack of infrastructure. However, the mesh topology of ad POWer of mobile devices, it is expected that video service will

hoc networks implies that it is possible to establish multiple paths be offered over ad hoc networks in the near future.

between a source and a destination. Indeed, multipath transport Ad hoc networks pose a great challenge to video transport.
p_rgvidesdan ex‘[jatdegree t°f frr]eedom in designing error resilient There is no fixed infrastructure and the topology is frequently
video coding and transport schemes. . - . :

In this paper, we propose to combine multistream coding with changing dl‘_'e to node mobility. Theref.orez _Ilnks are C(_)ntlnu-
multipath transport, to show that, in addition to traditional error ~ Ously established and broken. The availability and quality of a
control techniques, path diversity provides an effective means to link further fluctuates due to channel fading and interference
combat transmission error in ad hoc networks. The schemes that from other transmitting users. In addition, an end-to-end path
we have examined are: 1) feedback based reference picture selecyqnigis of a number of wireless links. Thus, transmission loss

tion; 2) layered coding with selective automatic repeat request; . dh ks i f h hat i irel
and 3) multiple description motion compensation coding. All these In ad hoc networks Is more frequent than that in wireless net-

techniques are based on the motion compensated prediction tech-Works with single-hop wireless paths connecting nodes to the
nique found in modern video coding standards. We studied the per- wireline infrastructure. The most popular media access control
formance of these three schemes via extensive simulations using(MAC) scheme, the carrier sensing multiple access/collision

both Markov channel models and OPNET Modeler. To further val- . g .
idate the viability and performance advantages of these schemes,avmdance (CSMA/CA) scheme [1], is designed for best-effort

we implemented an ad hoc multiple path video streaming testbed data. It provides no hard guarantees for a session’s band-
using notebook computers and IEEE 802.11b cards. The results width and delay. Although bandwidth reservation is possible
show that great improvement in video quality can be achieved over with MAC schemes based on time-division multiple-access
the standard schemes with limited additional cost. Each of these (TDMA) or code-division multiple-access (CDMA), practical

three video coding/transport techniques is best suited for a par- . | tati f th h trivial b f
ticular environment, depending on the availability of a feedback Implementations or these schemes are nontrivial because o

channel, the end-to-end delay constraint, and the error character- the synchronization or code assignment problems when node

istics of the paths. mobility is allowed [2].
Index Terms—Ad hoc networks, error resilience, IEEE 802.11,  Video transport typically reqUi_reS stringent bandW_idth_ and
multipath transport, video transport, wireless networks. delay guarantees. However, it is very hard to maintain an

end-to-end route, which is both stable and has enough band-
width in an ad hoc network. Furthermore, compressed video
is susceptible to transmission errors. For example, a single
D HOC NETWORKS are multihop wireless networkshit error often causes a loss of synchronization when variable

without a preinstalled infrastructure. They can be déength coding (VLC) is used. Moreover, the motion compen-
ployed instantly in situations where infrastructure is unavailabsated prediction (MCP) technigue is widely used in modern
(e.g., disaster recovery), or where infrastructure is difficult teideo coding standards. In MCP, a frame is first predicted from
a previous coded frame (called reference picture) and then the

_ _ . ~ prediction error is encoded and transmitted. Although MCP

e et by e atona, SeeneeEaumaion snter ook AETeVes high coding effciency by exploiting the temporal
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Telecommunications (CATT) anq the_Wire_Iess Internet Cente( for Advancéibn of a frame depend on the successful reconstruction of
bresented n part af the JEEE: Intemational Conference on Mulimedia sl Teference picture. Without effective error protection and

Expo (ICME), Tokyo, Japan, August 2001, and at the Vehicular Technolo@@ncealment, a lost packet in a frame can cause not only error

Conference, Atlantic City, NJ, October 2001. within this frame, but also errors in many following frames,
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End-to-end Feedback

request (ARQ), must be adapted to take into consideratic

the delay constraint and the error propagation problem [4 'Jﬁ' N R ;

In ad hoc networks, wireless links break down the traditions Sreml Pt/ P Sten 1
concept of topology, which is not constrained by physical cabl | i |7 T ﬂ»\ (P2 e [ e [
connections anymore. Although user mobility makes linksuee Sier | -1 e e R
volatile, it provides variability of topology. On the one hand, || 1 T 5

a link may break when nodes move away from each other. C e = e 7 ] m—

the other hand, it is possible to quickly find new routes forme. : R T
in a new topology. Furthermore, the mesh topology of ad hoc
networks implies the existence of multiple routes between tvintg- 1. General architecture of the proposed system using multistream coding
nodes. Given multiple paths, a video stream can be divid&f Multipath transport
into multiple substreams and each substream is sent on one
of the paths. If these paths are disjoint, the losses experienvéteo coding with MPT. We also discuss related issues and
by the substreams would be relatively independent. Therefopgior work in this section. Next, the three multistream coding
better error resilience can be achieved when traffic dispersioraisd MPT schemes are discussed in Section IlI. Sections IV and
performed appropriately and with effective error control for th¥ present the performance study of these schemes using the
substreams. In a manner similar to multiantenna diversity tHdarkov models and OPNET Modeler, respectively. Our exper-
improves the capacity of wireless networks, path diversity camental results with an ad hoc network video streaming testbed
also be exploited to improve the capacity of ad hoc networka’e reported in Section VI. Section VIl provides discussion and
Indeed, multipath transport (MPT) provides an extra degree @#nclusions.
freedom in designing video coding and transport schemes.

In this paper, we propose three MCP-based video transport II. VIDEO TRANSPORTWITH PATH DIVERSITY
techniques for mqbile a}d hoc ne'Fworks. These schemes takeﬂ.d'General Architecture
vantage of path diversity to achieve better performance. Com-
pared with the coding methods considered in our previous work e general architecture of the proposed system is shown
[5], these techniques can achieve significantly higher coding #-Fig- 1. In the architecture, a multipath routing layer sets up
ficiency and are compliant with thH.26x and MPEG series K paths between the source and destination, each with a set

standards (possibly with simple modifications). The techniqu€é quality-of-service (QoS) parameters in terms of bandwidth,
that we have examined include: delay, and loss probabilities. The transport layer continuously

1) a feedback based reference picture selection SChem%nitors path QoS parameters'an_d return_s such information to
(RPS) [6]; the sender. Based on path quality information, the encod_er gen-
2) a layered coding (LC) with selective ARQ scheme (L rates\/ suk_Jstreams. Packets from the substreams are d_lspersed
with ARQ) [7]; y the traffic allocator among th& paths. At the receiver,
gackets arriving from all the paths are put into a resequencing
scheme (MDMC) [8]. uffer where they are reassembled idtb substreams after a

We studied the performance of these three schemes vigrgset playout delay. Some or all the packets assigned to a path

top-downapproach. First ,we used a popular Markov link moddnay be lost or overdue. Limited retransmission of Iqst packets
[6], [9], where lower layer detail is embodied in the bursty errofQay Or may not be invoked, depen_dmg on the encodmg scheme
generated. This simple model enables us to examine the sys?ém the end-to-end delay constraint. The dec_oder will attempt
performance over a wide range of pack loss rates and loss [sgt[econstruct a video sequence from the received substreams.
terns. Next, lower layer details, including user mobility, multi-
path routing, and the MAC layer are taken into account in s Related Issues and Challenges
OPNET simulations [10], which provide a more realistic view A key to the success of the proposed system is the close inter-
of the impact of these factors on the system performance. Fagtion between the source coder and the transport layer, which
thermore, we implemented an ad hoc video streaming testlsstails careful cross-layer design. We will highlight this inter-
using notebook computers with IEEE 802.11b cards. This fuaetion in the following discussion.
ther validates the viability and performance advantages of thesd) Multistream Video Coding:For MPT to be helpful for
schemes. The results of our experiments show that video trasgnding compressed video, one must carefully design the
port is viable in ad hoc networks given careful cross-layer dgideo coder to generate substreams so that the loss in one
sign. Combining multistream coding with MPT improves videsubstream does not adversely affect the decoding of other
guality, as compared with traditional schemes where a singlebstreams. However, this relative independence between the
path is used. Each of these three techniques is best suited fetlstreams should not be obtained at a great expense of coding
particular environment, depending on the availability of feeafficiency. Therefore, the multistream encoder should strive
back channels, the end-to-end delay constraint, and the etmachieve a good tradeoff between the coding efficiency and
characteristics of the paths. error resilience. In addition, one must consider what is feasible
The remainder of the paper is organized as follows. in terms of transport layer error control, when designing the
Section I, we present the general architecture of multistreanurce coder.

3) a multiple description motion compensation codin
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Obviously, one way to generate multiple substreams is b@tween the reference frames used in the encoder and those
use a standard video codec and split the resulting bitstreased in the decoder caused by transmission errors. Among
into multiple substreams. An intelligent splitting scheme iseveral MD video coding schemes proposed so far [8], [11],
needed to split the bit stream at the boundary of independeritl], [16], we chose the MDMC method (Section III-C),
decodable units. Otherwise, a lost substream will make thecause it outperformed other MD video coding methods
received ones from other paths useless. A simple way ito our previous studies [8]. With MDC, the transport layer
accomplish this is to send the frames to the paths in a rouddsign can be simpler than with layered coding. Because all the
robin manner, e.g., all odd frames are sent to path 1 addscriptions are equally important, the transport layer does not
all even frames are sent to path 2. In order to completatged to protect one stream more than another. Also, because
avoid the dependency between substreams, the frames s@ch description alone can provide a low but acceptable quality,
on one path should be predictively coded with respect to the retransmission is required, making MDC more suitable
frames on the same path only. This method is in fact an optifor applications with stringent delay requirements. Though
available in theH.263+ standard [video redundancy codinghe focus of this paper is on point-to-point communications,
(VRC)] [11]. However, compared with predicting a frame frorMDC can also be considered for multicast applications, where
its immediate neighbor, VRC requires significantly higher bitetransmissions are best avoided [17].
rates. Also, although this method can prevent the loss in one2) Multipath Transport: MPT has been studied in the pastin
path from affecting frames in the other path, error propagatiavireline networks for: i) increased aggregate capacity; ii) better
still exists within frames in the same path. In this paper, wead balancing; and iii) path redundancy for failure recovery
introduce a feedback based reference picture selection metH@8]-[20]. The research effort on MPT can be roughly divided
which circumvents these two problems of VRC. This methaddto the following two categories.

is introduced in Section Ill-A. _ _ a) Multipath routing, which focuses on finding multiple
Another natural way of generating multiple streams is by routes for a source-destination pair, and on how to select
usinglayered video codingwhich is very useful in coping with a maximally disjoint set of routes from the multiple

the heterogeneity of user access rates, in network link capaci-  routes found [21]-[24];

ties, and in link reliability. A layered coder encodes video into p) Traffic dispersion, which focuses on how to allocate traffic
several layers. The base layer (BL), which includes the cru-  to multiple end-to-end routes [25], [26]. Generally, traffic
cial part of the video frames, guarantees a basic display quality.  dispersion can be performed with different granularities.
Each enhancement layer (EL) correctly received improves the  [27] is an excellent survey of this topic.
video quality. But without the BL, video frames cannot be re- The particular communication environment of wireless ad
constructed sufficiently. Usually, EL packets may be droppefhc networks makes MPT very appealing. In ad hoc networks:
at a congested node to protect BL packets, and BL packets grydividual links may not have adequate capacity to support
better protected with FEC or ARQ [12]. When combined witQ high bandwidth serviée ii) a high loss rate is typical; and
MPT, it is desirable to transmit the BL substream on the begj links are unreliable. MPT can provide larger aggregate band-
route. The source may sort the paths according to their loss chgidth and load balancing for ad hoc video applications. In ad-
acteristics, inferred from QoS feedback (e.g., receiver reportsgition, the path diversity inherent in MPT can provide better
the real-time transport protocol (RTP) [13]). Alternatively, th@rror resilience performance. Furthermore, many of the ad hoc
multipath routing layer may organize the route cache accordifgtwork routing protocols, e.g., dynamic source routing (DSR)
to some performance metrics (number of hops, mean loss rgtg], ad hoc on-demand distance vector (AODV) [29], and zone
in the last time window, etc.). In this paper, we consider an agsuting protocol (ZRP) [30], are able to return multiple paths in
proach that protects the BL by retransmitting lost BL packegsponse to a route query. Multipath routing can be implemented
on the path carrying the EL packets. This method is describgglextending these protocols with limited additional complexity.
in Section [lI-B. There are many challenges in supporting MPT in ad hoc net-
Instead of generating substreams that are unequal in thgiirks. First, from multiple paths returned by a route query, the
importance, multiple description coding(MDC) generates routing process should select a set of maximally disjoint paths.
multiple equally important streams, each giving a low bushared or nearby links of the paths could make the loss pro-
acceptable quality. A high-quality reconstruction is decodabi@sses of the substreams correlated, which reduces the benefit
from all bit streams together, while a lower, but still acceptablsf using MPT [31]. Algorithms for finding disjoint paths are pre-
quality reconstruction is achievable if only one stream is reented in [21], [22]. Second, finding and maintaining multiple
ceived. The correlation among the substreams introduced atms requires h|gher Comp|exity and may cause additional over-
encoder makes it possible to partially recover lost informatigfead on traffic load (e.g., more route replies received). However,
of one substream, using information carried in other correctaching multiple routes to any destination allows prompt reac-

received substreams. However, such a correlation limits thén to route changes. If a backup path is found in the cache,
achievable coding efficiency, as compared with a conventional

coder designed to maximize it. An excellent review of the tAithough in some cases the nominal bandwidth of a wireless link is com-

theoretical bounds and proposed MDC algorithms can be foupgiable to that of a wireline link, the available bandwidth may vary with signal

in 1141, In desiani MCP-b d ltiole d inti MD trength as in IEEE 802.11b. In addition, capacity lost due to protocol overhead
n [14]. In designing a -based muluple aescription (MDJ, ad hoc networks is much higher than that in wireline networks (e.g., RTS,
video codec, a key challenge is how to control the mismatciTs, ACK packets, and the 30-byte frame header in IEEE 802.11b).
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there is no need to send new route queries. Rerouting delay andhis paper differs from previous work discussed thus far in
routing overhead may be reduced in this case. These problemeny aspects. First, we focus on video transport, as compared
should be addressed carefully in the design of a multipath tramgth general elastic data transport using TCP [20], [34]-[36].
port protocol to balance its benefits. Third, a problem inherewie perform traffic partitioning in the application layer and

in MPT is the additional delay and complexity in packet redse user datagram protocol (UDP) in the transport layer. We
sequencing. Previous work shows that resequencing delay aedform traffic dispersion on the substream level for the results
buffer requirement are moderate if the traffic allocator in Fig. ghown in this paper.Compared with meta-RTP [5], [37] our

is carefully designed [32], [33]. transport schemes require no integrity in each substream and
are more flexible. Second, we study multipath video transport
C. Related Work in ad hoc networks, while prior work focuses on Internet video

streaming [38]—[42]. It is much more challenging to transport

Due to the availability of a variety of network acceswideo in ad hoc networks than in a wireline network, e.g.,
technologies, as well as the reduction in their costs, theretlie Internet, as discussed in Section |. Moreover, there is the
strong interest in taking advantage of multihomed hosts to ge¢ll-known assumption that all packet losses in the Internet
increased aggregate bandwidth and higher reliability. Proposate caused by congestion [43], and MPT is mainly used in the
in the transport layer include [20], [34]-[36]. In [34], a protocolnternet to alleviate congestion (i.e., load balancing). In an ad
called meta-transmission control protocol (meta-TCP) maihec network, in addition to congestion in mobile nodes, packets
taining multiple TCP connections for a session was designark also lost because the wireless links are unreliable. Therefore,
for data transport. The stream control transmission protoabe benefit of using MPT, in addition to load balancing, is
(SCTP) [20] was initially designed for reliable delivery oferror resilience through path diversity. Since the up and down
signaling messages in Internet protocol (IP) networks usisgatus of the paths are relatively independent of each other,
path redundancy. There are now proposals to adapt it for dittégs possible to apply efficient error control exploiting this
traffic in the Internet and in wireless networks [35], [36]feature to improve video quality. Third, the multistream video
These papers focus on the higher aggregate usable bandwiditing schemes we proposed are all MCP-based with high
obtained and on how to perform TCP congestion control ovending efficiency and are more compliant with modern video
multiple paths. Multiflow management can also be carried ogbding standards, as compared with [5], [37]. MDMC is a new
at the application layer. In [S] and [37], an extension of the RTRultiple description video coding technique and [16] describes
[13], called meta-RTP, was proposed. Meta-RTP sits on topief algorithm and its performance using abstract channel models.
RTP in the protocol stack, performing traffic allocation at thén this paper, we study the performance of MDMC in ad
sender and resequencing at the receiver for real-time sessiohsc networks and performed extensive performance studies

Recently, several interesting proposals on delivering audd MDMC under a more realistic network setting. Fourth,
and video over Internet and wireless networks using multiplee extend the DSR protocol [28] to support multiple path
paths have been introduced. The study in [5] and [37] wa®uting. With our extension, multiple maximally disjoint routes
to the best of our knowledge, the first to investigate imagee selected from all the routes returned by a route query,
and video transport using MPT in a multihop wireless radiwith only limited increase in the routing overhead. Fifth, for
network. Although it provided some very useful insightsperformance evaluation, we adopt a realistic model which
the coders considered there treated individual frames ofireludes all the layers except the physical layer using OPNET
video sequence independently, and consequently are not Velydeler [10]. We believe this cross-layer model provides a
efficient. There are several interesting papers on applying MPdalistic view for video transport over ad hoc networks.
for Internet multimedia streaming. In [38], MDC is combined Interms of implementation work, a number of ad hoc testbeds
with path diversity for video streaming in the Internet. Aave been built recently [44], [45]. These mainly focus on the
four-state model is proposed to capture the distortion behav@rformance of ad hoc routing protocols, physical layer charac-
of a MD source. The problem of MD video downloading irteristics, scalability issues, and integration of ad hoc networks
content distribution networks (CDN) using a number of servevgth the Internet for data transport. In [46], a firewall is inserted
is studied in [39]. It is reported that 20% to 40% reductions ibetween the source and destination, which drops video packets
distortion can be achieved by using thisny-to-onepproach. according to a Markov channel model [9]. So far as we know,
Similarly, it is shown in [40] that using multiple senders anthe testbed we developed is the first effort in combining mul-
FEC in data downloading effectively reduces packet losistream video coding and MPT for video transport in ad hoc
rates. An interesting study on realtime multistream voiaeetworks.
communication through disjoint paths is given in [41], where
multiple redundant descriptions of a voice stream are sent ovef||. PROPOSEDVIDEO CODING AND TRANSPORTSCHEMES
p.ath.s. provided b_y d|ﬁ¢rent Internet service providers. Both One of the challenges when utilizing path diversity for video
significant reductions in end-to-end latency and packet lo Snsmission is how to generate multiole coded substreams
rate are observed. In recent work [42], the RPS scheme in &ﬁ‘ 9 P

was extended by using rate-distortion optimized long memory

refer_en_ce picture selection, and using prObeS for path Statuﬁi‘tiner packet-level traffic dispersion schemes can be supported by our
prediction. schemes when more than two paths are available.
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to feed the multiple paths. We consider three types of coding P atg“ 1 ACK(D)  ACK@) AcCKh) AcK()

schemes that differ in terms of their requirements for the
transport-layer support. These three schemes are all built on
top of the block-based hybrid coding framework using MCP
and discrete cosine transform (DCT), which is employed by all
existing video coding standards. This way, the loss of coding
efficiency is limited and the source codec can be implemented
by introducing minimal modifications to codecs following | 3 T SW 7 ]“ o
existing standards. We present these three methods separately ;> : "
in the subsequent subsections, followed by comparison and

discussion. Fig. 2. lllustration of the RPS scheme. The arrow associated with each frame
indicates the reference used in coding that frame.

A

NACK(1) NACK(3) NACK(5) ACK(7)

A. Feedback Based Reference Picture Selection .
be decoded correctly due to error propagation. Therefore, frame

As discussed above, one of the main challenges in MC®is chosen as the reference for frame 4 and path 2 is set to “bad”
based video coding for ad hoc networks is how to limit thstatus. When frame 6 is coded, the encoder uses frame 4 instead
extent of error propagation caused by loss on a bad path, arfidtfame 5 as reference frame, because path 2 is still in the “bad”
yet minimize the loss in coding efficiency. As mentioned istatus. When ACK(7) is received, path 2 is changed to “good”
Section II-B, one simple approach to generate two substreamstistus. Frame 9 is then chosen as the reference of frame 10.
the VRC option in the1.263+ standard [11], which codes the The RPS scheme offers a good tradeoff between coding
even and odd frames as two separate substreams and perfeifiviency and error resilience. When both paths are good, RPS
temporal prediction within each substream. However, companaskes the immediate neighboring frame as reference, thereby
with predicting a frame from its immediate neighbor, VRC reachieving the highest possible prediction gain and coding
quires significantly higher bit rates. Also, although this methoefficiency. When one path is bad, the encoder avoids using any
can prevent the loss in one path from affecting frames in tfimmes that are affected by path errors, thereby minimizing the
other path, error propagation still exists within the same patévror propagation period. RPS has higher coding efficiency
We note that there is no reason to forbid one path from usitigan the schemes using fixed prediction distances [11] and
another path’s frames as reference if all the paths are good. Moror propagation in each substream is effectively suppressed.
tivated by this observation, we propose to choose the refereff¢tese improvements are achieved by using a frame buffer to
frames as follows: based on feedback and predicted path stastisie several previous coded frames as possible references,
always choose the last frame that is believed to have been e by using feedback for path status prediction. Note that in
rectly received as the reference frame. this scheme feedback is used to control the operation of the

Specifically, we sent the coded frames on separate paths. Bimeoder. No retransmission is invoked.
mapping of frames to paths depends on the available bandwidth
on each path. For example, in the two-path case, if both pafhs Layered Coding With Selective ARQ
have the same bandwidth, then even frames are sent on path This is a scheme using layered video coding. With this
and odd frames on path 2. We assume that a feedback messg@ieéme, a raw video stream is coded into two layers, a BL
is sent for each frame by the decoder. If any packet in a fraragd an EL. We follow the SNR profile in the H.263 standard
is lost, the decoder sends a negative feedback (NACK) for thjag] when generating the layers. A BL frame is encoded using
frame. Otherwise, it sends a positive feedback (ACK). The feeghe standard predictive video coding technique. Note that
back information for a frame may be sent on the same pathifscause the BL coding uses only the previous BL picture for
the frame, or on a different path. An encoder receives the fegstediction, this coding method has a lower coding efficiency
back message for frame— RTT when it is coding frame:,  than a standard single layer coder. This loss in coding efficiency
where round-trip time (RTT) is measured in frame intervals. is, however, justified by increased error resilience: a lost EL

Furthermore, once a NACK is received for a frame delivergshcket will not affect the BL pictures. Good quality is, thus,
on one path, we assume that the path remains “bad” until gnaranteed if the BL packets are delivered error-free or at a very
ACK is received. Similarly, we assume the path stays in thew loss rate. There are three prediction options in the H.263
“good” status until a NACK is received. When encoding a nestandard for enhancement layer coding: UPWARD prediction,
frame, the encoder deduces the last correctly decoded fraineyhich the BL reconstruction of current frame is used as the
based on the feedback messages received up to this time, grediiction of the enhancement layer, FORWARD prediction, in
uses that frame as the reference frame. This scheme works wiglich the enhancement layer reconstruction from the previous
when the loss of a path is bursty, which is typical in ad hogame is used as the prediction, and BIDIRECTION prediction,
networks. A more sophisticated scheme may adopt a threshipldvhich the average of BL reconstruction and enhancement
for the NACKs and ACKSs for a given window of time and switcHayer reconstruction is used. The LC with ARQ codec selects
the reference frame only when the threshold is exceeded. from the three prediction options the one that has the best

Fig. 2 is an example of the proposed RPS scheme wheealing gain. Although this approach is optimal in terms of
RTT = 3. When NACK(1) is received at the time when frame 4oding efficiency for the enhancement layer, error propagation
is being encoded, the encoder knows that frames 2 and 3 carvaot still occur in the EL pictures.
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=) TABLE |

Path 1 — S COMPARISON OF THETHREE SCHEMES
- [ RPS [ LC with ARQ | MDMC

Feedback Needed || Yes Yes No
Decoding Delay No > RTT No

Redundancy Error rates Error rates Encoding
— Controlled by and RTT and BL quality parameters
Path 2 Additional Buffer || > RTT frames | > RTT frames | 1 frame
—-—
s—0

we employ thepacket-loss modef MDMC presented in [10].
mmm BL packets —— EL packets It uses a linear superposition of two predictions from two
retransmitted BL packets previously coded frames. In the MDMC encoder, the central

prediction is obtained by
Fig. 3. Two-path layered video transmission model with end-to-end ARQ for

BL packets. l/;(n) = al"/;e(n - 1) + (1 - a1>'l/;e(n - 2) (1)
, _ wherey. (n — 1) andi.(n — 2) are motion compensated pre-
Given two paths, the traffic allocator sends the BL packeffte signals constructed from two previously encoded frames
on one path (the better path in terms of loss probability wh 1(n — 1) ande. (n — 2), respectively. The central prediction
the two paths are asymmetric) _and the EL packets on the OtQWoreo(n) = (n) — 1/3(n) is quantized by quantizepo(-)
path. The receiver sends selective ARQ requests to the sendegto ) The quantized prediction error and motion vectors for

report BL packet losses. To increa;e the reliability of the feed;an, frames are sent on one path, and those for odd frames are
back, a copy of the ARQ request is sent on both paths. Whely on another path. In the decoder, if frame 1 is received,
the sender receives an ARQ request, it retransmits the requestgfhe, is reconstructed using

BL packet on the EL path, as illustrated in Fig. 3. The transmis- . .

sion bit rate for the EL may vary with the bit rate spent on BL %a(n) = a1ta(n — 1) + (1 — a1)ta(n — 2) + éo(n)  (2)
retransmission. For video streaming applications where vidgbere,(n) represents motion compensated prediction from
is typically pre-encoded off-line, a simple rate control methogkecoded frame.

is used for the EL path: when a BL packet is retransmitted on|f frame n — 1 is damaged but frame — 2 is received, the

the EL path, one or more EL packets are dropped to satisfy {i€coder only uses the reconstructed frame?2 for prediction.
target transmission rate on the EL path. To circumvent the mismatch between the predicted frames used
Our observations show that a multiple hop wireless path big-the encoder and the decoder, the signéh) = 4. (n — 2) —
haves more in an on—off fashion with bursty packet Iosses.d{@e(n — 1) — (1 — a1)phe(n — 2) — éo(n) is quantized by
there is a BL packet loss, the BL route is most likely to bgnother quantize® (-), which is typically coarser tha€(-),
broken. Moreover, if the loss is caused by congestion at an intgfrd the outputy(n) is sent along with other information on

mediate node, using the BL path for retransmission may majtgmen. Now, when frame — 1 is damaged, the side decoder
the congestion more severe. If disjoint paths are used, path@iconstructs frame using

versity implies that when the BL path is down or congested, it ~ . .
is less likely that the EL path is also down or congested. There- Ya(n) = va(n = 2) + éo(n) + 1(n). ©)
fore, retransmission using the EL path is likely to have a highgr addition, the lost frame(n — 1) is estimated using
success probability and lower delay. . 1 .

As discussed in Section II-B, we assume either the sendet’a(n —1) = — (d’d(n) — (1 —a1)pa(n —2) - é0(“)) -

. . . 1

continuously estimates the states of the paths based on received 4
ARQ requests or QoS reports, or the multipath routing processThe MDMC codec offers a tradeoff between redundancy and
orders the paths according to their loss characteristics. In tfigtortion over a wide range by varying the coder parameters
first case, a burst of ARQ requests received at the sender ifthe predictor coefficient; and the quantization parameter
plies that the BL path is in a “bad” state. If the inferred EL patbf Q,(.)). The efficiency of a MDMC codec depends on the
state is better, the sender may switch the paths. In the latter caggection of the parameters, which in turn depends on the
anintermediate node may send an error report back to the sowsseimation of the channel's error characteristics. There is
after itdrops a packet (e.g., an error reportin DSR [28], or an lpnly one additional buffer needed in MDMC compared with
ternet control message protocol (ICMP) unreachable error mesnventional codecs that use only one previous frame for
sage [47]). These error reports will trigger the routing procegsediction.
to reorder the paths or initiate a new route query.

D. Comparison and Discussion

C. Multiple Description Motion Compensation The three schemes have their respective advantages and

Unlike the above two techniques, MDMC is a multipledisadvantages. Depending on the availability of a feedback
description coding scheme which does not depend on ttleannel, the delay constraint, and the error characteristics of
availability of feedback channels. Because paths in ad hthe established paths, one technique may be better suited for an
networks change between “up” and “down” state very oftemapplication than another. A comparison of these three schemes
each description experiences bursty packet losses. Theref@egjiven in Table I.
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RPS is applicable when feedback channels are available. Th&rror concealment is performed in the decoders when packets
redundancy depends on the distance between a current frarelost. In the RPS decoder, the conventiaray-from-pre-
and its reference frame, which in turn depends on the pack@us-framemethod is used. In the LC decoder, if the BL is
loss rate and the RTT. When the paths are error-free, RPS ht, the copy-from-previous-framenethod is used. If the EL
the highest encoding efficiency. Compared with ARQ-basésllost but the BL is received, the frame is reconstructed using
schemes, there is no decoding delay incurred but additiotia¢ BL only. In the MDMC decoder, the lost information can
buffers are still needed. be recovered partially from the other description received (see
LC with ARQ is suitable when feedback channels are avafbection 11I-C and [8]).
able and the application is such that the latency caused by re¥We use the quarter common intermediate format (QCIF),
transmission is tolerable. The redundancy of this scheme confit&6 x 144 Y pixels/frame, 8& 72 Cb/Cr pixels/frame]
from the fact that a frame is predicted from the BL reconstrusequence “Foreman” (first 200 frames from the original 30
tion of the reference frame. It is difficult to control the amounifps sequence) encoded at 10 fps in the performance study of
of the redundancy introduced, which is more than the amouht schemes. The encoder generates two substreams with a bit
of redundancy introduced in the MDMC coder, when operatirrgte of 59 kb/s each. The TMNB8.0 [49] rate control method
under the chosen set of parameters. This is why the LC appro&éhised in RPS and LC with ARQ, but the frame layer rate
has the lowest quality when packet loss rate is low. Howevegntrol is disabled. In the simulations using Markov models,
when the packet loss rate is high, this method can usually deliV&FT is assumed to be three frame intervals. In MDM&,
the BL successfully, thus providing better video quality than thie set to 0.9, and the quantization paramet@P{, Q) P) is
other two proposed schemes, at the cost of extra delay. The fixed at (8,15) [8], which achieves approximately the same bit
ditional delay is at least RTT. rate as the other two schemes. The buffer size of RPS is set to
MDMC, unlike the other two, does not need feedback, ndi2 frames. If the selected reference frame is not found in the
does it incur additional decoding delay. It is easier to contrblffer, the nearest frame is used instead. In all the methods, 5%
the redundancy in MDMC by changing the predictors and thBacroblock level intra-refreshments are used, which has been
side quantizer. The redundancy can be achieved in a wider rafigend to be effective in suppressing error propagation for the
than the above two schemes (even though the parameters ofréimge of the packet loss rates considered. Each group of blocks
MDMC coder are fixed in all the simulation studies reporte(GOB) is packetized into a single packet, to make each packet
here). Since MDMC needs no feedback, the video can be pre-grdependently decodable. In LC with ARQ transmission, the
coded, which is desirable for video streaming applications. NdB is transmitted on the better channel if the two channels are
that this is not possible with the RPS scheme. The challenggymmetric. In the following simulations, we only allow a lost
with MDMC is how to adapt the coding parameters based &1 packet to be retransmitted once.
the error characteristics of the paths so that the added redun- ) )
dancy is appropriate. B. Modeling of Ad Hoc Routes Using Markov Models
In [31], replied routes for a route query are first broken into a
pool of links and disjoint routes are assembled from the links in
IV. PERFORMANCESTUDY USING MARKOV MODELS the pool. Motivated by this work, we model a multiple hop wire-

In this section, we report on performance studies of the p,J(§3_33 route using th_e concatenation of a number of links, drawn
posed schemes. The challenge is that the problem requires cr&adomly from a link pool and each is modeled by a Markov

layer treatment with a large set of parameters. To simplify i aihr! [91. delh q he link | b )
problem and focus on the key issues, we first study the perf r-T IS modethas many a vantages. T € link pool can be easily
ilt using measurement data of ad hoc links. Furthermore, the

mance of the schemes using Markov link models. The low P

layer details are hidden and their impact on the video transporkc?§skpaftem and loss rate ar:a ee;)sny cc;ntlrodlled._ More c_ompIEx
embodied in the bursty errors generated by the Markov moddf@cket l0ss processes can also be modeled using semi-Markov

We will examine the impact of lower layer components schOdelS' Performance a”a'YS'S of t.he V'qeo cpdecs u'nﬂ.dr a
as user mobility, multipath routing, and the MAC layer usin pectrumof loss processes is possible with this technique. The
OPNET simulations in Section V. isadvantage of this model is that it is a high level model. Details

such as bandwidth and end-to-end delay variation, interference,

_ and user mobility cannot be modeled accurately. These issues

A. Video Codec Implementations and Parameters will be addressed in the OPNET models in Section IV-C.
We implemented in software the proposed three video coding . . .

schemes on top of the public domdin263+ codec [49]. For C. Simulation Results Using Markov Channel Models
RPS, we added our reference picture selection algorithm by exA three-state Markov model was used for each link with the
tending the RPS option provided by the standard. For LC witliates representing a “good,” “bad” or “down” status for the
ARQ, we added a simple rate control algorithm for EL, as exnk. The “down” state means the link is totally unavailable. The
plained in Section I11-B. For MDMC, the codec was modified tdgood” state has a lower packet loss rate than the “bad” state.
produce both central and side predictions in the INTER modEhe packet loss rates we used pge= 1.0, p; € [0.1%, 20%)],
and encodes central and side prediction errors using quantiaadp, = 0, for the “down,” the “bad,” and the “good” states,
tion parameter§ P, and@ P, respectively. More details aboutrespectively. The transition parameters are chosen to generate
MDMC can be found in [8]. loss traces with desired loss rates and mean burst lengths. In
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Fig. 4. Average PSNRs of the three schemes with asymmetric paths: Pathgig 6. Average PSNRs of the three schemes with symmetric paths: The mean
loss rate is fixed at 12% and path 2’s loss rate varies from 0.1% to 10%. st length is fixed at 4 packets, while the loss rates varies.
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Fig. 5. Average PSNRs of the three schemes with asymmetric paths: Path 1's
loss rate is twice of that of path 2. Fig. 7. Average PSNRs of the three schemes with symmetric paths: The loss
rates are fixed at 10%, while the mean burst length varies.

our simulation, two paths were set up for each connection, and
each path was continuously updated as follows: After every 2merformances when the error rate is medium to high. A large
two links were chosen randomly from a link pool to construdiurst of error may make the ARQ scheme less effective (see
a new path. For the results reported in Figs. 4—7, the paths uségl 7). RPS has the best performance at very low error rate due
are disjoint to each other. A video packet can go through a pathits coding efficiency.
correctly only when it goes through every link successfully. For 2) Effect of Path SymmetryThe paths may be symmetric
each case studied in the following, a 400s video sequence is usedsymmetric in terms of packet loss rates. Comparing Figs. 5
by repeatedly concatenating the same video sequence 20 timesl 6, when the average loss rate on the two paths is equal,
The error-free average peak-signal-to-noise ratio (PSNR) of th€ without ARQ works better in asymmetric channels, while
received video frames are 34.14, 33.31, and 33.47 dB for RRI$e performance of RPS, LC with ARQ, and MDMC is similar
LC with ARQ, and MDMC, respectively. with either asymmetric or symmetric channels. For example, for
The average PSNRs of decoded video sequences under the-(2%, 4%) point in Fig. 5, LC with ARQ has average PSNR
ious packet loss rates are given in Figs. 4—7. From the figures, @fe32.84 dB, while for the (3%, 3%) point in Fig. 6, LC with
can conclude that the best choice depends on the channel cAf&®Q has an average PSNR of 32.87 dB. This broadly holds
acteristics, including error rate and error pattern (burst lengtiir all other points in both figures. With retransmission of lost
the application requirements, including delay constraint, and tB& packets on the EL path, the BL path does not need to be
differences among those channel characteristics (for examgliginificantly better than the EL path. The fact that the video
symmetric or asymmetric). Specifically, the following observaguality is insensitive to path symmetry with all three schemes is
tions can be made from the figures. a blessing: This means that one does not need to provide special
1) Effect of Packet Loss Ratesenerally, when the burst provisioning in the network to provide at least one high quality
length is not higher than 9 packets, LC with ARQ has the bgsath.
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3) Effect of Error Burst LengthsFrom Fig. 7, we observe [
that in the low to intermediate burst length range considers
the performances of all the three schemes improves gradug
as the burst length increas€Ehe reason is when the averagg |
packet loss rates are the same, a shorter burst length means 1
frames have errors, which causes more distortions at the vig
decoders; while a larger burst length means less frames have |
rors, which could be remedied with effective error concealmer ¢ if ( (R0 is empty) and (R1 is not empty) ) |
When the mean error burst length increases, the RPS schd  copy W to RO;
gains most, since its path status prediction method works be{ |
with longer bursts. Note that this trend is true only up to a cg ejse |
tain point. When the burst length increases beyond this point, if(RO,R1,W have the same number of common nodes) {

W=getRouteFromReply(Route Reply);
if( (RO is empty) and (R1 is empty) ) {
copy W to RAND(RO,R1);

else if ( (RO is not empty) and (R1 is empty) ) {
copy W to R1;

that all packets in two or more consecutive frames are corrupf (RO,R1)=getTheTwoShortestRoutes(RO,R1,W);
by an error burst, the PSNR of decoded video will startto drq  }
sharply. else {
4) Effect of Delay ConstraintWhen retransmission is al- (RO,R 1)=getTheTwoMostDisjointRoutes(RO,R1,W);

lowed by the end-to-end delay constraint, LC with ARQ hasth }

best performance among these three schemes, even only on{ }

transmission is allowed. We also show in Fig. 4—7 the results | NOTE: W is the returned route, RO and R1 are cached routes.

the LC scheme without retransmissions. This testisusedto € ~ RAND(RO,R1) returns RO or R1 with equal probability

ulate the case when retransmission is not possible, because o

delay constraint of the underlying application does not allow . .

do sg, because it is not feasikﬁe ?o speF'z up a feedback channe ,I%r& Route tpdating aigorithm.

because end-to-end retransmission is not practical (e.g., video ) .

multicast). Without the ARQ protection of BL, the performance 'N€ré aré a number of extensions of DSR to multipath

of LC is, as expected, the poorest among all the schemesTO¢ting. In [22], intermediate nodes are forbidden to reply to

shows that LC is effective only when the transport layer cdRute queries. The destination node receives seve.ral copies of

provide efficient error control (e.g., FEC or ARQ) for the BLthe same route query (each traverses a possibly different path)

packets. Although LC with ARQ has the highest PSNR in th#ithin a time window. At the end of the time window, the path

cases we studied, it is the most susceptible to a large end-to-#fid the shortest delay and another path which is most disjoint

delay and imperfect feedback channels. with the shortest path are returned to the source. In [50], in
Note that the performance of the three schemes is also infRfldition to a shortest path, backup paths from the source node

enced by several other factors. For example, the performa@l from each intermediate node of the shortest path are found

of RPS varies with the RTT as well: the shorter the RTT is, tH@ reduce the frequency of route request flooding.

better RPS works. This is because when the RTT is shorter, th&Ve extended DSR to multipath DSR (MDSR) in the fol-

RPS encoder will be notified of the corrupted frames earlier at@ing way. Each node maintains two routes to a destination.

then it can stop error propagation earlier. Because MDMC doéf allow both the destination node and intermediate nodes to

not require the set up of a feedback channel, it can be used feply to a route query. When the destination node replies, it also

a wider range of applications. copies the existing routes from its own route cache into the route
reply, in addition to the route that the route query traversed. An-
V. PERFORMANCESTUDY USING OPNET MODELS other difference with the single path DSR is that when a node

The simplicity of the Markov model enables us to eXamin%verhears a reply which carries a shorter route than the reply it

the performance of the proposed schemes over a wide rangglgps to send, it still send its reply to the requesting source. This

) . ncreases the number of different routes returned, giving the
packet loss patterns. In this section, we use the OPNET moq’elcs : . gwving t

. : ) source a better choice from which to select two maximally dis-
to examine the impact of lower layer factors, which are not re-

; oint paths from these replies. The first returned route is used by
vealed by the Markov model. Using MDMC as an example', .Vé[ﬁe originating packet. Then, the route cache is further updated

Yor optimized) as new replies for the same query arrive, using

the algorithm in Fig. 8. This algorithm is a greedy algorithm in

the sense that it always finds the best paths retusoéar. Since

] ) i with DSR, a reply with shorter route usually arrives earlier [28],
DSR is a source routing protocol proposed for mobile ad hegis heuristic algorithm gives good performance without using

networks, where intermediate nodes do not need to maintaifime window. As compared with [22], the routing delay with

up-to-date routing information for forwarding a transit packg{ipsR is smaller.

since the packet carries the end-to-end path in its header. It i?&lthough MDSR is capable of maintaining more than two

an on-demand protocol where route discovery is performed erTutes, we only experimented with the two-path version, since

a node only when there is data to be sent to that node [28]. the results in [50] indicate that the largest improvement is

3The burst length in Figs. 4—7 is measured in packets. With the QCIF vidé%)(,:hi(':'Ve‘_:I by going from one to two or three paths. The MDSR
there are nine packets per frame. models is built based on the OPNET DSR model [51].

affect video transport.

A. Multipath Routing Using Dynamic Source Routing
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B. OPNET Simulation Setting 8 ' ' ' " length of route 0' o
. . length of route 1 X
Using the OPNET model, we simulate an ad hoc netwo 7 number of common nodes b

with 16 nodes in a 600 m600 m region. Given the dimen-
sions of the region, 16 nodes result in a density that maintal
a connected network for most of the time [52]. Each nodeg 5| o B -
randomly placed in the region initially. We used a version &
the popularandom waypoinmobility model, where each node 5

[}
first chooses a random destination in the region, then movesg N R — e cmmnmon o
ward it at aconstantspeed. When it reaches the destination, =
pauses for a constant time interval, chooses another destina 2
randomly, and then moves toward the new destination [53]. N¢
that this is a simplified version of the Random Waypoint mode r ]
Since there is no randomness in the nodal speed, the con | P N T L ! ! !
gence problem reported in [54] does not present itself here.\ 235 240 245 250 255 260 265 270
used a pause time of 1.0 s for all the experiments reported in t.... time (second)

paper. The speed of the nodes varies from 0 m/sto 10 m/s, whl'gch . . I )
. . L 9. 9. Simulation results of 16 nodes moving in a 60&r600 m region at a
models movement of pedestrians or vehicles in city streets. speed of 10 mi/s. Plotted are the traces of two routes to the video sink maintained
We use the IEEE 802.11 protocol in the MAC layer workingy the video source during the simulation period.

in the DCF mode. Its physical layer features, e.g., frequency

hopping (FH), are not modeled. The channel has a bandwic S0 ' ' PSNR(MDMC, 10m/s) 40
of 1 Mb/s. The transmission range is 250 m. If the sender of 45 - Lost mgggmggﬁgggggm ?;18%3 o 1 g
packet is within this range of the receiver, and the sender h 4 |
successfully accessed the channel during the transmission 35 130
riod, the packet is regarded as correctly received. The maximt o5 2
number of link layer retransmissions is seven, after which tig 30 1 g
packet is dropped. UDP is used in the transport layer. We a|§ 25 | 120 2
implemented part of the RTP functionality [13], such as time ,, | b
tamping and sequence numbering in our model. 13
Among the 16 nodes, one is randomly chosen as the vid B 110
source and another node is chosen as the video sink, wher 10 [ i |
5 s playout buffer is used to absorb the jitter in received packe g | 15
The video source starts a session using two routes, sending 1 L :

| i 4 H 1 2 4 Kl FiH I 0
substreams of encoded video (59 kb/s each) to the sink. All otk 0 1000 1500 2000 2500 3000
nodes generate background traffic to send to a randomly chos .. Frame Number
destlnauqn. Th? Interamva.'l time of the background packets gg 10. PSNRs of the received frames with a MDMC codec using two paths.
exponentially distributed with a mean of 0.2 s. The backgroung nodes move in a 600 }600 m region at a speed of 10 m/s. Plotted on

packet has a constant length of 512 bits. the righty axis are the lost packets per frame. The MSDR algorithm is used
for route updates. The measured average loss rates of the two substreams are:
(3.0%, 3.1%).

C. Simulation Results Using OPNET Models

1) MDSR Performancefirst, we examined the per-number is two, which means the two routes are disjoint except
formance of MDSR. Fig. 9 plots the traces of two routefor the common source and destination.
maintained by the video source node during a simulation inFig. 9 shows the period when the routes are the longest and
which each node has a speed of 10 m/s. The length of a romtest correlated. Atthe beginning of the period, the two paths are
is denoted by the total number of nodes the route traversggp hops each and are disjoint. Then, they get longer and have
including the source and the destination. Each point in timeore common nodes, probably indicating that they are moving
figure also means a route update: either a better route is fouadiay from each other. After the 260th second, they become two
or a route in use is broken. It can be seen that the routes hops again after shorter new paths are found. After the 262th
unstable. However, since the nodes are moving around rapidigcond, the routes become disjoint again.
new neighbors are found and a new route is discovered shorth2) MPT Versus SPTNext, we compare the performance of
after the old route is down. This shows that mobility is botMPT with single path transport (SPT) in Figs. 10 and 11, where
harmful and helpful. The lengths of the routes vary from O to #he same multistream video coder MDMC is used. For SPT, we
(5 hops, a little higher than the diameter of the network) duringsed the NIST DSR model [51], which maintains a single path
the simulation. For most of the simulation period, the rout® a destination, while for MPT we used the MDSR model which
length is 2, which means direct communication between tiea multipath routing extension of [51]. We transmit both sub-
source and the destination, or 3, which means a relay nodestiseams on the same path in the SPT simulations. To alleviate the
used in between. We also plot the number of common nodegpact of bursty errors, we interleave the packets of the two de-
between two paths. During most of the simulation period, th&sriptions with a two-frame interleaving interval. Description 1
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Fig. 11. PSNRs of the received frames with a MDMC codec using a sincg
path. 16 nodes move in a 6001600 m region at a speed of 10 m/s. Plotted org
the righty axis are the lost packets per frame. The path is updated using the 4 | i
NIST DSR model and both substreams are sent on the path using an interleaS
interval of two frames. The measured average loss rates of the two substre o L ; i
are: (6.3%,6.4%). g . I

O L1 1 I} 1 L] 1
100 200 300 400 500 600 700 800

Frame Number

(2) packets for two even (odd) frames is followed by descrip-
tion 2 (1) packets for two odd (even) frames. We perform this ()

experiment for the 16-node network, where each nodes moW@s 12. Zoomed lost packet per frame traces of two substreams. (a) MPT case
at a speed of 10 m/s. The PSNR traces (using theylettis) (corresponding to Fig. 10). (b) SPT case (corresponding to Fig. 11).

and loss traces (using the rightaxis) using MDSR and DSR

o . 50 5
are plotted in Figs. 10 and 11, respectively. It can be seen tt ' ‘ " PSNR(MDMC 0m/s)
; H ; 45 + Lost Pkts/Frame(substream 0,0m/s)
PSNR drops when there is loss in either substream. Also, t Lost Pkts/Frame(substream 1.0m/s) -+-----
deepest drop occurs when a large burst of loss of one substre 40 | 44

overlaps with that of the other substream. SPT has higher Ic

rates than MPT and, therefore, the PSNR curve in Fig. 11 h % e
more frequent and severe drops than that in Fig. 10. Itis obvioa S0 13 g
that SPT has poorer performance than MPT. 25 2

This is further illustrated in Fig. 12, which displays the& 20 |- , 1o %
zoomed versions of the loss traces of both simulations. TI s 5 3

SPT traces [Fig. 12(b)] have more frequent packet losses th
the MPT traces [Fig. 12(a)]. Even worse is that the pack 10 i Filn ] ok
losses of the substreams are strongly correlated inthe SPTce s I IIH ’ u l t
This has the most negative impact on the MDMC performanc . i) E 0
Although we interleaved the substreams before transmittin 500 1000 1500 2000 2500 3000
the burst length is too long, rendering the interleaving ineffec Frame Number
tive. A larger interleaving interval may help but at the cost of ﬁg 13. PSNRs of the received frames with a MDMC codec. 16 nodes in a
larger end-to-end delay. 600 mx 600 m region. Plotted on the rightaxis are the lost packets per frame.

3) Impact of Mobility: We also examined the impact ofThe nodes are stationary.
mobility on video transport using MDMC as an example.
Fig. 13 shows the PSNRs of the received video frames whigna hot-spot. We can see that in both figures, the valleys of the
the nodes are stationary. The PSNR curve in Fig. 13 is VEPENR curve match the loss bursts drawn below. In Fig. 10, the
stable, with only a few narrow drops. From the error tradess bursts in this plot match the two routes’ longest and most
below, we can see that the losses are mostly random, i.e., goérelated periods in Fig. 9. Mobility clearly has a negative
error burst length is one packet for most of the time. Whastfect on video transport.
nodes begin to move around at a speed of 10 m/s, the PSNRig. 14 shows the mean packet loss rates and the mean packet
curve in Fig. 10 is much worse with many more drops. Th@ss burst lengths of the two substreams during the simulations
largest drops occur at the 500th, 2000th, and 2500th frameaghen the mobile speed varies from 0 m/s to 10 m/s. Fig. 15 is the
We conjecture that during these periods the source node assulting average PSNR for different speeds using the MDMC
destination node were either far away from each other, or wejédec. There are several interesting observations.

4Note that the frame rate is 10 frames/s. The frame number corresponding tol) The two routes maintained by MDSR are relatively sym-
the 250th second in Fig. 9 is 2500 in Fig. 10. metric in their error characteristics. Recall from Fig. 8
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[ Substrear'n o (MPT) ] ' ' ] 3) When the nodes are staf[iona_lry, the mean burst length of
| Substream 1 (MPT) ---%--- MDSR is 1. Packet loss in this case is mainly caused by
L e P T ] failure in accessing the channel. When nodes are mobile,
- . the links are more frequently broken because of nodal
r 1 mobility, and the loss characteristics change from random
loss to bursty loss. We conjecture that the burst length
S Nl depends on the time scale of the routing protocol and the
w 4 rate of change in the topology.
! ! ! ! ! 4) Somewhat counterintuitive is that as speed increases,
0 2 4 6 8 10 12 the average loss rate becomes stable. Furthermore, the
Speed (meters per second) highest mean burst length occurs at 4 m/s instead of
@) 10 m/s. The mean PSNR in Fig. 15 shows the same trend.
' ' " Substream 0 (MPT) —— When speed increases, the mean PSNR first drops, then
i Sstﬁ%ssttrr%zrpn 10 ((l\égg - becomes stable. Note that at 4 m/s, the mean burst length
Substream 1 (SPT) =--x--- | is about 40 packets, which correspond to more than four
Ko frames. At this high burst length (and the corresponding
o high loss rate), the general trend that the PSNR increases
£ with the burst length is not true any more. In fact, the
L S T likelihood that both paths experience packet losses
L et 4 simultaneously is quite high, which leads to a significant
! ! L 1 L drop in the decoded video quality.
0 2 ;eed (metefs o Secofd) 10 2 These observations further verify our previous observation that
P ®) P mobility is both harmful and helpful. During the initial increase
in mobility, routes break down more easily, which leads to an

Fig. 14. Loss characteristics versus mobile speed for both MPT and Sficrease in the mean packet loss rate and a drop in the PSNR.
OPNET simlations. (a) Average packet loss rate. (b) Average error burst Ien%fg speed further increases. new topologies are more quickly

36

35

34

33

32

31

Average PSNR (dB)

30

29

28

formed and new routes are more quickly established. A hot spot
MDMC —— in the region, where nodes cluster and compete for the channel,
L 4 ismore quickly dispersed. As speed increases, the period of time
anode remains disconnected is smaller. The turning point (4 m/s
r 7 in Figs. 14 and 15) is determined by the node density in the
region and the transmission range. We conjecture that similar
phenomenon exists for other scenarios with a different number
of nodes or a different transmission range, given that the node
density is high enough to maintain a connected network for most
of the time. When the nodal speed increases even further, the
routing process would be unable to track the quickly changing
topology. Therefore, drops in the average PSNR is expected.

4

VI. AN AD HOC MULTIPATH VIDEO STREAMING TESTBED

0 2 4 6
Speed (meters per second)

©

10 To validate the feasibility of video transport over ad hoc
networks and evaluate the achievable video quality with

Fig. 15. Average PSNRversus node speed for the MDMC scheme from ﬁ%day’s technology, we implgmented an ad hoc mu]tipath
OPNET simulations. video streaming testbed. The implementation and experimental

2)

results are reported in the following.

that the algorithm does not order the two paths MDSR

maintains. This is suitable for MDMC since the two def\- Setup of the Testbed

scriptions are equivalent in importance on video quality. The testbed is implemented using four IBM Thinkpad note-
If LC with ARQ is used, an algorithm that always putdooks with 802.11b cards. Fig. 16 shows the network view of the
the shortest path in cache 0 (which is used by the BL) isstbed. The notebooks were placed at (or moved around) various
preferred. locations in the Library/CATT building at Polytechnic Uni-
MDSR effectively reduces both the mean packet loss ratersity. IBM High Rate Wireless LAN cards are used working
and the mean packet loss burst length. When the speedhe DCF mode with a channel bandwidth of 11 Mb/s. The
is 10 m/s, the average loss rate for MDSR is about 3%orridors are about 30 60 m. In the building, there is
while that of DSR is about 6.4%. The mean burst lengtinterference from IEEE 802.11 access points (AP) and other
of MDSR at 10 m/s is about 11, while that of DSR islectronic devices (e.g., microwave ovens). Noflesd D are,
about 20. respectively, the video source and sink, while nodi&sand
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Soceeeiia---Rlep TABLE 1l
(.} | AVERAGE PSNRs OF DECODED FRAMES: MDMC TESTBED
| : EXPERIMENTYMARKOV SIMULATIONS
. Scenario I Fig.16(a) | Fig.16(b) | Fig.16(b) | Fig.16b)
i Playout delay 2s 2s 28 300ms
; Pkt Loss rate 1 0.41% 6.14% 8.46% 8.13%
; Pkt Loss rate 2 0.75% 11.96% 7.52% 7.97%
: ! o Burst length 1 1.75 3.79 3.67 6.08
i : - Burst length 2 4776 3.08 333 2.34
S =5p D% Ave. PSNR (testbed) || 33.11dB | 27.53 dB | 28.65 dB | 28.16 dB

Rz Ave. PSNR (sim) || 33.08 dB | 28.05 dB | 28.65 dB | 28.65 dB

(€Y (b)
Fig. 16. Experiment scenarios for the testbed. (a) Line-of-sight. (b) Behind the
walls. TABLE Il
AVERAGE PSNRs oF DECODED FRAMES: LC WITH ARQ TESTBED
EXPERIMENTYMARKOV SIMULATIONS

R, are the relays: S|nce_ there are only four nodes in this ne Scenario Fig16G) | Fig.16®) | Fig.16®) | Fig.160)
work, we use .statlc.routm.g to force the use of two-hop r_oute‘ Playout delay s s s 300ms
Dynamic routing will be implemented in a future version. Ori. BL loss 0.06% 5.95% 7.98% 7.94%
The system is built on Microsoft Windows 2000. We im- BL loss 0.00% 2.49% 2.25% 5.37%
; ; : EL loss 0.38% 12.22% 8.14% 8.16%
plemented the timestamping, sequence numbering, and Q O BL Bursi ien 36 T 397 75
feedback functions in the application layer. For LC with ARQ BT Burst Ien. 0 10.23 6.33 3.58
limited retransmission for BL is implemented in the applicatior___EL Burst len. 3.29 4.18 3.94 3.1«{57
ARQ succ. ratio 100% 58.0% 71.8% 32.4%

Iaye_r as well. UDP sqckets are used at the transport layer. Ave  PSNK (sibed) T 3234 G5 | 30.64 4B | 30.14 06 | 30.13 dB

traffic allocator dynamically allocates packets to the two path—375sNR Gim) N/A 3110 dB | 31.63 dB | 31.68 dB

The video sink maintains a playout buffer, using a hash tabie
data structure. Typically video streaming applications use a
playout buffer of a few seconds to smooth the jitter inincoming The results in Table IIl clearly show that ARQ effectively
packets. We chose a playout buffer of 2 s for this network. Teduces the BL packet loss rate in all the experiments. These
support interactive applications, we also experimented withr@ductions account for improved video quality. For example,
300 ms playout delay. all lost BL packets in the test of Fig. 16(a) were successfully
The implementations of LC with ARQ and MDMC codec distecovered, resulting in a BL loss rate of 0%. The average PSNR
cussed in Section IV-A are used. We did not use the RPS codgfihis test is the highest among all the LC with ARQ experi-
since it does not support streaming of pre-encoded video. FgEnts However, this is not true for the mean burst length. Since
both schemes used, the testbed performs off-line encoding, Byt g packet has its deadline imposed by the playout delay,
the received video frames are decoded in real time and dlsplay_ggQ is more effective in recovering short error bursts. During

on the screen of nodd. an experiment, many short error bursts are recovered, reducing
the number of error bursts. But for an error burst comparable
B. Experimental Results or greater than the playout delay, only a small portion of it
is successfully retransmitted. Therefore, sometimes the mean
We examined the performance of the system in the scenarinsst length of BL increases when ARQ is used. Recall in
shown in Fig. 16. The average PSNRs of the received franteig. 7, we showed that given the same average loss rate, PSNR
using the two schemes are presented in Table Il and Table ithproves when the mean burst length increases. The increased
respectively. For comparison with the Markov simulatiomean burst length, combined with reduced average BL loss
studies presented in Section IV, the last row of each table listge, contributes to the increased video quality. During the
the average PSNRs obtained from Figs. 4—7. Each testlggheriments with LC with ARQ, we observed short periods
value in the table is the average over an experiment lasting &frbadly corrupted frames, followed by a long period of high
10-15 min. In all the tests using LC with ARQ, path 1 is useduality frames. The ARQ success ratio in the table is defined
for the BL. to be the ratio of the number of successfully retransmitted
The results in Table Il are consistent with the Markov simBL packets and the number of all lost BL packets. This ratio
lation results presented in Section IV-C. The minor differenaecreases as the loss rates of both paths increase and as the
between the last two rows of Table Il are caused by the diffgstayout delay decreases.
ences in the actual loss rates of the testbed experiments and theor the experiments reported here, the packet delay and
corresponding Markov simulations, and the differences in tlaelay jitter are both very low, because there is low background
loss patterns (the experimental loss processes may not be Maaffic and the bit rates of the video substreams are also low. For
kovian). An interesting observation is that for the test scenatiois reason, very few packets are dropped because of lateness
in Fig. 16(a), when the loss rates for both substreams are vegen with a 300 ms playout delay, and the video equality
low, MDMC has a higher average PSNR (33.11 dB) than L@btained with a 300 ms playout delay is similar to that with a
with ARQ (32.24 dB). This is also shown in Figs. 5and 6. 2 s playout delay, with both schemes. When the system load
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Fig. 17. A screenshot of the testbed GUI during a MDMC experiment.

is higher, the 300 ms playout delay is likely to yield worsensure a high ARQ success ratio. Additionally, in the testbed,
performance. NACKs are sent on the same two paths as the video packets.
In the experiments, LC with ARQ performs better thaffhe end-to-end delay is not fixed as in the Markov model
MDMC, except for the very low loss cases, which is consistesimulations. These further reduce the degree of path diversity
with the Markov model simulation results in Figs. 4—7. Howand the effectiveness of the ARQ algorithm. For MDMC, no
ever, as compared with the results in Figs. 4—7, LC with AR€@edback is necessary. As a result, its performance is more
yields lower average PSNR under similar loss rates. In factcansistent with the Markov simulation results in Figs. 4-7.
successful retransmission requires: 1) successful and timely-ig. 17 is a screenshot of the MDMC testbed during an exper-
delivery of the NACK and 2) successful delivery of the retransment. The upper left part of the GUI displays the received video
mitted BL packet before its deadline. Recall that in the Markoand the network view of the testbed. The transport related sta-
model simulations, we assume a perfect feedback chantistics (loss rates, jitter, receiver buffer occupancy, etc.) and the
and the paths were chosen to be disjoint. These assumptivitkeo codec related attributes (frame rate, format, bit rates, etc.)
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are displayed at the upper right part of Fig. 17. The two windovgsper. We also thank the Wireless Communications Technolo-
in the center display the packet loss traces of the two substreagies Group of the National Institute of Standards and Tech-
for each frame. The lower part of Fig. 17 is the PSNR trace oblogy for making the OPNET DSR model available in the
the received video, which illustrates how video quality is impublic domain.

paired by packet losses of both substreams and how the MDMC
decoder recovers from the packet losses.

VIl. CONCLUSION

Enabling video transport over ad hoc networks is more (1
challenging than over other wireless networks, both because
ad hoc paths are highly unstable and compressed video ig]
susceptible to transmission errors. However, multiple paths in
an ad hoc network can be exploited as an effective means t
combat transmission errors. Motivated by this observation, we
chose three representative video coding schemes, all based on
MCP used in modern video coding standards, and show how td*
adapt these schemes with MPT to enable video transport over
ad hoc networks. [5]

In this paper, we highlight the close interaction between the
video codec and the transport layer. Results presented suggest
that if a feedback channel can be set up, the standard H.26
coder with its RPS option can work quite well. Additionally,
if delay caused by one retransmission is acceptable, layered
coding with the BL protected by ARQ is more suitable. MDC [7
is the best choice when feedback channels cannot be set up, or
when the loss rates on the paths are not too high. A comparison
of the schemes from the perspective of video coding, e.g., framES]
memory required at the coder and decoder, source coding redun-
dancy, and on-line/off-line coding is presented as well. Using
OPNET models, we extended DSR to support multipath routing.[®]
The impact of multipath routing and mobility is investigated. [10]

To further verify the feasibility of video transport over ad
hoc networks, we implemented an ad hoc multipath videdii]
streaming testbed using four notebook computers. Our tests
show that acceptable quality streaming video is achievablg,
with both LC with ARQ and MDMC, in the range of video bit
rate, background traffic, and motion speed examined. Together
with simulation results using the Markov path model and thi !
OPNET models, our studies demonstrate the viability of vide
transport over ad hoc networks using multipath transport and
multistream coding. [14]

We should note that further improvements could be made 1‘0{151
each componentin the proposed framework. For example: 1) the
video codec parameters could be further tuned and optimized in
the rate distortion sense, given the path conditions; 2) packet?!
from all the substreams could be dispersed to the multiple paths
with a more sophisticated algorithm to maximize the benefit of17]
MPT; and 3) the ad hoc networks simulated in Markov model
and OPNET models, and the testbed are relative small. It would
be very interesting to see how the performance scales for a larggg;
ad hoc network. These are still open research problems that are
worth investigating in future work. [19]
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