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Abstract

In this paper, we approach the task of appearance based

person re-identification for scenarios where no biometric

features can be used. For that, we build on a person re-

identification approach that uses the Implicit Shape Model

(ISM) and SIFT features for re-identification. This ap-

proach builds identity models of persons during tracking

and employs these models for re-identification. We ap-

ply this re-identification, which was until now only eval-

uated in the infrared spectrum, to data acquired in the

visible spectrum. Furthermore we evaluate view indepen-

dence of the re-identification approach and introduce meth-

ods that extend view invariance. Specifically, we (i) propose

a method for online view-determination of a tracked person,

(ii) use the online view-determination to generate view spe-

cific identity models of persons which increase model dis-

tinctiveness in re-identification, and (iii) introduce a method

to convert identity models between views to increase view

independence.

1. Introduction

Object, and more specifically person tracking is an in-

dispensable part of many of today’s computer vision appli-

cations. In many cases where high-level video analysis is

necessary, specifically in areas like visual surveillance, it is

not sufficient to track a person while it continuously appears

in the field of view of a single camera, but to re-identify a

person after it has left the systems field of view and reen-

ters it again. The system’s field of view hereby can refer

to a single or multiple cameras. Even when referring to a

system with a single camera, re-identification can be nec-

essary, e.g., to determine if a person visits a shop-window

multiple times, to determine if the same or a different per-

son picks up a bag that someone has left before, and also

to detect suspicious behavior which can be constituted by

visiting the same place multiple times.

In this paper, we approach the problem of person re-

identification. We build on the re-identification approach

described in [8] and revised in [9]. The essential of this ap-

proach is, that it builds on the Implicit Shape Model (ISM)

[10] and SIFT [11] features for both person tracking and re-

identification. The re-identification uses the SIFT features

and ISM characteristics collected online during the tracking

of a person to re-identify this person later on in a multi-

staged approach. The overall approach has several advan-

tages over state-of-the-art re-identification techniques:

(i) By employing only SIFT features for detection,

tracking and re-identification, the proposed system is

most independent of the employed sensor. Unlike most

other re-identification approaches [6, 4, 15], the ISM re-

identification does not employ sensor specific features like

color, which makes it applicable for the case of data ac-

quired in the visible and infrared spectrum.

(ii) The multi-stage approach with increasing computa-

tional cost allows for very efficient re-identification since

the computational cheap first stages can be used to reduce

the amount of data (candidate models from the database)

that has to be considered in the last stage.

(iii) Compared to most other state-of-the-art approaches

like [3, 4], this approach is applicable in real applications

since it is integrated with a detection and tracking strategy.

Specifically, it does not rely on manual annotation of peo-

ple like [3, 4] and builds models for re-identification online

without an offline training step like [2, 5].

We extend this re-identification approach in multiple

ways: (i) we introduce a method for online view determina-

tion of a tracked person, (ii) we use the online view deter-

mination for the generation of view specific models which

increase distinctiveness of models in re-identification, and

(iii) we introduce a method to convert a model from one

view to another on the basis of the ISM and SIFT. In addi-

tion, we apply the re-identification approach to the task of

person re-identification in the visible spectrum. In section

2, we give an overview of the principal re-identification ap-

proach. Section 3 discusses view independence and intro-

duces methods for view determination and identity model

transformation. Section 4 presents an evaluation and sec-

tion 5 concludes.



Figure 1. Generation of person identity models during tracking:

SIFT features found on a person during tracking are stored in a

long-term feature model. In addition to the high-dimensional fea-

ture model, codebook activation signatures which allow for fast

model matching, are stored.

2. Person re-identification

We build on the re-identification approach described in

[8] and revised in [9]. Briefly, this re-identification builds

on the ISM and SIFT features and is closely coupled with

an ISM based person detection and tracking approach mak-

ing it applicable in real-world applications where track-

ing and re-identification is always a coupled problem since

a good tracking performance is prerequisite for good re-

identification performance. The overall approach has three

main components. Person detection uses an Implicit Shape

Model based object detection approach to detect people in

input imagery. Since a dedicated object detector and no

foreground or motion detection is used, no assumptions on

stationary camera or application scenario are made. These

characteristics are retained in Tracking, where the task is

to build trajectories of persons while they continuously ap-

pear in the field of view of a single camera. The re-

identification builds on tracking by using the SIFT feature

models collected during tracking. This circumstance is vi-

sualized in figure 1. Here, SIFT features found on a per-

son during tracking are visualized by the according image

patches. These features are integrated into a long-term iden-

tity model containing all appearance variations which occur

during tracking. Together with the SIFT descriptors, which

are clustered to reduce quantity of data, the spatial feature

distribution, which describes the position where certain fea-

tures have been found on the person relatively to the object

center, is recorded. Together with this feature model, an

ISM activation signature is stored. The calculation of this

activation signature is shown in the right part of figure 1.

Here, the codebook (this codebook represents the general

appearance of the class ”person” by a number of SIFT pro-

totypes that have been generated in a training step) which

was used for object detection (see [7] for details) is used

Figure 2. Overview of the three-staged ISM re-identification ap-

proach.

to build the signature. For each feature in the long-term

model, the codebook prototype affiliation is determined by

matching the feature to the codebook (this has already been

performed in object detection). This is in a way a descrip-

tion of the person in terms of a histogram, which in this

context, is commonly referred to as a ”bag of words” rep-

resentation. The key difference to a usual ”bag of words”

representation is that here, information of a time period is

integrated into a single model, and, that in addition to the

”word affiliation”, the spatial distribution for each word is

stored. So basically, the signature encodes which codebook

entries are activated by a person to what extend. Person re-

identification is performed on the basis of this information

in a three staged approach which is outlined in figure 2. In

the first stage, the low-dimensional codebook activation sig-

nature is used for person description and matching. By that,

fast matching of a query model with a database of persons

is possible because only low dimensional vectors (codebook

dimension N, which is usually between 200 and 1000) are

to be compared. In the second stage, the spatial distribu-

tion of the codebook signature is added to the comparison.

This increases matching complexity only slightly – for each

codebook signature entry, the spatial distribution has about

10 2D entries, which adds N ∗ 2 ∗ 10
2 comparison in rela-

tion to stage 1 – while distinctiveness is increased strongly

since in addition to encoding of appearance, now, structural

aspects are encoded too. In stage 3, the high dimensional

SIFT feature models are compared. This increases the com-

putational demand on this stage because here, sets of 128-

dimensional SIFT descriptors are to be matched. The im-

portant point is that distinctiveness is increased significantly

compared to the former stages. A possible way to deal with

the high computational demand for comparison on stage 3

is to use the three stages in a cascade to reduce the amount

of data that is to be matched in subsequent stages. This is

depicted in figure 2.



3. Viewpoint invariance of person re-

identification

The re-identification approach described in the last para-

graph has some shortcomings. Since it uses SIFT features

together with a structural modeling by the ISM, it is not in-

herently view independent like approaches that model per-

son appearance by globally valid features, e.g. a person-

global color histogram. Although the global validity of

such appearance descriptions is not necessarily true in ev-

ery case (e.g. not every person looks the same from front

and side view), the assumption that such a color histogram

is a good cue for view independent description of person

appearance is valid in most cases. This is not true in this

approach, where SIFT features are used for person appear-

ance description, because these are (i) only view indepen-

dent to a certain degree, and (ii) since they model texture

found on a person and shape of a person, we cannot as-

sume that these features are transferable between different

views of a person (e.g. texture found on a person’s front

side is typically not the same as texture found on a per-

son’s back). Since the ISM-SIFT appearance modeling has

several advantages over appearance description by simple

color histograms (e.g. higher distinctiveness, more detailed

modeling, applicability in monochromatic imagery, appli-

cability in other modalities like infrared) it is desirable to

keep these advantages but at the same time eradicate the

shortcomings. For that reason, we introduce an extension

of the ISM person re-identification which allows for view

dependent generation of person models and conversion of

different views into each other. This has the two main ad-

vantages that discriminate power and view independence is

increased.

3.1. Viewpoint classification and selection

In ISM re-identification, SIFT features found on a person

during tracking are stored in a single model for each tracked

person. Since a person might be visible from different view-

points during tracking (due to movement of the person in

the scene or due to camera motion), this model potentially

includes appearance information from different viewpoints.

This means that two models of completely different views

might be compared in person re-identification. This is not

desirable since (i) the same person might look very differ-

ent from different views and (ii) different persons might ac-

cidentally have similar appearance in different views. For

that reason, it is desirable to store view specific models dur-

ing tracking and use them in person re-identification.

Thus, in a first step, the current view of a tracked person

is to be determined (considering a discrete set of possible

views). For that, we can use the short-term SIFT models

from tracking which encode the current appearance (the ap-

pearance of the recent history) of a person and thereby do

Figure 3. View classification during tracking and generation of

view-specific person models.

not only hold the identity of a person, but also, in parts,

the current view. To determine the actual view of a per-

son, these models are compared to general, view-specific

models which were generated offline on a training set. The

training set must include samples from different persons for

each view, so that identity information can be discarded and

only the view information can be retained. In practice this

is done by clustering the feature models of the same view

from different persons and discarding features which are

not seen often enough in training data and thus can be as-

sumed to contain identity specific information. The view

of a tracked person is then determined by matching the fea-

ture model to all view-models and picking the best matching

view. This is a simple approach but works quite well for our

scenario. The drawback of this approach is its high compu-

tational demand – the high dimensional feature models have

to be matched at every instant of time. Thus, this approach

might be replaced by a classification approach that works

directly on the ISM basis without the need for an additional

matching step.

Knowledge about the view of a tracked person can be

used to store view-specific person models as depicted in fig-

ure 3. SIFT features currently found on the tracked person

are stored in a view specific model that refers to the view

which was determined for the currently tracked person. The

view thereby is picked out of a discrete set of possible and

previously defined views.

In re-identification, based on the view of a currently

tracked person, we can now pick the correct view from the

database for comparison. This approach increases distinc-

tiveness but is only helpful if the relevant view (or a similar

view) is available for all database models. Since this might

not always be the case in reality, it is necessary to be able to

compare two different views to each other. While in cases

where views differ due to object inherent differences be-

tween views (e.g. front and side view of a person), it might

not be possible (or at least not helpful) to convert views into

each other, in other cases where object appearance can ex-

pected to be similar but appearance description does not in-



Figure 4. Example case where ISM mirroring is helpful.

Figure 5. Mirror transformation of the SIFT descriptor.

clude the invariance, conversion between views might be

useful. Such a case is visibility of persons from opposing

sides. This happens when a person first moves through the

camera’s field of view from left to right and a second time

from right to left (in reality: passing a corridor on the way

there and on the way back) as shown in figure 4. This is also

relevant in multi-camera networks where cameras are often

mounted opposingly. Due to symmetry between left and

right side of a person, which can commonly be expected,

the opposing side views of a person can be transformed into

each other by mirroring. So, this case which is often rele-

vant in practice can be treated by a mirror transformation.

This transformation is introduced in the next section for the

ISM re-identification.

3.2. Identity model transformation

A case where the mirror-transformation motivated in the

last section is relevant is shown in figure 4. Here, a person

is visible from opposing sides. The models generated in

these two views can be converted into each other by a mirror

transformation.

To perform the mirror transformation for an identity

model, both the ISM and the SIFT features are to be trans-

formed. SIFT transformation is performed as shown in fig-

ure 5 (see [12]). Both, the spatial histogram (top) and the

orientation histograms inside the spatial histogram (bottom)

are transformed. The spatial histogram can be simply mir-

Figure 6. Symmetry that can be assumed for a person.

rored using the middle vertical axis. The orientation his-

tograms are mirrored using O1 and O5 as mirroring axis.

An important point is that SIFT transformation can be per-

formed directly on basis of the descriptor vector without

recalculation of the descriptor itself. This is very important

because the descriptor calculation is very computational ex-

pensive. In fact, no explicit transformation has to be per-

formed because mirroring can be performed by alternating

descriptor entries during matching.

Since re-identification on all levels involves the fea-

tures’ codebook activation, this activation has to be mir-

rored too. Unfortunately, this can only be done by matching

all features to the codebook using the mirror transforma-

tion during matching. Since this is an tremendous match-

ing overhead, in future, mirroring of codebook activations

should be performed in a more efficient way. One pos-

sible approach might be to calculate, for every codebook

prototype, the mirror prototypes, so that a ”normal” acti-

vation can be transformed directly into a mirror-activation

without additional matching. Another possible approach

might be to integrate multiple codebooks into a multi-view

model as proposed in [14]. Using this mirror transforma-

tion, the two hemispheres of the view-sphere shown in fig-

ure 6 can be transformed into each other. Thus, 50% of

possible view-transformations are covered with one model-

transformation. Remaining views are more similar, which

means, transformations between remaining views might be

covered by inherent ISM and SIFT view invariance without

the necessity of an explicit transformation. Regarding ISM,

view dependence depends only on the similarity demand

for spatial distributions. If this demand is relaxed, view in-

dependence can be increased. It is important to note that

discriminative power decreases when view independence is

increased. SIFT features are viewpoint invariant to a cer-

tain degree. Lowe [11] states, that in his experiments, he

gets matches for 50% of the features when the viewpoint

is changed by 50
◦. In the ISM, the location of a feature is

encoded by the center offset. Thus, viewpoint invariance



Figure 7. The CASIA A dataset.

of the ISM (when assuming correct matches) is determined

by the variance that is allowed for the center offsets. In re-

identification this is determined by the maximum deviation

that is allowed for the offsets between two person models.

4. Evaluation

Evaluation is performed on the CASIA A dataset [1].

Here, we compare our ISM re-identification approach to

other approaches and evaluate view-independence of ISM

re-identification in detail. Sample images of the scene and

the persons are shown in figure 7. Person size varies from

20x70 to 50x150 pixels. This dataset is well suited for eval-

uation of view-independence because it includes video se-

quences of persons which move through a scene from 6 dif-

ferent directions (0◦, 90◦, 135◦, 180◦, 270◦, 315◦). For ev-

ery person in the dataset, two sequences are available for

each walking direction. Thus a rating of the re-identification

view-independence is possible using this dataset. For that,

every person in the dataset (16 persons) is tracked in all

available views to build the instance models. For 16 per-

sons and 6 views this makes a total of 96 different view-

person combinations. For each person, two sequences are

available. Model building in these sequences results in 2

instance models per person and view. These are used as

query and database model respectively. Since the distance

measure we use for re-identification is not symmetric, each

model serves as query and as database model.

Evaluation is carried out using the same performance

measures as in [8]. Since in this paper, we do not perform

an open-set evaluation, the relevant rate is the Correct Clas-

sification Rate (CCR) which is the ratio of correct classifica-

tions and models in the database when performing queries

for all persons in the database.

For evaluation, the database is filled with models of a

single view of every person. Models of a second view serve

as query models. Every model of that view is tested against

the database models. E.g., the database contains models

of view 90
◦, queries are made with models of view 180

◦.

This evaluation is performed for every possible database-

Figure 8. Re-identification results of the CASIA A dataset. Bars

show CCR for different transformation angles.

Table 1. Correct Classification Rate for different viewpoint-

combination of the CASIA A dataset.

Angle 0 90 135 180 270 315

0 93 25 42 81 27 57

90 100 36 20 67 34

135 100 50 36 72

180 93 20 25

270 100 42

315 100

view query-view combination. By that, we gain an exact

assessment of re-identification view-independence.

Results of this scenario are shown in figure 8 and table

1. Figure 8 shows re-identification performance at different

view transformation angles. Table 1 shows the detailed re-

sults for the different view combinations. Here, 0◦ refers to

a person moving from right to left orthogonal to the camera

axis, 90◦ refers to a person walking away from the camera,

parallel to the cameras axis and so on.

As we can see from the chart in figure 8, best perfor-

mance is of course reached when query and database view

are the same. Here we gain a nearly perfect performance

with a CCR of 97.7%. As we see in the detailed results in

table 1, the performance is best when either part of the back

or part of the front is visible. In both side views (0◦ and

180
◦), not all query models are classified correctly.

Performance decreases with increasing view difference.

At a transformation angle of 45◦, 46.3% of the query mod-

els are classified as the correct database model. Perfor-

mance decreases to 23.0% at a transformation angle of 90◦.

Since this performance is rather bad, this could be a possi-

ble case, where the system could report that no conclusive

decision could be made due to the lack of information - this



Table 2. Correct Classification Rate of different re-identification

approaches on the CASIA A dataset when considering the same

view for query and database model.

NN+NED NN+STC ENN+NED HTI ISM

62.1 68.75 83.3 94.6 97.7

is reasonable since we know that no appearance correlation

exists between the front and side view of a person (when

using local features to model the appearance). Performance

increases again at angles of 135◦ and 180
◦. This is due to

the use of the mirror transformation which is employed to

convert models in case of angles of 135◦ and 180
◦. As we

see from table 1, this leads to a good performance of 81% in

the specific case where persons are visible from side-view

(0− 180
◦). General performance in case of a 180

◦ angle is

73.3%. This includes cases where persons are visible from

front and back. Although visual appearance (in terms of

texture found on a person) is not typically similar for a per-

son in front and back view, re-identification performance is

rather good with 67% (90◦ and 270
◦) in this case. This is

because ISM re-identification does not only model texture

found on a person but also the shape of a person which is

very similar for front and back view of a person.

To assess the quality of ISM re-identification, we com-

pare to other (gait recognition based) re-identification ap-

proaches which have been evaluated on the same dataset

[16, 13]. Results of these approaches, which perform re-

identification using gait-recognition, are shown in table 2.

Comparison is only possible for the same view because the

other approaches do not consider different views. As we

see, with 97.7% for same-view re-identification, our ap-

proach clearly outperforms the other approaches on this

dataset.

5. Conclusion

In this paper, we presented an extension to an Implicit

Shape Model and SIFT based person re-identification ap-

proach that increases re-identification distinctiveness and

view independence. We showed that this extended re-

identification approach can be successfully employed for

re-identification in the visible spectrum under view varia-

tions, while the original approach was formerly only ap-

plied to data from the infrared spectrum that did not con-

tain view variations. Performance comparison showed that

ISM re-identification outperforms other re-identification

approaches on this dataset.
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[7] K. Jüngling and M. Arens. Detection and tracking of ob-

jects with direct integration of perception and expectation.

In Proc. Conference on Computer Vision (ICCV Workshops),

pages 1129–1136, 2009.
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