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ABSTRACT

In this paper, we present a method which combines image-
based visual hull and human body part segmentation for overcom-
ing the inability of the visual hull method to reconstruct concave
regions. The virtual silhouette image corresponding to the given
viewing direction is first produced with image-based visual hull.
Human body part localization technique is used to segment the in-
put images and the rendered virtual silhouette image into convex
body parts. The body parts in the virtual view are generated sep-
arately from the corresponding body parts in the input views and
then assembled together. The previously rendered silhouette im-
age is used to locate the corresponding body parts in input views
and avoid the unconnected or squeezed regions in the assembled
final view. Experiments show that this method can improve the
reconstruction of concave regions for human postures and texture
mapping.

1. INTRODUCTION

View synthesis is the technique of visualizing and manipulating
the appearance of the object for a given viewing direction from
several existing viewpoints. An effective and fast volumetric scene
reconstruction method for view synthesis is shape from silhouettes
in which the intersection of the generalized cones associated with
a set of cameras defines a volume of scene space containing the
object. The silhouette-based reconstruction encloses the true vol-
ume and only approximates the true 3D shape, depending on the
number of views, the positions of the viewpoints, and the com-
plexity of the object. In particular, the concave patches are not
observable in any silhouette. In this paper, we present a method
to overcome the inability of the shape from silhouettes method to
reconstruct concave regions for human postures. We resort to con-
tour based human body part segmentation method to disassemble
each input silhouette image into convex parts and use image based
visual hull to generate the novel view for each body part. These
rendered parts are assembled to give the final result. To avoid the
presence of possibly unconnected or squeezed regions in the final
view, the virtual silhouette image is first generated without using
body part segmentation method.

A visual hull of an object is the intersection of all the extruded
cone-like shapes that result from lifting the silhouettes in all views
[1]. Hence, visual hull can be obtained by volume carving. It is
possible to reduce the computation of visual hull to 2D operations
since it contains only points that project onto the silhouettes. Im-
age based visual hull [2] is an efficient geometrically-valid pixel
reprojection method to compute the visual hull. For each pixel in
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the desired view, the epipolar line in each input view is intersected
with the contour approximation, then the intersected 2D line seg-
ment is projected back to 3D space to form the visual hull. The
algorithm is able to render a desired view ofn2 pixels inO(kn2)
wherek is the number of input images. After the visual hull is
constructed, its surface is texture mapped using the weighted sum
of intensity values in the input images [3]. Considering the visibil-
ity during the texture mapping process, an occlusion-compatible
warping ordering scheme [4] was used to solve the object occlu-
sion and dis-occlusion problem. An advantage of the image based
visual hull technique is its tradeoff between accuracy and effi-
ciency. With the widely-positioned views as inputs, image based
visual hull allows us to produce the virtual view without finding
the wide baseline correspondence. It also provides information
about the object’s 3D shape and location. Besides, since the visual
hull is formed by volume carving, the noise from input images is
greatly reduced in the intersecting process.

Fig 1 shows an example of view synthesis with image based
visual hull. We can observe from Fig 1 that the person stands with
a 3D concave posture which is formed by the stretching of arms
and torso. Although the rendered silhouette image shown as the
bottom image in Fig 1 (b) is correct (because the eye can be fooled
into perceiving convex and concave regions with only silhouette
images), the error coming from the concave regions can be easily
observed on the texture-mapped chest part in the top image in Fig
1 (b). [1] stated that the visual hull of an object depends not only
on the object itself but also on the region allowed to the viewpoint.
Theexternal visual hullis related to the convex hull, and theinter-
nal visual hullcan not be observed from any viewpoint outside the
convex hull.

Observing that in many cases the concave human posture is
formed due to the position of arms, we are inspired to explore the
possibility of body part based view synthesis with visual hull. Sev-
eral methods have been proposed for human body part segmenta-
tion from silhouette (contour). The work in [5] gives a silhouette-
based human body labelling template by using topological order-
constraints of body parts for different postures. A contour-based
body part localization method was presented in [6] with a prob-
abilistic similarity measure which combines the local shape and
global relationship constraints to guide body part identification.
More recently, a hierarchical model fitting method to estimate 3D
shape with density fields was proposed in [7]. The body parts of
the human can be described accurately with the estimated param-
eters. In this paper we use the work in [6] for body part segmenta-
tion because of its simplicity and robustness. The silhouette image
in each input view is partitioned into arms and torso (with legs) so
that each human part is a convex object. All the parts are separately
processed with image based visual hull, and assembled together to



(a) input (b) output

Fig. 1. An example of image based visual hull: (a) the images observed from the 4 static cameras (top) and corresponding silhouette images
(bottom). (b) The rendered image corresponding to a novel view with texture (top) and without texture (bottom) obtained with IBVH.
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Fig. 2. Computing the cuts passing through point P

get the final result. It is possible that the final view has some un-
connected or squeezed regions since it is obtained by ”stitching”
the separately processed body parts. To prevent this problem, a sil-
houette image for the desired viewing direction is first generated
without segmenting the body parts.

The paper is organized as follows: In section 2 we introduce
the body part segmentation method which utilizes the silhouette
image and considers three factors affecting the saliency of a part.
Section 3 presents the body part based visual hull formulation pro-
cess, in which the desired silhouette image is first generated us-
ing the image based visual hull and then helps to find the corre-
sponding body parts in input views and prevents the unconnected
or squeezed region for the assembled final view. Conclusions are
given in section 4.

2. BODY PART SEGMENTATION

In order to remove the errors of texture mapping from a non-convex
shape, we break the silhouette of a person into convex parts. We
segment a human body into parts atnegative minima of curva-
ture so that the decomposed parts are convex regions. Singhet al.
noted that when boundary points can be joined in more than one
way to decompose a silhouette, human vision prefers the partition-
ing scheme which uses the shortest cuts ( A cut is the boundary
between a part and the rest of the silhouette). They further restrict

a cut to cross a symmetry axis in order to avoid short but unde-
sirable cuts. However, most symmetry axes are very sensitive to
noise and are expensive to compute. In contrast, we use the con-
straint on the saliency of a part to avoid short but undesirable cuts.
According to Hoffman and Singh’s [8] study there are three fac-
tors that affect the saliency of a part: the size of the part relative to
the whole object, the degree to which the part protrudes, and the
strength of its boundaries. Among these three factors, the compu-
tation of a part’s protrusion (the ratio of the perimeter of the part
(excluding the cut) to the length of the cut) is more efficient and
robust to noise and partial occlusion of the object. Thus, we em-
ploy the protrusion of a part to evaluate its salience; the salience of
a part increases as its protrusion increases.

In summary, we combine the short-cut rule and the salience
requirement to constrain the other end of a cut. For example in
Fig 1, letS be a silhouette,C be the boundary ofS, P be a point
on C with negative minima of curvature, andPm be a point on
C so thatP andPm divide the boundaryC into two curvesCl,
Cr of equal arc length. Then two cuts are formed passing through
pointP : PPl, PPr such that pointsPl andPr lies onCl andCr,
respectively. The endsPl andPr of the two cuts are located as
follows:

Pl = arg min
P ′

‖PP ′‖

s.t.
‖

_

PP ′‖
‖PP ′‖ > Tp, P ′ ∈ Cl, PP ′ ∈ S

(1)

Pr = arg min
P ′

‖PP ′‖

s.t.
‖

_

PP ′‖
‖PP ′‖ > Tp, P ′ ∈ Cr, PP ′ ∈ S

(2)

where
_

PP ′ is the smaller part of boundaryC betweenP andP ′,

‖
_

PP ′‖ is the arc length of
_

PP ′, and ‖
_

PP ′‖
‖PP ′‖ is the salience of the

part bounded by curve
_

PPl and cutPPl.
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Fig. 3. Two examples of human body part segmentation results: (1.a) and (2.a) are the body part segmentation results for input views. (1.b)
and (2.b) are the body part segmentation result for rendered silhouette images.

Eq. (1) means that pointPl is located so that the cutPPl is the
shortest one among all cuts sharing the same endP , lying within
the silhouette with the other end lying on contourCl, and resulting
in a significant part whose salience is above a thresholdTp. The
other pointPr is located in the same way using Eq. (2).

Since negative minima of curvature are obtained by local com-
putation, their computation is not robust in real digital images. We
take several computationally efficient strategies to reduce the ef-
fects of noise. First, a B-spline approximation is used to moder-
ately smooth the boundary of a silhouette, since B-spline represen-
tation is stable and easy to manipulate locally without affecting the
remaining part of the silhouette. Second, the negative minima of
curvatures with small magnitudes are removed to avoid parts due
to noise or small local deformations. However, the curvature is
not scale invariant (e.g. its value doubles if the silhouette shrinks
by half). One way to transform curvature into a scale-invariant
quantity is to first find the chord joining the two closest inflections
which bound the point, then multiply the curvature at the point by
the length of this chord. The resulting normalized curvature does
not change with scale — if the silhouette shrinks to half size, the
curvature doubles but the chord halves, so the product is constant.

3. VIEW SYNTHESIS OF ARTICULATING HUMANS
USING VISUAL HULL

Having segmented each input image into convex body parts, we
need to render the image for each body part in the given view-
ing direction and assemble them together. In order to generate
each body part separately for the desired view, we have to use
the corresponding body part in each input image. Since the body
part localization method in previous section does not give such
corresponding relationship between views, we can not tell which
body part is left arm and which one is right arm from the input
silhouette images. In the assembling process, it is possible that the
”stitched” final view has unconnected or squeezed regions because
the separately-generated virtual parts are not guaranteed to match
each other.

To solve these two problems, a virtual silhouette image corre-
sponding to the given viewing direction is first generated using the
image based visual hull computed from the input silhouette im-
ages. In this process, we only need to decide whether each pixel in
the virtual view belongs to the foreground or the background. If a
pixel’s corresponding 3D ray intersection in the visual hull formu-

lation process is not null, the pixel is marked as a foreground pixel
and the intersection coordinates are stored in a table for later use.
Each input image is segmented into left arm, right arm and torso
(with legs). The rendered silhouette image can also be segmented
into body parts in the same way. Since the visual hull of the person
has been built, the 3D centroid for each body part can be roughly
approximated with the center of gravity of the body part’s visual
hull. By projecting the 3D centroid to each input image, we are
able to locate the corresponding body part in each input image for
the rendered body part in the synthetic image.

To map the texture for the foreground pixels in the desired
view, a nearest neighboring scheme is used [2]. For each fore-
ground pixel, the 3D closet frontal point is retrieved from the stored
table and projected onto each input view. The intensity valueP for
the desired view pixel is a weighted sum of intensity valuesPi of
the corresponding pixels in the input views,P =

P
Pi cos θi,

whereθi is the angle between the 3D ray from the desired view
foreground pixel and the 3D ray from the corresponding pixel in
input view i if the closet frontal point is visible in this view. If
the concave regions are not considered in the formulation of the
visual hull, the pixels in the desired view projected by the points
inside the concavities will have erroneous 3D closet frontal points
and their intensity values will be wrong. In order to obtain cor-
rect visual hull and texture mapping result, the human body part
segmentation method is used in the reconstruction process. For
the desired view, each foreground pixel in a segmented body part
will have its epipolar line intersected with the corresponding body
part contour in each input view. These 2D line intersections are
projected back into 3D space and intersect with the retrieved 3D
ray starting from the pixel in the desired view. If the pixel is the
projection of a 3D point which lies on the concave region, the new
3D ray intersection will be shorter compared to the previously-
stored intersection because the epipolar line only intersects with
the corresponding body part instead of the whole body contour.
Hence, the 3D closet frontal points for these pixels are closer to
their correct positions so that their intensity values can be decided
with the correct corresponding pixels in the input views. For the
pixels corresponding to the 3D points which do not lie on concave
regions, the 3D ray intersections are same as the stored ones. In
this way, even if the epipolar line of a pixel in a desired view body
part has no intersection with the corresponding body part contour
in the input views, this pixel is still marked as a foreground pixel
and has its intensity value decided using the nearest neighboring
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Fig. 4. Two examples of view synthesis of articulating humans with visual hull: (1.a) and (2.a) are the input views. (1.b) and (2.b) are
the texture mapping results without using body part segmentation method. (1.c) and (2.c) are the texture mapping results using body part
segmentation segmentation method.

scheme. Therefore, no unconnected region will be observed in the
assembled view. Since the separately processed body parts are seg-
mented from the previously generated silhouette image, no region
will be squeezed together in the assembled view.

The body body segmentation results for four input views and
the rendered silhouette image are shown in Fig 3. The texture
mapping results obtained with and without using the body part
segmentation method are shown in Fig 4. The hole on the chest
part of Fig 4 (2.b) is because the concave region formed by the
arms and the torso is treated as a convex region. Since the desired
viewing direction is from above the concave region while the in-
put viewing directions are either from below the concave region or
make the concave region occluded, so the front-most points corre-
sponding to these pixels are not visible in any of the input views
and marked as invisible. From Fig 4 (1.c) and Fig 4 (2.c) we can
observe that the texture mapping results are greatly improved with
body part based method being used. It should be mentioned that if
the desired viewing direction makes the rendered image have self
occlusion between the limbs and the torso, the rendered image has
no obvious improvement compared to the result obtained without
using the body part based method.

4. CONCLUSION

We have presented a method which combines image-based visual
hull and human body part segmentation for overcoming the inabil-
ity of the visual hull method to reconstruct concave regions for
human postures. A contour-based human body part segmentation
method is introduced and used to segment the input images and
the previously rendered silhouette image into convex body parts.
The body parts in the desired view are generated separately from
the corresponding body parts in the input views and are assembled
together to give the final view. Experiments show that this method
can improve the reconstruction of concave regions for human pos-

tures and the texture mapping result.
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