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ABSTRACT

Mobile telephony brings clear economic and social benefits
to its users. As handsets have become more affordable, own-
ership has reached staggering numbers, even in the most re-
mote areas of the world. However, network coverage is often
lacking in low population densities and low income rural ar-
eas of the developing world, where big telecoms often defer
from deploying expensive infrastructure. To solve this cov-
erage gap, we propose VillageCell, a low-cost alternative to
high-end cell phone networks. VillageCell relies on software
defined radios and open-source solutions to provide free local
and cheap long-distance communication for remote regions.
Our architecture is simple and easy to deploy, yet robust
and requires no modification to GSM handsets. Through
measuring the call quality metrics and the system capacity
under a realistic rural-area network load, we show that Vil-
lageCell is indeed an attractive solution for rural area voice
connectivity.

Categories and Subject Descriptors

C.2 [Computer-communication networks]: Network ar-
chitecture and design; C.4 [Performance of systems]: De-
sign studies

General Terms

Design, Experimentation, Human Factors

Keywords

Mobile telephony, Rural area networks, Low-cost communi-
cation, OpenBTS, Cellular communication.

1. INTRODUCTION
Voice communication is extremely important in rural ar-

eas of the developing world. The lack of transportation
infrastructure, high illiteracy levels, and migrant labor are
some of the characteristics of rural areas that emphasize the
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need for real-time voice communication. In addition, even
more than in the developed world, voice communication in
the developing world is a strong enabler of political free-
dom [18], economic growth [3] and efficient health care [24].

The unique disposition of African villages, characterized
by low population density and low-income communities, along
with the specific cultural context represented by a mix of
languages and ethnicities, and the chiefdom-based political
structure, impact both the need for, and the adoption of
voice communication. To better understand the way ru-
ral Africans indigenize voice communication tools, we con-
ducted a survey of two villages in South Africa and Zambia.
The specific villages were chosen because they are connected
to the Internet through local wireless networks. We investi-
gated the usage of Voice-over-IP (VoIP) applications, such
as gTalk and Skype, in these villages. These applications
enable virtually cost-free PC-to-PC communication. Our
findings show that, despite having global connectivity, rural
dwellers prefer voice for local, intra-village, communication.
Unfortunately, while VoIP communication experiences few
problems in the developed world where high quality connec-
tivity is available, rural wireless networks cannot success-
fully carry VoIP calls, even within a single village, due to
technical obstacles that we describe in section 2.

Cellphones are another option for voice communication.
Cellphones are robust low power devices with a very simple
and intuitive user interface. This makes them highly suitable
for rural populations in the developing world where energy
and infrastructure shortages, as well as language and com-
puter illiteracy, are common problems. Indeed, cellphone
penetration has skyrocketed in the last decade. In particu-
lar, the last few years saw an unprecedented increase in the
number of mobile handsets shipped to the developing world.
The percentage of the population who owns a cellphone in
the developing world jumped from 23% to 68% in just the
last five years [2].

Large telecom operators, however, remain reluctant to de-
ploy cellular infrastructure in remote areas [8]. Rural areas
in both the developed and developing world typically have
either limited cellular connectivity or no connectivity at all.
Currently, deployment of cellular networks is complex and
requires installation of Base Transceiver Stations (BTS) and
supporting infrastructure. The installation cost is high, and
it remains difficult for operators to establish a profitable net-
work in areas with low income and population density. In ad-
dition, with seasonal revenues coming from subsistence agri-
culture, rural users often buy prepaid airtime non-uniformly
throughout the year, thus leaving telecoms without a con-



Figure 1: VillageCell network architecture.
OpenBTS provides local coverage, while Aster-
isk nodes support call management and routing.
The expected number of users, their spatial layout,
and the local network traffic load are taken into
account for OpenBTS and Asterisk interconnection
and placement.

stant funding source [12, 9]. Compared to VoIP, cellphone
calls can be prohibitively expensive.

In this paper, we propose a cost effective architecture,
dubbed VillageCell, for a GSM cellular network that op-
erates in conjunction with a local rural-area network that
serves as a backbone1. The solution uses a Software Defined
Radio (SDR) controlled by a software implementation of the
GSM protocol stack, called OpenBTS2. OpenBTS uses SDR
for transmitting and receiving in the GSM bands and serves
as a local cellphone base station. To extend coverage, mul-
tiple BTSs are connected through a local wireless network
and calls are managed and routed via Private Branch Ex-
change (PBX) servers implemented in Asterisk3. Figure 1
illustrates an example of the proposed VillageCell network
architecture where cellphones, OpenBTS and Asterisk en-
tities interconnect to offer widespread cellular connectivity.
We describe in detail the different types of calls illustrated
in the figure in section 5.

VillageCell integrates GSM with VoIP telephony in a cost
effective manner: OpenBTS provides core cellular services
for a fraction of the cost of a commercial base station, while
a local wireless network brings free VoIP-based communica-
tion to cellphone users. In this way, VillageCell delivers free
local cellphone communication; it supports short messag-
ing service (SMS), does not require any modification on the
end-user devices and works with existing SIM cards, all key
requirements for successful adoption in a developing region.

VillageCell is specifically tailored to the spatial layout of
villages in the developing world and the lifestyle of the lo-
cal population. These villages typically consist of clusters
of homes spread over a large area, and thus are served ef-

1Note: In this paper, we use the term “local network” to
mean the network within a rural village or community, con-
nected to the Internet through an Internet gateway (i.e. a
satellite link, a long distance WiFi link [21, 22], etc.)
2http://openbts.sourceforge.net
3http://www.asterisk.org

ficiently with multiple short-range low-power base stations.
Villages often feature a single community center where schools,
hospitals and markets are located. Consequently, predictable
daily migration patterns can be harnessed for deployment
planning or energy duty cycling.

While a single instance of OpenBTS has been proposed for
rural communications before [11], to the best of our knowl-
edge, VillageCell is the first system that provides coverage to
whole villages. From that aspect, we are faced with a num-
ber of challenges. Our first challenge is related to placement
and interconnection of multiple BTSs and PBX servers. Vil-
lageCell leverages any existing local wireless network. Thus,
the location of BTS and PBX within the network can impact
both legacy traffic as well as voice communication. The sec-
ond challenge stems from the relative infancy of OpenBTS.
The lack of comprehensive evaluation of OpenBTS perfor-
mance as the traffic load on the wireless network and the
number of users in the system change leaves us without any
information on the VillageCell call quality and the system
capacity. Finally, VoIP traffic is sensitive to packet delay and
delivery reliability. In our previous work, we observed high
variability of traffic load in a rural area network in Zam-
bia [13]. Whether VillageCell can perform successfully in
such a network is an important question we seek to answer.

To address the above challenges we construct a sample
instance of VillageCell and evaluate its performance. We
mix VillageCell traffic with a real-world wireless network
trace gathered in Macha, Zambia to account for realistic
conditions that inter-PBX communication faces in rural ar-
eas. The key results from our analysis, such as the call setup
time, packet loss, delivery delay and jitter, demonstrate that
VillageCell is indeed a viable and attractive solution for lo-
cal rural area communication. We experiment with different
BTS and PBX connection configurations and varying back-
ground traffic load. From the experimental results we derive
guidelines on how to plan a VillageCell deployment. Param-
eters such as the number of users and the expected backhaul
traffic load and its variation determine the optimality of BTS
and PBX placement and interconnection.Finally, we discuss
issues tightly connected with VillageCell implementation:
equipment power requirements and transmission licensing.

2. VOICE COMMUNICATION IN

EMERGING REGIONS
Voice-based applications have the potential to revolution-

ize developing regions. Well suited for areas with low lit-
eracy, voice delivers both global Internet content [15] and
region specific information [20] to remote communities. The
range of applications spans from micro-payment manage-
ment [16] to education [25] and health care [24]. Access to
information is crucial for economic growth of a region [3] as
well as for political freedom [18].

While the above benefits can be observed worldwide, the
way communication tools are used often varies among differ-
ent regions. Local ethnographies steer the appropriation of
technology according to indigenous customs [6, 12]. In our
work we concentrate on sub-Saharan Africa: a region where
the narrative culture emphasizes the need for voice commu-
nication, where the lack of infrastructure is pronounced and
where the dispersion of population across a large geographic
area makes the existing voice connectivity approaches chal-
lenging to implement.



Figure 2: Map of Southern Africa. Highlighted are
the locations of Macha and Dwesa. Both villages are
the“real rural Africa”. However, Macha is located in
one of the world’s poorest countries – Zambia, while
Dwesa, although itself very impoverished, is a part
of the richest country in Africa – South Africa. The
social environments of the two areas are therefore
very different, as are migration patterns, crime rates
and other factors.

2.1 VoIP in Macha and Dwesa
Macha, Zambia and Dwesa, South Africa are two villages

that represent the “real Africa” (figure 2). They are charac-
terized by subsistence agriculture, underdeveloped road and
power infrastructure and low population income. Yet, unlike
the majority of African villages, Macha and Dwesa host lo-
cal wireless networks that, through a satellite gateway, bring
Internet connectivity [17, 19]. To understand the way rural
Africans appropriate voice-over-IP (VoIP) communication,
we conducted interviews among the residents of Macha and
Dwesa in July/August 2010. We interviewed a total of 37
people, age 18 to 57, 15 of them female and 22 male. We
supplement the interviews with a two-week trace of all net-
work traffic from Macha, gathered by our team in February
2010 [14, 13].

VoIP is highly popular in both villages, and 73% of inter-
viewees use it through applications such as gTalk and Skype.
Analysis of the traffic trace fromMacha further supports this
claim, with VoIP potentially contributing up to 26% of the
traffic volume [13].

From the communication system design perspective, the
locality of interactions plays a significant role in determin-
ing the most appropriate solution for a specific region [26].
Therefore, we investigated the locality of online interaction
via various means of communication. With 80% of corre-
spondents using VoIP for intra-village interaction, VoIP is
the main tool for local communication. Email, on the other
hand, is used for local communication by 47% of the in-
terviewees. This is not surprising as synchronous commu-
nication provided by VoIP remains more suitable for cases
where personal contact might happen often, such as when
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Figure 3: TCP round trip time (RTT) in Macha,
Zambia over ten consecutive days. Average round-
trip time measured in one minute bins. RTT is often
on the order of tens of seconds, rendering voice com-
munication practically impossible.

both parties live in the same area. Our findings that voice
interaction is indeed highly popular in rural Africa and that
it is predominantly used for local conversation, encourage
further investigation of technologies that enable such com-
munication.

2.2 Technology for voice communication
Community networks in the developing world, including

those in Macha and Dwesa, often consist of a single satellite
Internet gateway and a wireless network that provide the
connectivity to a number of end-users. In such a setting,
the gateway is the bottleneck and limits the network perfor-
mance. Internet-based VoIP is ill-suited for this type of a
setup as voice applications such as gTalk and Skype estab-
lish a call between two nodes through a third-party Internet
server4. In practice, this means that all VoIP communica-
tion between two persons residing in the same village has to
go from the sender, over the highly congested satellite link,
to the outside server, and back to the village along the same
satellite link to the recipient. This makes meeting quality of
service constraints exceedingly difficult, if not impossible.

To quantify the impact of limited network resources on the
server-oriented VoIP communication, we measure the round
trip time (RTT) of a TCP packet from a machine in Macha,
Zambia to its Internet destination over the satellite link, and
back the same way. Figure 3 shows that the time is often
on the order of tens of seconds, rendering VoIP virtually
unusable. Indeed, the fact that Skype calls are frequently
dropped was the most common complaint we recorded in
our interviews.

The performance of VoIP can be enhanced through either
reorganization of the way VoIP traffic is handled, by keeping
the traffic within the village for example, or through signifi-
cant improvement of the outside Internet connection of rural
villages. Cellular telephony, on the other hand, is robust to
the above technical issues. In addition, cell phones are far
more prevalent than PCs and laptops5. Mobile telephony in
rural developing areas faces two major problems: the cover-
age is often not available in sparsely populated rural areas
due to high installation and operational cost, and low, sea-

4In the case of Skype, that server is called supernode, and
represents a Skype user with very good connectivity, thus
very likely outside of the rural area.
5In line with the global trends, we also find that 100% of
interviewees in Macha and Dwesa own a cell phone, even
though cellular coverage is sporadic.



Figure 4: VillageCell protocols. On the MAC/PHY
layer VillageCell relies on GSM and a local network
protocol (usually WiFi). SIP signaling is used to
establish a call, while the RTP protocol carries voice
data (VoIP).

sonal income makes the price of air time out of reach for
many of the residents.

3. VILLAGECELL
We harness the usability and prevalence of cellphones,

with the affordability of VoIP communication, and propose
VillageCell. VillageCell is designed with the following goals
in mind:

• develop a low-cost, easy to deploy system that can be
placed among groups of homes to provide localized cel-
lular coverage.

• provide free cellular calls within the local network while
facilitating standard telephony connections to callers out-
side of the local network via VoIP.

• architect the necessary system component layout so that
the call setup time and call quality are optimized.

In the following section we describe our system architec-
ture in detail.

3.1 Architecture overview
VillageCell utilizes free, open-source solutions and off-the-

shelf hardware to minimize the cost. Its architecture is mod-
ular and easily extensible – the VillageCell system can grow
organically with the need for coverage. The main compo-
nents of VillageCell are base stations and private branch
exchanges.

OpenBTS is a software implementation of the complete
cellular GSM protocol stack. It provides the network func-
tionalities of GSM registration, location updating and mobil-
ity management which are, in a commercial system, dis-
tributed over multiple components such as Base Switch-
ing Centers (BSC), Mobile Switching Centers (MSC), Home
Location Registers (HLR) and Visitor Location Registers
(VLR). OpenBTS essentially connects wireless signal pro-
cessing with the networking aspect of telephony.

OpenBTS uses SDR in order to interface with the wire-
less medium. SDR consists of a radio front end that trans-
mits/receives wireless signals at the desired frequency6 and

6GSM bands are located at 850MHz, 900MHz, 1800MHz or
1900MHz.

Figure 5: African village layout (Macha, Zambia).
Clusters of houses are dispersed over a wide area. In
Macha, the population density is 25 persons per km2.
Such a low population density, along with the low
income, discourages large telecoms from deploying
cellular networks in rural Africa.

a general purpose computer (PC) for signal samples process-
ing. The OpenBTS software resides on both the front end
and the PC.

One important functionality of OpenBTS is the intercon-
version of GSM and VoIP data. OpenBTS receives the
GSM signals, demodulates them and converts them to VoIP
packets that carry the call data (figure 4). A call is estab-
lished when the signaling between the two parties is com-
pleted. This signaling is carried out by the PBX, a telephone
switch system that relies on the Session Initiation Protocol
(SIP) [23].

We use Asterisk, an open-source PBX implementation.
The Asterisk PBX works on a client-server model where a
mobile phone in a VillageCell is presented to the Asterisk
server as a SIP client through the OpenBTS station, while
Asterisk acts as a SIP server. Asterisk performs call routing
and call monitoring for each of the connected SIP clients.
An Asterisk server also maintains a database of all mobiles
across the VillageCells, not only those that are directly as-
sociated with it. Finally, Asterisk allows connectivity to
the public switched telephone network, and thus, integra-
tion with the global telephone system.

The VillageCell communication range depends on the trans-
mission power, which is limited by the specific hardware used
and local regulations. In addition, villages differ in their lay-
out. Thus, a varying number and position of cell stations
is needed for different geographies. In figure 5 we show an
example of a typical sub-Saharan village layout from Macha,
Zambia. The houses are dispersed over a wide area in small
clusters with family members living in close proximity. We
envision approximately one VillageCell per cluster, depen-
dent on the distance between such clusters.

VillageCell components can be interconnected in multiple
configurations; one Asterisk server can be common to many
OpenBTS cells. Alternatively a single cell can also have a
dedicated Asterisk server. In addition, the backhaul wireless
network can carry varying quantities of non-VoIP traffic.
In Section 5 we experimentally investigate the impact of
the component layout on the call quality and the system
capacity.

Connection between VillageCell base stations and PBX
servers, as well as among the PBX servers themselves, can
be realized with any standard IP-based technology: WiFi,



Figure 6: Experimental VillageCell setup. Shown
is a configuration with two OpenBTS stations (each
is composed of a USRP2 and a PC) and two As-
terisk servers. The wireless routers ensure that the
BTSs are connected via non-interfering WiFi chan-
nels. The rest of the configuration is connected via
Ethernet.

WiMax, local Ethernet, 802.22. Local wireless (often WiFi-
based) networks have been deployed in many isolated com-
munities, such as Macha and Dwesa. If such a network ex-
ists, VillageCell can utilize it for call transfer. Within the
underlying network an OpenBTS or an Asterisk server ap-
pears as just another node in the network.

4. VILLAGECELL IMPLEMENTATION
We implement a prototype of VillageCell in a lab set-

ting using readily available hardware components. Univer-
sal Software Radio Peripheral 2 (USRP2)7 is a commercial
SDR platform that natively supports OpenBTS software.
We use a USRP2 with a general purpose PC for a Village-
Cell base station. The USRP2 platform hosts a powerful
processing circuit (FPGA) for high bandwidth communica-
tion and a transceiver capable of operating in GSM bands.
In our setup we use the 900MHz band, as there are no inter-
fering telecom carriers in that band. We do not amplify the
USRP2 signal output, thus restricting the cellular coverage
to a single indoor lab.

For PBX, we use commodity PCs running Linux and the
Asterisk software. Since Asterisk does not need a dedicated
PC, it could be installed on the same machine on which
OpenBTS is running. However, in order to isolate different
parts of the system, we install Asterisk servers as separate
entities. Connection among the components is established
through two Linksys WiFi routers as per figure 6. This
setup represents a scaled down version of VillageCell that
would be deployed in the real-world and helps us isolate the
impact of individual factors, such as network layout, wireless
interference, and background traffic, on the performance.

We test our VillageCell implementation with three phone
models: Nokia 3510 (from year 2002), Nokia 5300 Express
Music (2006), and HTC Dream Android phone (2009). We
also test the system with a range of SIM cards, with different
memory sizes and belonging to different operators from both
the developing and developed world, such as AT&T (USA),

7http://www.ettus.com

MTN (South Africa), Vodafone, Airtel and BSNL (India).
Since we found no difference in the performance as we change
the phone models and the SIM cards, we do not explicitly
note these characteristics when reporting the experimental
results.

5. EXPERIMENTAL EVALUATION
We envision the VillageCell system on top of an existing

rural area network. Thus, VillageCell voice traffic has to
contend with other traffic for network resources. In this
section we evaluate the capacity of the VillageCell system
and the call quality in a realistic rural area network setup.
Real-time voice communication has stringent packet delivery
and delay requirements. While our low-cost implementation
of a local cell phone architecture is not intended to compete
with expensive commercial telecom equipment, VillageCell
has to perform well enough so that quality local phone calls
can be established.

5.1 Call scenarios
Three different scenarios of a VillageCell phone call can

exist depending on the relationship between the call ori-
gin/destination and the architecture layout. We show these
scenarios in figure 1 and briefly describe them here:

• Intra VillageCell Call/Intra Asterisk Call (IntraBTS):
The source and destination mobiles are registered as SIP
clients under the same Asterisk server A1 and are both
connected to the same OpenBTS station BS1. When a
call request is made, BS1 determines the existence of the
destination mobile by querying the Asterisk server A1
through SIP Invite signaling [23]. If a match is found
then a communication channel is established between the
station BS1 and the server A1 as BS1 - A1 - BS1 and
the call is connected.

• Inter VillageCell/Intra Asterisk Call (InterBTS): Here
the source and destination mobiles are registered as SIP
clients under the same Asterisk server A1 but under
different OpenBTS stations. BS1 corresponding to the
caller mobile contacts its controlling Asterisk server A1
and verifies the existence of the called mobile in a dif-
ferent VillageCell (with station BS2) through SIP Invite
signaling. If a match is found then a communication
channel is established between the two stations as BS1 -
A1 - BS2 and the call is made.

• Inter VillageCell/Inter Asterisk Call (InterAST): In this
case, each of the two communicating mobiles is registered
as a SIP client with different Asterisk servers. OpenBTS
station BS1 corresponding to the caller mobile contacts
its controlling Asterisk server A1 and queries for the ex-
istence of the called mobile. The Asterisk server A1 in
turn contacts Asterisk server A2 for the destination mo-
bile’s verification using SIP Invite signaling. If a match
is found then a communication channel is established be-
tween the two stations as BS1 - A1 - A2 - BS3 and the
call is made.

Intuitively, the call scenario depends on the caller and
callee position in the area served by VillageCell. However,
with careful planning we can lay out the VillageCell compo-
nents so that desirable scenarios occur more frequently than
the others.
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5.2 VillageCell call quality
To quantify the performance of our proposed architecture,

we measure call setup time, maximum VoIP latency, delay
jitter and VoIP packet loss for voice calls. We evaluate these
parameters for each of the three call scenarios mentioned
above. In a production network, the underlying wireless
network will carry traffic in addition to VillageCell VoIP.
To test the system under varying background load, we run
a constant stream of UDP traffic with iperf 8 between the
PBX servers, as well as between the PBX servers and BTSs,
and vary the UDP traffic load between experiments. In each
of the experiment runs we conduct a three minute long call,
and for each of the data points, we average over five runs.

We measure the call setup delay as the time duration be-
tween the call initiation (SIP Invite signal) and call ringing
notification (SIP 180 Ringing signal), both on the calling
OpenBTS. In our experiments we observe call setup delay
in the range of 1.5-2.0 seconds, which is an acceptable value.
The default GSM voice encoding in our experiment is G.711
µ-law. This codec transmits packets every 20ms. At the
receiver, we measure the interarrival time between consec-
utive packets in a voice stream. In figure 7 we provide the
cumulative distribution of interarrival delay for the case of
InterAST scenario with 1Mbps of UDP background traffic.
As observed from the figure, 85% of the VoIP packets have
interarrival time of less than 25ms, with 95% having interar-
rival time of less than 40ms. The figure demonstrates that
the VillageCell system is able to process and forward the
packets while introducing little disturbance in the flow.

8http://iperf.sourceforge.net
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In figure 8 we show end-to-end VoIP packet loss in the
three scenarios. We push the UDP background traffic as
high as 15Mbps; beyond 15Mbps network saturation occurs.
The VoIP loss grows linearly with the background traffic and
reaches the maximum at 15Mbps, with 1.4% packet loss.
The loss tolerance of the G.711 codec is relatively high, and
as long as the packet loss stays below 10%, speech commu-
nication is possible. Our results show that packet loss does
not limit VillageCell usability in these tests.

VoIP packets are sent at uniform 20ms intervals; however
jitter in their inter-arrival time can impact call quality. We
measure the jitter in all three test cases and show the results
in figure 9. We observe that the jitter increases linearly with
the amount of background traffic. To cope with high jitter,
VoIP applications often implement receiver-side buffers that
store packets for some time (usually less than 100ms) and
then send them to the decoder in regular intervals. The
buffering, however, increases end-to-end call delay. In our
setup, the maximum jitter is always below 3ms, thus even a
short amount of buffering suffices.

Voice call quality is often expressed in mean opinion score
(MOS) and ranges from perfect (5) to impossible to com-
municate (1), where any score higher than 3 is considered
acceptable. E-model [1] converts packet loss and voice codec
information into MOS9. In figure 10, we show MOS values
for each scenario with increasing background traffic. In all
the cases call quality remains above 4, i.e. very good.

9We keep the default GSM codec G.711 µ-law.



IntraBTS InterBTS InterAST

Trace from Macha, Zambia 0.69% 0.82% 0.88%
iperf-generated TCP 1.00% 1.32% 1.81%

Table 1: Packet loss in a VillageCell system with
varying background traffic types.
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5.3 Realistic load experiments
Next we investigate VillageCell performance when the voice

traffic is mixed with a traffic trace gathered from a wireless
network in Macha, Zambia. This trace contains a mix of
Internet protocols as the network is used for web brows-
ing, email and non-VillageCell VoIP services, among other
purposes. The full analysis of the trace content is available
in [14]. In our testbed we replay a randomly selected, ten
minute snippet of traffic from Macha. Similar to the UDP
background traffic, we measure the packet loss that a sin-
gle call experiences in each of the three configurations. For
comparison, we run a separate set of experiments with iperf-
generated TCP traffic as the background traffic and compare
the results.

Table 1 summarizes the packet loss results from the ex-
periment with the three VillageCell scenarios and two dif-
ferent background traffic types. The results are consistent
with the earlier case of UDP background traffic. The packet
loss remains below 2%, and higher loss is experienced in
the InterBTS and InterAST scenarios than in the IntraBTS
scenario. This is consistent with the behavior observed un-
der high UDP background traffic. Interestingly, iperf-TCP
background traffic results in more losses than the real-world
traffic from Zambia. The reason stems from the fact that
iperf boosts the TCP throughput up to the limit imposed by
the network conditions, which in the best case allow up to
54Mbps. The traffic in Zambia, on the other hand, is more
strictly limited by the satellite gateway capacity, which is
only 1Mbps at maximum.

5.4 VillageCell system capacity
We evaluate the capacity of VillageCell when it comes to

multiple simultaneous calls. In our VillageCell prototype
we establish a call and incrementally add more calls, up to
a maximum of six calls. Once all the calls have begun, we
measure the packet loss rate in each call and calculate the
average value. All calls are composed of one physical phone
as a receiver and one soft-phone as a caller, due to the num-
ber of devices we have at our disposal.
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In figure 11 we present the loss error rate for two types
of configurations10 as the number of simultaneous calls in-
creases. We show the results with both no background UDP
traffic and with 1Mbps constant UDP traffic. In all four
cases call quality experiences only a minor change in packet
error rate (less than 0.3% increase) as we activate all six
calls. While it is promising that we observe very little im-
pact of the number of simultaneous calls on the call quality,
in the future we plan to obtain more handsets and identify
the true capacity limit of VillageCell.

5.5 Impact of VillageCell layout
The experimental results from the previous sections demon-

strate that VillageCell provides high quality voice commu-
nication under various network conditions. In addition, to
the extent that we could test it, the VillageCell system scales
well with the number of concurrent calls in the system. How-
ever, differences in the call quality can be noted among the
three VillageCell scenarios: InterBTS, IntraBTS, and In-
terAST setup. We analyze the three configurations with re-
spect to the packet loss rate, delivery jitter and the number
of supported calls.

First, we concentrate on packet loss rate with varying lev-
els of background UDP traffic. In figure 8 we observed that
the IntraBTS configuration results in lower average packet
loss rate for all but low network loads. We enlarge the left-
most part of the graph in figure 12. We observe that at less
than 2-3Mbps of background traffic, both alternatives (In-
terBTS and InterAST) perform better than IntraBTS. The
explanation stems from the distribution of losses. In the In-
traBTS case, since both parties are associated with the same
BTS, the same call traverses a single wireless link twice,
from the BTS to the Asterisk server and back to the same
BTS. Thus, the flow self-interference results in some dropped
packets. This does not happen in the other two cases, In-
terBTS and InterAST, as the flow never traverses the same
link twice, nor two links in the same interference domain;
the resulting loss is lower than in the IntraBTS case. When
the background traffic is increased, however, the impact of
uncorrelated losses on the two WiFi links (from BS1 to A1
and A1 to BS2) in the InterBTS and InterAST configuration
is more pronounced than the effect of self-interference in the
IntraBTS case, thus the loss is higher. Consequently, the
background traffic trace from Macha, Zambia or the TCP

10Since we are using one soft-phone, which runs on Asterisk,
there is no difference between the IntraBTS and InterBTS
cases.



Low background traffic High background traffic

Packet loss InterBTS/InterAST IntraBTS
Delay jitter IntraBTS IntraBTS

System scaling InterBTS/InterAST InterBTS/InterAST11

Table 2: Summary of VillageCell layout on the call
performance. We show the optimal layout for each
of the scenarios.

streaming (which is higher than 1Mbps), is less detrimental
in the IntraBTS case, as was shown in table 1.

The packet delivery jitter (figure 9) is slightly lower in the
IntraBTS case than in the other two cases. The difference
is minor and can be explained with more links and PCs
that have to be traversed in order to establish a call in the
InterBTS and InterAST scenarios.

Finally, as shown in figure 11, higher number of simulta-
neous calls negatively impacts the call performance irrespec-
tive of the configuration, yet the performance of IntraBTS is
worse than the performance of InterBTS/AST, regardless of
the number of calls. In summary, irrespective of the num-
ber of simultaneous calls, IntraBTS calls experience more
packet loss than InterBTS/AST calls as long as the back-
ground traffic remains low. We recap the findings from this
section in table 2.

6. DEPLOYMENT PLANNING
Our goal in designing the VillageCell architecture is for it

to be flexible and adaptable to user needs. However, another
set of restrictions comes from the topology of the existing
community network (if any), energy resource availability,
and regulatory issues. Here we discuss VillageCell planning
from all of the above aspects.

6.1 Component layout
VillageCell can be built on top of an existing commu-

nity wireless network. Because VillageCell performs differ-
ently in different configurations (IntraBTS, InterBTS and
InterAST), and with varying levels of background traffic (ta-
ble 2) we devise guidelines for VillageCell planning:

• IntraBTS performs worse than InterBTS/AST when the
background traffic is low. As a consequence, where lo-
cal interaction is high, and the edge of the local network
is near (where the WiFi backbone ends), rather than
trying to cover a large area with one powerful BTS (In-
traBTS), it is more attractive to have a few BTSs and
split the load between them, as in the InterBTS architec-
ture. Consequently, the losses will be lower, as we expect
low background traffic, since there will be no aggregated
traffic from nodes whose path to the gateway traverses
VillageCell links.

• IntraBTS is not as sensitive to background traffic (fig-
ure 8). Thus, OpenBTS-Asterisk communication can use
a congested backbone link as long as the communication
remains local (IntraBTS). If we consider a community
where we expect a very high level of locality of interac-
tion, we can connect the BTS and the PBX server di-
rectly to the backbone, without the need to have a sep-
arate wireless link dedicated to that connection. This
reduces the planning effort and the cost of deployment.

11For system scaling experiments we gathered results with
up to 1Mbps background traffic.

• InterBTS and InterAST are sensitive to high background
traffic. If we have two locations where we expect a lot
of mutual interaction, we should connect their BTSs to
a PBX(s) with dedicated WiFi links. While this may in-
crease the cost of deployment, it assures reliable delivery
of both VoIP and existing network traffic.

• Because calls are routed through the Asterisk servers,
we should keep the Asterisk servers local to the BTSs in
the areas of high level of local interaction to avoid packet
losses that occur in BTS - Asterisk dedicated WiFi links.

6.2 Outside connectivity
VillageCell is optimized for free local communication, though

it can also connect local users to the outside world using
a commercial VoIP Network. In our system, Asterisk ma-
chines on the edge of the local network can be connected
to the outside world over the Internet via VoIP. The traffic
going to a VoIP network is billed according to the VoIP op-
erator’s usage terms. Non-local call routing is performed as
follows. When an Asterisk server at the edge of the network
receives a call request to a user not present in the local net-
work, the call request is forwarded to the database of the
VoIP provider to locate the user. If the user is found in the
database, the subsequent call traffic is routed via a satel-
lite gateway over the Internet. On the other hand, when an
outside user calls a user who is located within the Village-
Cell system, the edge Asterisk server translates between a
globally accessible VoIP ID and a local VillageCell phone
number. In this paper, we focus on VillageCell’s operation
within the local network, but we note that communication
outside the network is also feasible and we plan to implement
it as a part of our future work.

6.3 Energy issues
VillageCell components, such as OpenBTS stations and

Asterisk servers, can be built out of commodity PCs or lap-
tops. These devices consume on the order of hundreds of
Watts or less. The radio front end, provided by USRP2, con-
sumes only up to 13 Watts. While this implies that Village-
Cell needs more than an order of magnitude less power than
a commercial cellphone station, unreliability of the electri-
cal grid in rural areas still presents a major problem. In [11]
Heimerl and Brewer propose powering OpenBTS base sta-
tions with wind and solar energy. This attractive alterna-
tive, however, comes with an added cost of energy harvesting
equipment, which could surpass the cost of communication
equipment [4]. Further investigation is needed to identify
the optimal energy availability – equipment cost balance,
and tackle problems of possible power shortages due to un-
favorable weather conditions.

6.4 Licensing issues
Worldwide, operation on GSM frequencies requires a li-

cense. Usually, a license is granted on a national or a re-
gional level to a large telecom. However, this does not nec-
essarily prevent smaller players from deploying OpenBTS-
based systems. In the United States, FCC grants experimen-
tal licenses for GSM bands as long as the irradiated power
is less than 8W. Analysis of WiFi frequency bands showed
that non-restrictive licensing contributes to increased Inter-
net connectivity [5]. The final decision, however, is on the
regulatory bodies and their assessment of local cellular cov-
erage benefits.



7. CONCLUSION
In this paper we presented VillageCell, a low-cost localized

cell phone system for rural areas. We implemented Village-
Cell in a lab setting and evaluated it in realistic rural-area
network scenarios. Through the experiments we identified
technical issues that are crucial to core functionality of the
VillageCell architecture: establishing local intra- and inter-
VillageCell calls. We show that call quality in our system
is often very good with little packet loss, fast setup time
and low delay jitter. From the variations in performance
that we observed as we modified the network layout, we de-
rived guidelines for efficient VillageCell integration into an
existing rural-area wireless network.

VillageCells solves an important problem of providing lo-
calized voice connectivity. In addition, through VillageCell
SMS capability, or data-over-voice solutions such as [7], our
system also enables free local data service. In the future, we
plan to develop applications specifically suited for Village-
Cell’s unique affordances. Moreover, many existing applica-
tions for developing regions that experience implementation
problems as local population, discouraged by the cost of cell-
phone communication, remains reluctant to use them, can
benefit from VillageCell [20, 10].

Finally, the existence of a community WiFi network and
our familiarity with the Internet usage and needs of local
population present a solid foundation for our planned work
on deploying a full-scale VillageCell deployment in Macha,
Zambia.
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