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Abstract 

An Asynchronous Transfer Mode (ATM) net- 
work provides a connection-oriented service by es- 
tablishing a virtual channel (VC) between a source 
and destination node. Virtual paths (VPs) facilitate 
virtual channel allocation by  partitioning network 
resources along pre-calculated routes. This paper 
proposes a pamework for the allocation of VCs and 
VPs in an ATM network. Our approach is based 
on approximating the required reiources of calls and 
then formulating a multirate loss network model for 
an ATM network. We propose a decentralized algo- 
rithm for adaptively adjusting offered loads to net- 
work routes and VP bandwidth assignments. 

ATLI network. In order to provide multiple grades- 
of-service, we propose a class-based approach to re- 
source allocation and a method for approximating 
the iresource requirement of a call. At the con- 
nection level, we ,formulate the ATM network as a 
multirate loss network and apply a generalization 
of the decentralieed, adaptive routing algorithm for 
circuit-switched networks introduced by Kelly [5]. 
Together with a scheme for adjusting VP band- 
width, our approiLch allows fast connection set-up 
and yet aims to achieve low call blocking probabil- 
ity. 

2 Resource Allocation 

2.1 Call Adnnission Control 
1 Introduction 

Asynchronous Transfer Mode (ATM) is a trans- 
port mechanism for broadband networks based on 
fast , asynchronous transmission and switching of 
fixed-sized information units called cells. ATM is 
designed to provide connection-oriented service sim- 
ilar to that found in circuit-switched networks. Two 
important diflerences are: 1) the asynchronous cell- 
based protocol of ATM can more flexibly support a 
wide range of possible bandwidth rates; 2) higher 
utilization in the ATM network can be achieved 
through statistical multiplexing a t  the expense of 
possible service degradation in the form of cell loss 
and/or cell delay. If the service degradation due 
to statistical multiplexing can be controlled, these 
differences suggest that an ATM network could 
achieve significantly lower call blocking probabil- 
ities than a comparable circuit-switched network 
with the same offered traffic. 

In this paper, we propose a framework for net- 
work resource allocation based on the concepts of 
virtual channel (VC) and virtual path (VP) in an 
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The basic paradigm for call admission control 
(CAC) in an ATM network involves the negotia- 
tion (of a service contract between the user and the 
network. The user specifies: 1) the source and desti- 
nation nodes; 2) a quality-of-service (QoS) require- 
ment, e.g., in terms of maximumxell loss ratio and 
cell delay; 3) the parameters of an open-loop flow 
control which the network will impose on the source. 
The open-loop flow control is known as usage pa- 
rameter control (UPC). The network then attempts 
to find a physical route from the source to the desti- 
nation along which a virtual channel (VC) connec- 
tion can be set up. The network must ensure that 
sufficient bandwidth and buffer resources are avail- 
able dong the chosen route in order to support the 
requested QoS. In case the network is unable to find 
a suitable route, the call is rejected. Otherwise, the 
VC is set up along the route and the appropriate 
resources along the route are allocated to it. 

2.2 Virtual Paths 

A virtual path (VP) consists of a network route 
together with an associated bandwidth (cf. [g ] ) .  A 
collection of virtua.1 paths induces a virtual path net- 
work (VPN) which. is embedded in the physical net- 
work.. In a VPN, mch virtual path serves as a vir- 
tual Link between the pair of end-nodes which it 
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connects. A virtual channel connection within a 
VPN is set up on a virtual route consisting of a set 
of virtual paths. The potential advantages of the 
virtual path concept include: 1) simpler VC con- 
nection setup; 2) smaller routing tables in network 
nodes; and 3) simpler resource management. 

2.3 Multiple QoS Classes 

For real-time connections, the current ITU-T 
(International Teletraffic Union) Recommendation 
1.371 [3] spqcifies allocation based only on the peak 
rate of the cell stream. Since no statistical multi- 
plexing is done, essentially a single QoS (in terms 
of cell loss ratio) is provided to all admitted calls. 
The UPC mechanism may be implemented, for ex- 
ample, by a leaky bucket (cf. [l]) where the maxi- 
mum allowable burst size is one and the leak rate 
set equal to the peak rate. Each call is associated 
with a bandwidth requirement (i.e., its peak rate). 
In principle, resource allocation reduces to finding 
a network route such that the available bandwidth 
on each link exceeds the bandwidth requirement of 
the new call. 

When statistical multiplexing is done, a more so- 
phisticated UPC mechanism is necessary. The ATM 
Forum [l] has proposed a UPC mechanism using 
two leaky buckets: one to enforce the peak rate and 
the other to enforce the so-called sustainable rate 
and sustainable burst size. We shall assume a three- 
parameter UPC descriptor denoted by (Ap, A,, B,), 
where A, is the peak rate and (A,, B,) are the leak 
rate and bucket size, respectively, of the sustain- 
able rate leaky bucket. Here, A, < Ap and peak 
rate control corresponds to the setting A, = A,. 

The problem of selecting an appropriate set of 
UPC parameter values for a given source is dis- 
cussed in [7]. In that paper, an approximate cost 
func t ion  is proposed which maps a set of three UPC 
parameter values to a single number representing 
the bandwidth requirement. The cost function is 
based on an approximation for the effective band- 
width of a source model derived from the UPC pa- 
rameters [7]. The cost function has the form: 

where K is a parameter which depends on the 
burstiness of the source model and the multiplexer 
model (buffer sire and desired cell loss probability). 
Depending on the actual CAC algorithm that is em- 
ployed, a different mapping of the UPC parameters 
to a single bandwidth requirement c might be used. 

In order to provide multiple QoS we propose to 
introduce a class structure for calls. Class i is as- 
sociated with: 1) a virtual path network, VPNi; 2) 
a cell loss probability p i ;  3) a maximum cell delay 

4; and 4) a burstiness parameter ki .  The.network 
must allocate sufficient resources for calls assigned 
to class i to support the QoS parameters (pi ,  4)  on 
each hop along a route in VPNi. We propose that 
this could be done by means of a cost function c; 
corresponding to VPNi. For example, for class i 
one could define 

where Ki is a function of (pi ,  di, ki). The associ- 
ated mechanisms required to implement such a class 
structure are beyond the scope of this paper. 

3 Loss Network Formulation 

3.1 Formulation 

We now consider VC allocation on a single VPN 
supporting one traffic class. Since calls may sub- 
scribe to bandwidth from a continuous range of val- 
ues, the general model is intractable. A natural ap- 
proach is to quantize the set of possible bandwidth 
requests to a finite number of values selected based 
on call arrival statistics. An arriving call would 
then be assigned the smallest bandwidth value at  
least as large as its requested bandwidth. With ju- 
diciously chosen bandwidth levels, the bandwidth 
wastage can be kept small even with relatively few 
levels (cf. [SI). Henceforth, we assume that we are 
given a finite set, t?, of bandwidth values which can 
be requested by arriving calls. 

We formulate the VPN as a loss network as fol- 
lows, Let C be the set of (virtual) links. The 
bandwidth resources of the VPN are specified by 
a vector' C = (Cl : I E C)', where Ci is the capac- 
ity of link 2 .  Define the set, R, of routes. Route 
T E R is associated with a bandwidth requirement 
b, E U and a path P, 2 C in the VPN. In ad- 
dition, let Ri C_ R denote the set of routes which 
pass through link 1. A VC on route T is established 
by allocating bandwidth b, along a path P,. We 
assume that call arrivals for route T form a Poisson 
process with rate A,. The holding times for calls for 
route r are independent and identically distributed 
with mean p;'. The offered load to route T is then 
given by U, = A,/p,. 

A loss network can be specified by a link-route 
bandwidth requirement matrix A = [AI,] .  In our 
formulation, 

if 1 E P, 
A r  = { :' otherwise 

lVectors are  defined as row vectors and ' denotes matrix 
transpose 
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Let n, denote the number of route r calls carried 
by the VPN and define n = (n,. : r E 2)'. A new 
call for route r is accepted if and only if 

A(" + e,) I C, (2) 

where e, denotes the unit vector with one in the 
r th  entry. 

The state vector n has the following product- 
form stationary distribution (cf. [6]): 

where 

S(C)  = (n E Z&, : An 5 C} (4) 

and 

(5) 

The blocking probability for route r calls is given 
by 

where A, denotes the Tth column of A. 

3.2 Redluced Load Approximation 

For large networks, the normalization constant 
G(C) is difficult to compute exactly. A general 
method for approximating L, is via the reduced load 
approzimation (RLA) (cf. [2]). Consider the stream 
of call arrivals to a route r which passes through link 
1 E L. Let Bi, denote the probability of blocking 
for route r calls on link I ,  with T E RI.  Intuitively, 
the stream of arrivals to route r is thinned by a fac- 
tor of 1 - U,, on each link j E P,\{l]. The reduced 
load of route r traffic passing through link 1 is given 
by : 

(7) 

Let pi = (pl, : r E R). 
Assuming that the thinning effect is independent 

from link to link over all routes passing through link 
I ,  the blocking probabilities Bl, are given in terms 
of the reduced loads as 

where 

(9) 

is a, generalized Erlang loss formula for multiclass 
traffic on a link of capacity C (cf. [SI). Here, G(C) 
denotes the nornialization constant for a single-link 
with imulticlass offered traffic specified by the vec- 
tor v. The blocking probability for route r calls is 
thein approximated by 

l€P7 

The generalized :Erlang loss formula (9) can be com- 
puted efficiently using a simple one-dimensional re- 
curision for small to moderate values of C [4] or 
via asymptotic approximations for large values of 
C (cf. [SI). Equations (7) and (8) together deter- 
mine a fixed point. Although the fixed point is not 
unique in general (see [2] for an example), a proce- 
dure of repeated substitution using Equations (7) 
and (8) from a n  arbitrary starting point will typ- 
ically converge to a solution in a small number of 
iterations. 

4 VC Routing 

I[n [5], Kelly introduces an algorithm for adjust- 
ing traffic flows among routes in a circuit-switched 
network. The algorithm is based on a performance 
function 

where w, is the revenue gained by accepting a call 
on route r and iLr = v,(l - L,)  is the carried traf- 
f i c  load on route r .  Based on the RLA, expressions 
for computing the derivative of W with respect to 
the route offered loads can be obtained. The lo- 
cal character of the expressions allows the compu- 
tations to be done in a decentralized manner. The 
route offered loa,ds v, are then adjusted adaptively 
in itccordance with the values of the derivatives. 

'We propose a multirate generalization of this al- 
gorithm for allocating VCs to routes in a VPN. In 
the multirate setting one can parallel Kelly's argu- 
ment to obtain (cf. [2]): 

where drr is called the implied cost. The implied 
cost $1, can be interpreted as the expected cost of 
lost revenue on link 1 incurred by accepting a route 
r c,all for unit time. The implied costs are solutions 
to the equations 
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where 

tlzqr = &(Cz - br;PZ) - Eq(Cr;Pr)  (14) 

is the change in blocking probability of route q calls 
on link 1 which results from accepting a route T call 
on link 1. The implied cost equations (13) can be 
justified heuristically based on the interpretation for 
implied costs described above. 

A key feature of the implied cost equations is 
their local character. The implied cost dz, depends 
only on quantities associated with route T and links 
j E P,. The implied costs can be computed via (13) 
in several ways. Let us suppose that for each link I 
there is available an estimate, xq(n) ,  of the oflered 
load of route q traffic for all q E 721 over the time 
interval ((n - 1)7, n ~ ) ,  where T is a pre-defined ob- 
servation interval. Smoothed estimates izq (n) can 
be computed with a simple moving-average itera- 
tion (cf. [5]): 

izq(n+ 1) = (1 -(.)?zq(n) + aKq(n), (15) 

where a E (0 , l )  should be chosen to reflect the 
desired balance between accuracy and speed of re- 
sponse. Using Eq. ( 14), an estimate, erqr (n), for viqr 
can be computed. Estimates, &, (n), for the implied 
costs can then be computed via a moving-average 
iteration as follows: 

where P E (0,l) .  r )  

An estimate, L,(n), of the blocking probability 
for route T can be computed using a similar moving- 
average iteration. Then an estimate, W,,(n), of 
the derivative, W,, , of the performance function W 
with respect to the offered load v, can be computed 
using (12): 

The derivative W,, can be interpreted as the net 
expected revenue generated by a call offered to 
route r .  If W,, is negative, then route r should not 
be used. A VC between a given source-destination 
node pair may be set up on several alternative 
routes. The offered traffic for the source-destination 
pair should be distributed among these routes to re- 
flect the values of the derivatives W,-. Adjustments 
to the offered loads vr should be made gradually to 
avoid oscillations in the derivative estimates. 

Note that the required computations and flow 
adjustments in this scheme can be done in a de- 
centralized manner by intelligences associated with 

each link and route. In computing Wvr, commu- 
nication is required only between the intelligences 
for route T and those for links 1 E P,. Another fea- 
ture of this approach to VC routing is that blocking 
probabilities can be altered by adjusting the val- 
ues w,. For example, to improve the performance 
for certain routes which are suffering a high loss 
probability, the values wr for these routes can be 
increased. The system will then automatically ad- 
just to reflect the new revenue structure. In this 
way, unfair blocking of calls with high bandwidth 
requirements can be alleviated. 

5 VP Bandwidth Control 

In the class-based paradigm described earlier, the 
ATM network consists of a collection of embedded 
VPNs, one corresponding to each class. A given 
physical link might be shared by several VPs, pos- 
sibly belonging to different classes. A key feature of 
a VP is that its bandwidth may be increased (sub- 
ject to bandwidth availability on physical links) or 
decreased, whereas the capacity of a physical link is 
fmed. 

The issue of controlling the bandwidth assigned 
to a VP is considered in [9]. The basic control mech- 
anism employed in that paper is as follows: 

When a call arrives to a given VP and there is 
insufficient bandwidth to support the new call, 
a request is made to increase the bandwidth by 
a specified step S. 

If there is sufficient bandwidth on the physical 
links to allow the increase, the bandwidth of 
the VP is increased by S and a VC is set up 
for the call. Otherwise the call is rejected and 
the current VP bandwidth is maintained. 

The bandwidth of the VP is decreased by S, if 
possible, according to the current utilization of 
the VP. 

The choice of the parameter S involves a trade-off 
between two performance measures for a given VP 
introduced in [9]: the transmission eficiency, which 
is proportional to the carried load and the normal- 
ized processing load, which is the probability that 
a bandwidth increase will be requested by a call 
under the above control scheme. Each request for 
a bandwidth increase incurs a processing load on 
the system. In general, larger 5 results in smaller 
normalized processing load, but also smaller trans- 
mission efficiency. 

We propose an alternative approach to selecting 
the appropriate bandwidth increments and decre- 
ments based on the network performance function 
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W. By paralleling the arguments in [5], it can be 
shown that under the RLA, 

W(p; C) - W(p; C - b,el)  = dl,. (18) 

Thus, dl,. represents the expected revenue lost by 
removing bandwidth b, from link I for one unit of 
time. Note that in our formulation, a VC route may 
consist of more than one VP. Hence, in step 2 of 
the above control mechanism, a bandwidth increase 
must be approved on all VPs along the route before 
the VC can be set up. 

Let us introduce predefined thresholds T+ and 
T- on the implied costs. Bandwidth increment and 
decrement (decisions are defined as follows: 

Increment: If a route r call arrives to VPz and 
the available bandwidth is less than b, , make 
a request for a bandwidth increase of size b, if 
and on.ly if dl, > T+. 

Decrement: Let VPbw be the current VPz 
bandwidth and let BW be the current band- 
width allocated to VCs sharing the VP. Let 

b, = ITlaX(b7 : b, < VPbw - SW, dl, < T-}  
T ’ E R I  

If such a b, exists, decrement VPbw by b,. 

Thus, a bandwidth increase to accommodate a 
route T call is approved if the corresponding im- 
plied cost exceeds the threshold T+. The VP band- 
width is decreased (if possible) at a decision epoch 
by an amount b, equal to the largest bandwidth re- 
quest value on link I with implied cost less than the 
threshold T- . 

The above decision rule serves as one an example 
of a VP bandwidth control based on implied costs; 
other rules are also possible. In combination with 
the VC routing algorithm discussed in the previ- 
ous section, the VP bandwidth control provides an 
efficient means of allocating network resources to 
VCs in a VPN. Such a scheme involves relatively 
overhead for connection set-up and is based on the 
optimization of a global network performance func- 
tion. 

6 Conclusion 

We have proposed a paradigm for supporting 
multiple grades-of-service in an ATM network by 
means of a class structure for VPs. With the class 
structure, the call blocking performance at the con- 
nection level can be considered for each embedded 
VPN separately. By quantizing bandwidth requests 
to a finite set of values, the VPN can be formu- 

decentralized routing scheme which generalizes an 
lated as a multirate loss network. We proposed a 

algorithm developed by Kelly for single-rate circuit- 
switched networks. The algorithm is based on the 
definition of a performance function with rewards 
assigned to carried calls associated with a given 
route. The derivatives of the performance function 
can be estimated in a decentralized fashion and used 
to #adaptively adjust the offered loads for the net- 
work routes. Finally, we proposed a method for 
controlling VP bandwidth using the implied costs. 

This paper has only touched on a number of is- 
sues that require further investigation. The class 
paradigm proposed here assumes a set of underlying 
cell-level resource allocation and switching mecha- 
nisms. The feasibility of additional switch function- 
ality and control algorithms which may be required 
must be studied further. The approach to VC and 
VP allocation described here provides a basis for 
the consideratioii of more sophisticated algorithms. 
For example, alternative routing with trunk reserva- 
tion might be employed at the expense of additional 
connection set-up overhead. 
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