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Virtual Time Reference System: A Unifying
Scheduling Framework for Scalable Support of
Guaranteed Services
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Abstract—We propose and develop a novelirtual time reference  and bandwidth guarantees are provided for usersmer-dlow
systemas a unifying scheduling framework to provide scalable pasis. To support the IETF IntServ architecture, a signaling pro-
support for guaranteed services. This virtual time reference tocol, RSVP, for setting up end-to-end QoS reservation along a

system is designed as a conceptual framework upon which guar- , .
anteed services can be implemented in a scalable manner using/OW'S Path has also been proposed and standardized [4], [21].

the DiffServ paradigm. The key construct in the proposed virtual Performing per-flow management inside the network,
time reference system is the notion (_)packet virtual time stamps, however, raises the important issuesaflability. Due to the
whose dc?mPUta“O” iscore sltatﬁl_ess;.e., no Fief-ﬂr?w states_ are complexity of per-flow operations both in the data plane and
required for its computation. In this paper, we lay the theoretica ;

foundation for the definition and construction of packet virtual Q.OS Control plane, the IntServ architectunay notscgle yveII
time stamps. We describe how per-hop behavior of a core router With the size of the Internet and the number of applications. As
(or rather its scheduling mechanism) can be characterized via an alternative to per-flow based QoS provisioning, in recent
packet virtual time stamps, and based on this characterization, years a different paradigm—the Differentiated Services or
establish end-to-end per-flow delay bounds. Consequently, we piffServ—has been proposed and defined by the IETF [1],

demonstrate that, in terms of its ability to support guaranteed . e
services, the proposed virtual time reference system has the same[z]' By processing packets based on a number of prespecified

expressive power and generality as the IntServ model. Further- Per-hop behaviorPHBs) encoded by bit patterns carried
more, we show that the notion of packet virtual time stamps inside a packet header, the DiffServ paradigm greatly simpli-
leads to the design ofnew core stateless scheduling algorithms, fies the data plane of the network core of a domain, thereby
espema:Iydworrlf—conservflng ones. In id%'t'lc?”v OUlr fra_rr;]ework dﬁes making it more scalable. (We will refer to these bit patterns,
not exclude the use o eX|st|ng scheauling agorlt ms such as A
statefulfair queuing algorithms to support guaranteed services. or the PHBs they embody, as.tip}acket statg. End-io e;nd,
index T c | dif ated ) d user-to-useQoS support is provided through intradomain QoS
ndex Terms—Core stateless, differentiated services, guaranteed ., iioning and interdomain service agreement. Tioestrol
services, QoS, scheduling. ; .
planefunctions can be performed, for example, by employing
a bandwidth brokerarchitecture [10]. On the other hand, the
I. INTRODUCTION DiffServ architecture, as it is currently defined, aims to provide

HE PROBLEM of quality of service (QoS) provisioningonly coarse-grainQoS support to users. It remains to be seen
T in packet-switched networks has been the focus of ngyhether such a service model would be sufficient to meet
working and telecommunication research communities for tHa€ Potentially diverse user QoS requirements in the future.
last decade or so. Many new packet scheduling algorithms (sgHrthermore, many issues regarding the design of bandwidth
e.g., [7], [11], [16], [19], [20] and references therein), such Jyokers such as admission cont.rol and Q.oS provisioning still
virtual clock (VC) and weighted fair queuing (WFQ), have beefi€d to be addresseubth theoretically and in practice.
proposed for the support GfoS guaranteeor example, ithas  Recently in an exciting and important piece of work [18],
been shown [8], [12] that in a network where WFQ schedulefoica and Zhang, using the DiffServ paradigm and the novel
(or VC schedulers) are employed at every router, end-to-efi@tion ofdynamic packet statdeveloped several techniques to
delay and bandwidth guarantees can be supported for each §s@pPort end-to-ender-flow delay guaranteesithout per-flow
traffic flow. Using these results as a reference model, the IEFR0S managemerin the data plane, they designed a new (non-
has defined guaranteed servicf4] under its Integrated Ser- Work-conserving) scheduling algorithm, call€dre Jitter Vir-
vices or IntServ architecture [3], [6], where end-to-end deldy@lClockor CIVC, to provide end-to-end per-flow delay guar-
anteesvithout per-flow scheduling states at core routéf&uch
. . . . , scheduling algorithms are referred to@se statelessn con-
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Inspired by the seminal work of Stoica and Zhang, in thiare relieved of QoS control functions such as admission control,
paper we propose and develop a novietual time reference making them potentially more efficient. Furthermore, a QoS
systemas aunifying scheduling framework to provide scalablecontrol plane which is decoupled from the data plane allows
support for guaranteed services. In the same way that the WaQ ISP to deploy sophisticated provisioning and admission
reference system relates to the IntServ architecture, the pcontrol algorithms to optimize network utilization without
posed virtual time reference system is designedamaeptual incurring software/hardware upgrades at core routers. In this
framework upon which guaranteed services can be implemenpager, however, we will primarily focus on the theoretical
in a scalable manner using the DiffServ paradigm. More specifrderpinning of the proposed virtual time reference system.
ically, this virtual time reference system provides a unifyintssues related to the control plane management, e.g., bandwidth
framework to characterize, in terms of their abilities to provideroker design, will be addressed in the future work (see, e.g.,
delay guarantees, both ther-hop behaviorsf core routers and the initial work reported in [23]).
the end-to-end propertiesf their concatenation. The key con- The remainder of this paper is organized as follows. In the
struct in the proposed virtual time reference system is the noext section we will briefly outline the basic architecture of
tion of packet virtual time stampsyhich, as part of the packetthe virtual time reference system. In Section Il we define a
state, are referenced and updated as packets traverse eachvixtual time reference system in the context of an ideal per-flow
router. A crucial property of packet virtual time stamps is thaystem. This virtual time reference system is extended in
they can be computed using solely the packet state carriedSsction 1V to account for the effect of packet scheduling. Fur-
packets (plus a couple of fixed parameters associated with ctirermore, end-to-end per-flow delay bounds are also derived
routers). In this sense, the virtual time reference systezons using the virtual time reference system. In Section V, we design
statelessas no per-flow state is needed at core routers for comew core stateless scheduling algorithms using packet virtual
puting packet virtual time stamps. time stamps. We also demonstrate that existing scheduling

In this paper, we lay the theoretical foundation for the definalgorithms can be accommodated in our framework. Related
tion and construction of packet virtual time stamps. We descrilb®rk is discussed in Section VI, and the paper is concluded in
how per-hop behavior of a core router (or rather its scheduliggction VII.
mechanism) can be characterized via packet virtual time
stamps, and based on this characterization, establish end-to4€ne |rTuaL TIME REFERENCESYSTEM: BASIC ARCHITECTURE
per-flow delay bounds. Consequently, we demonstrate that in . . . . .
terms of support for guaranteed services, the proposed virtua|n this _septlon we ou_tlme the basic archltectu_r € of the pro-
time reference system has the same expressive power as ed unifying scheduling framework—t_hﬂrtual_ time refer-
IntServ model. Furthermore, we show that the notion of packpe@ce syster@/TRS). Conceptually, the virtual time .reference
virtual time stamps leads to the designraw core stateless system con3|sts_ ofthree logical components (S.e.e Elgs. 1and2).
scheduling algorithms, especially work-conserving ones. cket statearried by pack_etadgg traffic conditioningt the
addition, our frameworldoes not excludéhe use of existing network edge, angder-hop virtual time reference/update mech-

scheduling algorithms such atatefulfair queuing algorithms a_\msmat core routers. The_ "!“”"?" time ref_erencg system 1S de-
to support guaranteed services. fined and implemented within single administrative domain.

The objectives of the proposed virtual time reference systéﬂlqther words, paclfet state inserted by one qdmlnlstratlve d 0-
are twofold. First, as a reference system, it mustmandate main will not be carried over to another adm|n|.strat|ve domain.
any specific scheduling algorithms to be employed in a networ The packet state carried by a packet contains three types of

in order to provide guaranteed services. In other words, it mu¥ ormation: 1) QoS reservation information of the ffouhe

allow for diverse scheduling algorithms as long as they aP@CkEt belongs 1o (e.g., the reserved rate or delay parameter of

capable of providing QoS guarantees. In fact, we will showelflpw); Zé_a \tnrtuatl Pme s_':%mp of lzh? Fiafkpft; .ar.1t(.j I:')’) Zv'r'd
that our virtual time reference system can accommodate b&‘ﬁ‘ Ime adjustment term. The packet state IS nitialized an
core statelesscheduling algorithms such as CIVC atdteful Inserted into a packet at the network edge after it has gone

scheduling algorithms. Second, the virtual time referenélérough the traffic conditioner. Theer-hopbehavior of each

system provides a QoS abstraction for scheduling mechani (e router is deﬂr_led w ith respe(_:t o the packe_t Sta“? carried
y packets traversing it. As we will see laténe virtual time

thatdecoupleshe data plane from the QoS control plane. Thi iated with th K t 2 flow he“thread”
abstraction facilitates the design of a bandwidth broker arcl%t—a.mr?f‘ assocw’;}te er: t : pac Ets Ob ah ow orrfnt e'threa

tecture (either centralized or distributed), where QoS stat‘é@'c weave? together the per-hop behaviors of core routers
are maintainecnly at bandwidth brokerswhile still being along the flow’s path to support the QoS guarantee of the flow.

capable of providing QoS guarantees with similar granularit fEdge trafflctcon(;;omng playstfl kf?y r(;leflln the_;lllrtual tlt;ne
and flexibility of the IntServ guaranteed serviékle believe elerence system, &nsures that traflic ot a flow will never be

that these two objectives are important in implementing gudpjected into the network core at a rate exceeding its reserved

anteed services in practice. For example, the ability to empl e. This traﬁig ponditioning is done by “Sif‘g a traffic shaper
[; more specifically, a rate spacer, see Fig. 1(b)], which en-

diverse scheduling algorithms not only encourages choice it ing bet h kets of a flow based
competition among equipment vendors and Internet servicgces appropriate spacing between the packets of a flow base

providers (ISPs), but also, perhaps more importantly allowl its reserved rate. This is illustrated in the diagram on the right

network and !tS services to ?VOlve' S.'m'larly' by maintaining IHere a flow can be either an individual user flow, or an aggregate traffic flow
QoS reservation states only in bandwidth brokers, core routefsultiple user flows, defined in whatever appropriate fashion.
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Fig. 1. Edge conditioning in the virtual time reference system. (a) A conceptual network model. (b) Edge conditioner and its effect.
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Fig. 2. lllustration of the virtual time reference system. (a) Virtual time reference/update mechanism. (b) Virtual traffic shaping.

hand side of Fig. 1(b). Formally, for a flojwith areservedrate  Comparing (2) to (1), we see thaith respect to the virtual
r?, the interarrival time of two consecutive packets of the flowime, the interarrival time spacing is preserved at a core router.

is such that Or to put it another waythe “virtual rate” (as defined with re-
- spect to the virtual time) of packets of a flow arriving at a core
Skl gk L+ router does not exceed the reserved rate of the flolwarly,
a a’® > — D) : ) ;
77 with respect to theeal arrival times of the packets at a core

ik R . router, this statement in general does not hold [see Fig. 2(b)].
wherea” ™ denotes the arrival /}t|kr‘ne of theth packetp’ . of  Another key property of packet virtual time stamps is that
flow j at the network core, ant¥”* the size of p_ackqw: : a core router, the virtual arrival time of a packet always lags

In the conceptualframework of the virtual time referenceyqping ts real arrival timeThis property (referred to as the-
system, each core router is equipped with a per-hop virtual tigy, check conditiopis important in deriving end-to-end delay
reference/update mechanism to maintain the continual progrgsing experienced by packets of a flow across the network core.
sion of thevirtual time embodied by the packet virtual timerne ner.hop virtual time reference/update mechanism at a core
stamps. As a packet traverses each core router along the pgiier is designed in such a manner so as to ensure that these
of its flow, a virtual time stamp is “attached” to the packet. Thi§,perties of the packet virtual time stamps are satisfied at the
virtual time stamp represents the arrival time of the packet @by noint and/or exit point of the core router (see the illustra-
the core routein the virtual time,and thus it is also referred o in Fig. 2).
to as thevirtual arrival time of the packet at the core router. Tne virtual time reference system provides a unifying frame-
The virtual time stamps associated with packets of a flow satifyry to formalize the per-hop behavior of a core router and to
an important property, which we refer to as theual spacing g, antify its ability to provide delay guarantees. This formalism
property.Let a7 ¥ be the virtual time stamp associated with they independent of the scheduling mechanism employed by the

kth packetp”*, of flow 5. Then core routersbe it stateful or statelessiere we briefly describe
how this mechanism works (see Section IV for more details).
' ' L k1 Conceptually, for each packet traversing a core routeirtaal
T (2) finish timeis computed and assigned to it. This virtual finish

7J . . . . . ;
time is derived from its virtual time stamp and other packet
for all k. state information. Intuitively, it represents the time the packet
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Fig. 3. Anideal per-flow system.

finishes its service in aieal per-flow reference systemhere TABLE |
the flow to which the packet belongs to is the only flow serviced NOTATION USED IN THE PAPER
by the systemThe per-hop behavior of a core router is defined General Notation
in terms of an upper bound on the difference between the actuz #** | the kth packet of flow j
) ) g ) . ok packet length of pi:*
departure time and virtual finish time of a packet traversing the pjmaz | maximum packet length of flow
core router. This upper bound is referred to as theor term L*me= | maximum packet length of all flows at one server

of the core router. Therefore, the scheduling mechanism of the 7, | reserved rate of flow j

R . di delay parameter of flow j
core router can be abstracted intscheduling blackboghar- h number of hops along the path of flow j
acterized by an error term. This simple abstraction enables u_—¢ number of rate-based schedulers along flow j’s path

to deri d-t d del b der fl t . bi Notation for the Ideal Per-Flow System
0 deriveend-to-end delay boundsr 1lows traversing an aroi- aF arrival time of packet p''* at node i

trary concatenation of such scheduling blackboxes, similar tc ﬁ-k finish time of packet pi** at node i

. - . 3, .
what the notion of latency-rate servers [17] does for various fair A#* | cumulative queueing delay packet p/**

; ; experienced up to server ¢ (inclusive)
queuing algorlthm§. i . i Notation for the Virtual Time Reference System
In summary, while based on the DiffServ paradigm, the vir- @7 | virtual time stamp of packet p** at node i

tual time reference system renders the same expressive pow #** | virtual finish time of packet pi** at node i
and generality, in terms of the ability to provide guaranteed - ;J'{r:ual ;i;r;ee adjustment term for packet p/¥:
services, as the IntServ Model. Furthermore, the virtual time -« =00/ Lk .
. o . a virtual delay of packet p/-* at node i:
reference system provides a unifying scheduling framework Fk = itk _ ik
. ] . . . . 1 3 1 .
upon which a scalable QoS provisioning and admission contro  &* | actual time packet pi+* arrives at node §
. . 25,k . ; .
framework can be built, where all QoS reservation states for actual time packet p’* departs from node i
teed . liminated f th t K Th A\ error term of scheduling blackbox at node ¢
guaranteed services are eliminated from the network core. Th . %, | propagation delay from the it* node to the (i + 1)* node
remainder of this paper is devoted to laying formal foundation
for the virtual time reference system. We also illustrate how
various scheduling algorithms fit into the unifying framework.the importance of fixed-delay servers in modeling scheduling
algorithms that can provide delay-rate decoupling. Throughout
this section, we assume that in the ideal per-flow system, there
areq fixed-rate servers antl — ¢ fixed-delay servers.

In this section we motivate and introduce the notion of packet Before we introduce the notion of packet virtual time stamps,
virtual time stamps in the context of aeal per-flow system. We first need to understand and quantify the end-to-end delay
The virtual time reference system defined in this context is th&fPerienced by the packets in the ideal per-flow system. We em-
extended in the next section to account for the effect of pacl@ﬁrk on this task in Section IlI-A. Based on the results obtained
scheduling in a real network system. thereof, in Section 11I-B we introduce the ideal per-flow virtual

Fig. 3 illustrates an ideal per-flow system, where a regulaté?&“e refergnce system. Table | summarizes the important nota-
flow is serviced by a dedicated channel. The dedicated chani@n used in the paper.
consists of a series of servers in tandem. Packets of ajfane
servicedin order from server 1 to servek. Fork = 1, 2, ---, A. End-to-End Delay of the Ideal Per-Flow System

thekth packet of flow; is denoted by’ *, and its size by’ . Recall that before entering this ideal per-flow system, packets
Let s’ be the reserved rate of floyy andd” a delay parameter from flow j go through an edge conditioner, where they are
associated with flovy. For simplicity of exposition, we assumeregulated so that the rate the packets are injected into the ideal
thatin this ideal per-flow system the propagation delay from ofer-flow system never exceeds the reservedsrat the flow.
server to the next server is zero. Formally, leta’”* be the arrival time of packetp’ * of flow j

We consider two types of servefixed-rate serverandfixed-  at the first server of the ideal per-flow system. Then the edge
delay serversA fixed-rate server has a service capacity equapacing condition (3) holds, namely,

to the reserved rate of flow j. Hence, afixed-rate server takes
L3-* /ri amount of time to process packet* of flow j. A al Mt _ gk > LR k=1
fixed-delay server has a fixed latency, which equals to the delay

g . . . 2 H .
parametet’ of flow 5. In other words, aflxed-delay server with “Note that in order to model a nonpreemptive, noncut-th(ough networl_<
j system, throughout the paper we adopt the following convention: a packet is

latencyd’ _takes exactlyr am‘?“”t of tim? to process packetgonsidered to have arrived at a servely when its last bit has been received,
of flow j, independent of their packet sizes. We will see lat@nd to have departed the sereaty when its last bit has been serviced.

I1Il. AN IDEAL PER-FLOW VIRTUAL TIME REFERENCESYSTEM

727"" (3)
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Fig. 4. Delay experienced by packets at a server in the ideal per-flow system. (a) Fixed-rate server with constant-size packets. (b) Fixedwilte serve
variable-size packets. (c) Fixed-delay server.

e

Let A’(r, t) denote the amount of flowtraffic that is injected ~ Fori =1, 2, ---, h, let Aj * denote the cumulative queuing
into the ideal per-flow system over a time interyal ¢]. Using delay experienced by packet* up to servei (inclusive). For-
(3), it is easy to see that mally,

Al(r, t) <Pt — 1) 4 LImax @

,'7 k
Ag,k:fg,k_<a{yk+i1:j ) 7)
where L/ ™2 js the maximum packet size of floyv ) .

In order to derive the end-to-end delay experienced by FOr the pure rate-based ideal per-flow system, we can derive
packets in the ideal per-flow system, we first considerghge ~ @n important recursive relationy}”” to Af — and the arrival
rate-basedsystem, where all servers are fixed-rate servers, i.dmes of packetg”*~* andp’ * at the first-hop server. This
¢ = h. This result can then be extended to the general idégFursive relation is stated in the following theorem, the proof

per-flow system with mixed fixed-rate and fixed-delay serverf which can be found in [22].

Fori = 1,2, ---, h, letal* denote the time packgt’* ~ Theorem 1:For any packetp”*, k = 1,..-, and
arrives at serves;, and f7°* the time it leaves server Inthe @ = 1,2, -+, &,
pure rate-based ideal per-flow system, it is not hard to see that i1
the following recursive relations among *'s and f7*s hold. AT =0
Foranyk =1, 2, ---, and
g,k g, ke ; . .
a; = f‘, ) = 2a e (5) o1 g LJ:k_l — LJ:k L
‘ t A;’k = max{(), Af’k_l +i7ﬂ. + al’k_l
and .
iw LY
Pk ki kel ik —ap" 4+ oy } (8)
17 :max{a;’ T }—|— et i=1,2 -, h
(6) n

where in (6) we have used the convention tﬁhf) =0. The importance of Theorem 1 lies in the fact that for each

Note that in the special case where all packets of flow p’-*, A?;’“ can be calculated (recursivels) the network edge.
have the same siz&’, each packet takes precisdly/r’ to be As we will see in Section I1I-B, this fact is crucial in providing
processed at each fixed-rate server. (In this case, a fixed-rateore statelesslefinition of packet virtual time stamps for a
server functions as a fixed-delay server.) Because of the edgystem involving fixed-rate servers with variable packet sizes.
spacing property (3), we observe that no packet will ever be decom Theorem 1, we have the following two important corol-
layed in any fixed-rate server [see Fig. 4(a)]. In other words, ftaries, whose proofs are also given in [22].

i=1,2,- hat > ¥ and ¥ = of* + L//r7. Corollary 2: Foranyg < handk =1, 2, ---, we have
Therefore, in this case, we hayg* = af** + hL7 /ri. Thus, - ik
the end-to-end delayf;"* — a/*, of packetp’* in the ideal Ay <A )

per-flow system ish L7 /77, g ~— h

In the general case where packets of flgvhave variable

sizes, the situation becomes somewhat more complicated. ASCoroIIary 8 Foranyk > 1,andi =1, 2, ---, h, we have
shown in Fig. 4(b), a small packet may be delayed at a server Lk piimax
due to the longer processing time of a large packet preceding it. AP 4 TS (10)

This delay can have a cascading effect which may cause other
subsequent packets to be delayed. whereL’: 2% js the maximum packet size of floyv
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We now consider the general ideal per-flow system with bo#tiate information carried by the packet (possibly with some ad-
fixed-rate and fixed-delay servers. Recall that we assume digional constant parameters associated with the server).
haveq fixed-rate servers anfd—q fixed delay servers. As before, Intuitively, the virtual spacing propertyensures that ac-
let a)’ k andfi”k denote the arrival time and departure time ofording to the virtual time, the amount of flgpraffic arriving
packetp’:* at servessS;. Clearly, if S; is a fixed-rate server, the at server: is limited by its reserved rate’. To put it formally,
recursive relation (6) holds among ks andf;’ *s.Inthe case consider an arbitrary time intervad, ¢].

wheres; is a fixed-delay server, we have thatfoe= 1, 2, - -- | We say thaaiccording to the virtual timegpacketp’-* arrives
L L e e atservers; during the time intervdr, ¢] (or simply, packep’:
ap” = f27 and fi"=a}" +d. (11) virtually arrives at serverS; during the time intervalr, t)), if

and only ifr < &% < ¢t. Let A/(r, t) denote the amount of
flow j traffic arriving virtually in the time intervalr, ¢]. It can
$e shown that (see thertual shaping lemmand its proof in

Unlike a fixed-rate server, every packet of flgivincurs a
delay of precisely#’ at a fixed-delay server, regardless of it
size. Hence, there is no extra queuing delay due to the pa
size difference [see Fig. 4(c)]. It is easy to see that we can rear-
range the location of the fixed-rate servers in the ideal per-flow Aj(,n £) <9 (t — 1) + LI, (14)
system without affecting the end-to-end delay experienced by -
each packet in the system. Hence, without loss of generality,
can assume that the last- ¢ servers are the fixed delay server
Then from (7), we have

Whis bound is analogous to the traffic envelope (4) at the network
Sedge, except that here the amount of flpwaffic is measured
according to the virtual time. It suggests that if packet virtual

. . ) ik , time stamps are used to schedule pacletplicit rate control

fw b= a{’k + A;’k tg—+ (h—q)d. or reshaping within the network core is not necessary.
! The reality check propertyandbounded delay propertsire

Therefore, the end-to-end delay of packét” in the ideal importantin ensuring that end-to-end delay bounds can be de-
per-flow system gy * —al % = APF4q(L7* [ri)+(h—q)d’.  rived using the virtual time reference system (both for the ideal
In particular, from Corollary 3, we haval* 4 qL7*/ri < per-flow system as well as for @al network packet sched-

qL/:ma [ri Thus, fork = 1,2, ---, uling system, as we will see later). There stateless property
i is thekeyto the construction of acalablevirtual time reference
fr_abk < g o t(h—q)d. (12) System that does not require per-flow scheduling state informa-
77 tion at each core router. In the following we provide a definition

of packet virtual time stamps for the ideal per-flow system, and

B. Packet Virtual Time Stamps and Ideal Per-Flow System Show that it satisfies all the four properties listed above.
Consider the ideal per-flow system shown in Fig. 3, where

The k_ey constrgct in the proposed IV|rtuaI time refe.renciﬁere are; fixed-rate servers anll — ¢ fixed-delay servers in
system is the notion opacket virtual time stampdn this at%

i ‘ i o th ies of packet virtual€ ideal per-flow system. For each packet’, defines’* =
section, we formatly s_peC|fy 1€ Properties of packet viri 3% /9. We refer tas? ¥ as thevirtual time adjustment terrfor
time stamps, and provide a definition in the context of the idegl?

p : Th i irtual t ¢ " cketp?*. It is calculated at the network edge and inserted
per-iow system. The resuting virtual ime reterence systemiy, yq packet state in addition to the reservedraind delay
referred to as thileal per-flow virtual time reference system.

Fori — 1.2 1 let o7 * denote the virtual fime st parameter?’. Fori =1, 2, - -, h, thevirtual delayd’"* asso-
ore = &, = -, i, [€lw; denote the virtual ime Stamp ciated with packep’-* at servess; is computed from the packet
associated with packet-* at serverS;. Intuitively, we can re-

gard&;{’k as the (virtual) arrival time of packet * at servess; state information using the following formula:

according to the virtual timeAt serverS;, packety’: * is also P

assigned airtual finish time,denoted by’ *, wherer?'* > gk { L2E[r? 4657 if 5 s a fixed rate server

&P*. The differenced* = % — o7 % is referred to as the

virtual delayassociated with packet:* at servers;. '
We postulate the following properties that packet virtual timAt the first-hop serves;, the virtual time stamp of packet:*

stamps (and the corresponding virtual finish times) of fipw is defined to be}* = a]*, which is the time packet’:*

must satisfy at each servéy. is injected to the ideal per-flow system and arrivesatThis
Virtual Spacing: fork =1, 2, - - -, value is inserted into the packet statepdf* at the network

edge. The corresponding virtual finish timezgf* at servexs;

A (13) isgiven byi ¥ = i F 4 db k. -

rd Fori =2, ---, h, the virtual time stamp;"* and the corre-

sponding virtual finish time’’ * associated with packet: * at

serversS; are defined as follows:

& if S; a fixed delay server.

[Ik+1

‘:’i k41 @ik >

Reality Check:@?"* > of"*, wherea!" is thereal time

packetp’:* arrives at serves;. ' '

~ Bounded Delay: f;* = i7;;*, or more generallyf;; -7 * ik ik

is bounded from above. ' i -1
Core Statelessthe virtual time stamp?* of each packet and ' ' 3

p’* can be calculated at each senfusing solely the packet k= ik (16)
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From the above definition, it is clear that the core stateless prop-
erty holds trivially. In the rest of this section we show that the
other three properties are also satisfied. This fact is stated in the

following theorem.
Theorem 4:Fori = 1,2, ---,
erty (13) holds at each servéy. Furthermore,

Pt > al* (17)

and, in particular,

17;; = fh’ k, (18)

Proof: We first establish that the virtual spacing property

h, the virtual spacing prop-

Fig. 5. A flow traverses a network core.

holds. Fixi and letg; be the number of fixed-rate servers along

the path from the first hop to thg — 1)th hop. Clearlyy; < q.

Note that from (16) and (15), we have
q=1

:al —|— q; <6J’

Hence, to prove (13), it suffices to show

‘ ik, LP
a{’k-i-(]i(tsj’k-i- = )

Zagl',k—l_i_qi(éj,k—l_i_

I

Lj,k—l Lj,k
Zaa

or, equivalently,

P 1+Lj’k_1'—Lj’k+a1 o+ i

)—i—(i—l—qi)dj. (19)

v %

From the definition o%’:* and Theorem 1, we have

Last, (18) follows easily from the definitions, as

7,k
L +(h—q)d =% (23)

~gk _ gk g k
o =ay” + AV +q
|

IV. VIRTUAL TIME REFERENCESYSTEM AND PACKET
SCHEDULING

In this section we extend the virtual time reference system
defined in the context of the ideal per-flow system to a network
system where each core router is shared by multiple flows. The
key notion we will introduce is therror term of a core router
(or rather, of its scheduling mechanism), which accounts for the
effect of packet scheduling in providing delay guarantees for a
flow. Based on this notion of error term, we define a generic
virtual time reference system, which provides a unifying sched-
uling framework to characterize the end-to-end behavior of core
routers in providing delay guarantees.

Consider a flowj, whose path through a network core is
shown in Fig. 5. Flowj has a reserved rai¢ and a delay pa-
rameterd’ . The traffic of flow is regulated at the network edge
such that fork = 1, 2, ---,

: : j, k+1
59 Ayt apttt—alt > LJN' (24)
q
’ ikt ik L k where” * is theactualtime packep?:* of flow j arrives at the
APRLpakel ik Ay KA first router along its path, after being injected into the network
Z 7 + 7 core.
(21) As shown in Fig. 5, the path of flow consists ofh core
routers, each of which employs certain scheduling mechanism
Using (3) and the fact that < ¢, we see that the last term into provide guaranteed service for flgwFori =1, 2, .-+, A,

the right-hand side of (21) is larger than the corresponding teme will refer to the scheduler at core routeas a scheduling

in (20). Hence, (20) holds. '

We now establish (17). As%* = o*,
fori = 1. To show that (17) also hold fér= 2
that

gk

e L
==+ Al 1 g

blackbox,and denote it bys;. In the following, we will first

(17) holds trivially ~characterize thper-hop behavioof the scheduling blackboxes,
, h, observe and then show how end-to-end delay bounds can be derived

based on this characterization of their per-hop behavior.

+(i—-1—gq)d (22) A. Scheduling Blackbox: Per-Hop Behavior Characterization

Corresponding to the fixed-rate servers and fixed-delay

where recall thay; is the number of fixed-rate servers amongervers in the ideal per-flow system, we categorize the

Slv Ty Si—l-

scheduling blackboxes into two typesite-basedscheduling

Comparing (22) and (19) and using the fact tm'gt’“/q > blackbox anddelay-basedscheduling blackbox. They are

A{I';’“/qi (see Corollary 2), we see that (17) indeed holds.

distinguished by how the virtual delay parameter is computed,
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as in the ideal per-flow system. For a rate-based schedulidglay paramete#’ with an error term¥,;. The virtual delayi{’k
blackbox S;, packetp’* of flow j is assigned a virtual associated with packet:* atsS; is given below:
delayd* = L#¥/ri + &%, whereé’* is the virtual time S
adjustment term carried in the packet state. For a delay-based . » _ { L7¥[ri + 7% if S is rate-based
scheduling blackboxs;, packetp’* of flow j is assigned a ¢ &’ if S; is delay-based.
virtual delayd’>* = d/. In other words, the virtual delaj/" * is '
given by the same formula as in (15). In either case, we see thaFori = 1, 2, --- h, let Cuﬁ’k denote the virtual time stamp
the virtual delayd’* can be computed using only the packegssociated with packet”* of flow j at S;, andi#-* be the
state information carried by the packet. virtual finish time of packep’ * at S;. Then

Now fix ¢, 4 = 1,2, ---, h, and consider the scheduling
blackboxfi. For any flowj traversing the scheduling blackbox
Si’.letw;7 be the "'Tt”a' tlme stamp q;somatgdyﬂh pagket We now definei’>* and show that this definition satisfies the
as it entersS;. We will provide a definition fokw?” ™ shortly and é ¢

tablish it ties. At thi int | that t our requirements of packet virtual time stamps—itheual
establisn 1ts properties. IS point, we only assume tha Sacing, reality check, bounded delagdcore statelesproper-
reality checkproperty holds af5;, namely,

ties. Here in defining the reality check and bounded delay prop-
erties, the quantities!”* and f* defined in Section I1I-B are
replaced byi/* and f#-*, which denote theeal arrival time
andreal finish timeof packetp’ * atS;, respectively.

As in the ideal per-flow system, the virtual time stamp associ-
ated with packep’-* at the first-hop routes; is set to its (real)
arrival time, i.e.,

ik i
R = ol 4 dl

alt <ePt (25)

whered!’* is theactualtime that packep’* enters the sched-
uling blackboxs,;. Hence upon its arrival &;, the virtual time
stamp associated with packet* is never smaller than its real

arrival time. '
AtS,, packepj:"“ is assigned a virtual finish timeg/’ * where oIk gi k. 27)
k= PP 4 dP*, Let f7* denote theactual time packet ! !

P * departsS;, i.e., /7 * is thereal finish timeof p/-*. We say Thus,ii* = &% 4 di* = al % 4 @ %,
that the scheduling blackba% canguaranteepackets of flow From (24), the virtual spacing property is clearly met at the
7 their virtual delays with amrror term¥,, if for any &, first-hop router. Furthermore, the reality check condition also
' ' holds trivially. Therefore, by the definition of;, we have
fE<olt v, (26) N ,
<ok pw.

In other words, each packet is guaranteed to depart the sched- .
uling blackboxs; by the timei/ * + ¥, = @ * + @0 % + g, Foré=1,2,.--, h—1,letm 4, denote thepropagation

By using the packet virtual finish time as a reference poiff€!@¥ from theith hop routerS; to the (i + 1)th hop router
to quantify the real finish time of a packet at a core router, we-+1- Then
are able to abstract and characterize the per-hop behavior of a ~dk 70k

' : o ay =77 7w i
core router via an error term. This error term captures the ability
of the core router to provide guaranteed services to a flow. By the definition of¥;, we have
particular, for a rate-based scheduling blackiBpxwe say that , ,
S; guarantees flow its reserved rate’ with an error termy; &ﬁ;kl <P 4 (28)
if (26) holds. For a delay-based scheduling blackisgxwe say ) .
thatS; guarantees flow its delay paramete#/ with an error Iqarderto ensu‘re that the reality check condmoq holds as packet
term @, if (26) holds. > " enters the¢ + 1)th_hop router;Siﬂ, the r_elatlon _(28) sug-
~ gk
gests that the virtual time stamy;’; associated with packet

B. Virtual Time Reference System and End-to-End Delay ?”" @tSi+1 should be defined as follows:

Bounds Sl = U i
We now extend the virtual time reference system defined ear- ik, Gk
. . . =wy dl v, i i+1- 29
lier to account for the effect of packet scheduling by incorpo- i ET Y T (29)
rating the error terms of core routers into the system. In pafhen&{”‘i < (’Di-l—kl
ticular, we illustrate how packet virtual time stamps associatedsince w;'s and ; ;41's are fixed parameters associated
with flow j should be referenced and updated as packets of flgyith the core routers and the path of figwit is clear that the
J traverse the core routers along the flow’s path. We also deriygcket virtual time stamps defined using (29) ewee stateless.
and characterize the end-to-end behavior of these core rouigksnely, they can be computed at each core router using only
In concatenation. the packet state information carried by the packets (in addition

Consider the path of floy shown in Fig. 5. Suppose thereto the two fixed parameters associated with the routers and the
areq rate-based scheduling blackboxes and ¢ delay-based

scheduling blackboxes. Far = 1,2, ---, h, let ¥, be the 3Here, for simplicity, we assume that the propagation delay_e)gperienced by
. . . each packet of flowj from S; to S;;1 is a constant. In case this is not true,
error term associated with the scheduling blacklSpxXn other e can assume; ;.1 to be themaximumpropagation delay frons; to S ;.

words,S; can guarantee flow either its reserved rat€ or its  Then, for any packet” *, a1 < f7°% + m; i y1.
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In the special case where only rate-based scheduling algo-
rithms are employed at core routers (ie= h), we have

2k ke Lj, max h h—1

g, K s

KT sh o +§ :\I/z + E i, i1 (31)
i=1 =1

Core Stateless Virtual Time'

v;ﬁ_az: This bound is analogous to those derived for fair-queuing/la-
n i

-,

AR TIN]

tency-rate-server based scheduling algorithms [8], [12], [17]. In
particular, if¥, = L*™=/C; whereL* ™ js the maximum
packet size permissible at thign router and”; is its service ca-
pacity, then the above inequality yields precisely the same delay
bound as is obtained for a flow in a network of weighted fair
queuing (WFQ) schedulers [12] or virtual clock (VC) sched-
ulers [8].

By incorporating delay-based scheduling algorithms into our
framework, we can provide a certain degregate and delay
decouplingTo see this, leD’ be such thaD’ > qLJ ™3 /¢,

Set

Scheduling Blackbox

; 1 ;
dJ:—h_q {D’—q

(32)

rd

Lj, max:|

Fig. 6. Virtual time reference system: per-hop behavior and operations. Suppose we can design delay-based scheduling algorithms that
can support the delay parametirfor flow j. Then from (30)

flow’s path). Thusno per-flow state needs to bemaintained a/¢ have
these core routers. h h-1
Sincel; + m; ;41 is a constant independent pf ¥, com- PE—apt < DI W+ miga

paring the definition ofo?”* in (29) and that in (16), it is easy _ =t i=1

to see that the virtual spacing property also holds at each ctitghe special case where= 0 (i.e., only delay-based sched-
routerS;. Furthermore, we have uling algorithms are employed along the path of figwsetting

' ' &/ = DJ/h yields
LS = R

=M A U 4D wg g
1=t 1=t 1=t Clearly, this delay bound is completely decoupled from the re-
In particular, we see that the bounded delay property holds, &ved rate of flowj. Hence using pure delay-based scheduling
algorithms, it is possible to support an arbitrary delay bound
Gk ik L § h h DJ > 0 for flow j (apart from the constant ter@jle W, +
FE<mf v =al 3 A Y U Y wa > "~ mi 41 associated with the path of floy.
¢=1 ¢=1 =2 Before we leave this section, it is interesting to compare
ur virtual time reference system to the WFQ-based reference
ystem used in the Internet IntServ model [3]. From (30), we see
the constant terfl ¥; + Y'=! 7 ;11 is equivalent
e Dyt term defined in the IntServ guaranteed service,
reas the rate-dependent teqfi’> ™3*/r7) corresponds
the Ci,1q: term in the IntServ guaranteed service. Further-
more, the delay parametéf, similar to theslack termin the
Intserv guaranteed service, can be used to take advantage of
the delay-rate decoupling offered by delay-based scheduling
algorithms. Therefore, in terms of providing delay guaranteed

h h—1
pik _ ~dk J
[ —ar” <D+ E v, + E T, it1-
i=1 i=1

This completes the construction of packet virtual time stam
for flow j. In summary, packet virtual time stamps are initialize
using (27) at the network edge, and are referenced and upd%e
using (29) at each core router. The reference and update mecn—e
anism of the resulting virtual time reference system is schem\é’;-
ically shown in Fig. 6.

Using the virtual time reference system, the followin
end-to-end delay bound for flow can be easily derived from
the bounded delay property of packet virtual time stamps:

pik _ ik services, our virtual time reference system has essentially the
h L . - same expressive power as the IntServ guaranteed service model.
ke Lk . - - What distinguishes the virtual time reference system from the
gk - _ J ) .
S&yTta 7 +h—gd + Z;\I/” + Z;W““ IntServ guaranteed service model is dre statelessature.
1= 1=

Using the Internet DiffServ paradigm and the notion of packet

: h h—1
L7 max ; virtual time stamps, our virtual time reference system allows
< , h—q)d W, X 30 ' ) ;
=14 ri +( Qd + ; it ;W“*l (30) for more scalable scheduling mechanisms (egre stateless

scheduling algorithms) to be employed for the support of guar-
where the last inequality follows from Corollary 3. anteed services. In addition, our virtual time reference system
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can accommodate both core stateless and stateful schedulihgre the indicator functioby,> 4y = 1if ¢ > d’7, 0 otherwise.
algorithms, thereby making it a unifying scheduling frameworkSuppose that’-* < @7 * for any packep” * of flow j, j =
1,2, ---, N.Then
V. DESIGN AND CHARACTERIZATION OF PACKET SCHEDULERS
USING VTRS fik < piik 4

L*, max

C

(35)
In this section we first design two negore statelessched-

uling algorithms—one rate-based and one delay-based padkedther words Wy p-ppp = L* ™2 /C.

scheduler—using the notion of packet virtual time stamps. We

then illustrate through examples how the per-hop behavior @f Static Scheduling Algorithms

existing (s_tatlc anc_;lstatefu} _schedglmg algorithms can also be Another way to achieve the objective of scalable scheduling is
characterized using the virtual time reference system. Th(ige

examples demonstrate the ability of the virtual time refer- employstatlcschedulmg aIgonthms. Herg, bys&mc;ched-
uler, we mean a scheduling algorithm which doesdiggctly

ence system as a u nifying scheduling framework for Squcl’Jge flow-dependent packet state information such as the packet
of guaranteed services. For more examples, as well as prog

of the theorems included in this section, we refer interested fual time stam_p, reserve_d rate or delay parameter of a flow.
readers to [22]. xamples of static scheduling algorithms are FIFO or static pri-

ority-based scheduling schemes. Observe that static scheduling

) . .., algorithms by definition areore statelesss no per-flow states

A. CgVC: A Rate-Based Core Stateless Scheduling Algorlthl%ed to be maintained. Static scheduling algorithms are typi-
A core stateless virtual clodiCyVC) schedulesS is awork-  cally employed to suppottraffic aggregationand to provide

conserving, rate-based scheduler. It services packets in the oklgss of servicedn the following we use the FIFO scheduling

of their virtual finish times. For any packet: * traversingS, algorithm as an example to illustrate how static scheduling al-

let @7-* be the virtual time carried by’ * as it entersS, and gorithms can be accommodated into our framework.

d'* = (L4*/r7) + 6-* be its virtual delay. Then the virtual ~ An FIFO packet schedulef services packets in the order of

finish timez7- * of p?- * is given by’ ¥ +d7-*. We claim that the their actual arrival times, regardless of their virtual times. We

CgVC scheduler can guarantee each flpits reserved rate’  can view an FIFO scheduler as a delay-based scheduler with a

with the minimum error term -, ve = L™™/C, provided fictitious delay paramete#’ = 0 assigned to each flow passing

that an appropriate schedulability condition is met. through the scheduler. We now determine the error &gio
Theorem 5: ConsiderV flows traversing a’4VC scheduler for an FIFO scheduler with preconfigured service and buffer

& such that the schedulability conditi@j\‘zjL r/ < C'is satis- capacities.

fied. Suppose that’-* < &J:* for any packep’ * of flow j, Consider an FIFO schedul§mwith a service capacitg’ and a

j=1,2---,N.Then total buffer sizeB. Suppose thaV flows shareS, where the sum

of the reserved rategf;l 7 < C. Furthermore, we assume

%, max

fik < pik (33) that the buffer capacitys is appropriately provisioned such that
¢ no packet from any flow will ever be lost. For any piii(}hétk,
In other words Ve, ve = L*™/C. let &7-* be the actual arrival time at the scheduler, gid' be

its actual departure time. It is clear thét* < &% + B/C +

*, max : ~ 4.k ~ik ik ik
B. VT-EDF: A Delay-Based Core Stateless Scheduling ~ £*"**/C. Sincew”® = &% andr” * = w* ¥, we have
Algorithm -

. .. B
A virtual time earliest deadline firstvT-EDF) scheduleS PrEsvht s rolle.

is a work-conserving, delay-based scheduler. It services packets

in the order of their virtual finish times. Recall that the virtualherefore Wpiro = B/C + L* ™ /C.

finish time of p’: * is given by#d:* = &% + @7, whereg’ *

is the virtual time carried by’ * as it entersS andd’ is the D. Stateful Scheduling Algorithms

delay parameter associated with its flow. Provided that an appro=

priate schedulability condition is met, it can be shown that trheo

VT-EDF scheduler can guarantee each flpits delay param-

eterd’ with the minimum error termp-gpr = L* %% /C.

he virtual time reference system proposed in this paper does
t exclude the use dtatefulscheduling algorithms, namely,
those scheduling algorithms that maintain per-flow state infor-

) . . mation in order to provide guaranteed services. To accommo-
Theorem 6: C;o_n&derN flows traversing a VT_'EDF s_ched- date these stateful scheduling algorithms into our framework,
uler S, whered’ is the delay parameter associated with flo

Vit suffices to identify the error term incurred by these stateful
j,1 < j < N. Without loss of generality, assunfe< d' < fy y

o N , " .= scheduling algorithms. As an example to show how this can be
d” < -+ < d”. Suppose the followingchedulability condition generally, we consider the class of scheduling algorithms

holds: introduced in [15] and [17], namely, thatency-rateservers.
N This class encompasses virtually all known fair-queuing algo-
Z[rj (t— dj) + L% ‘“ax]l{tzdj} < Ct, foranyt > 0 rithms and its variations. The following theorem establishes the
j=1 relationship between the latency for a latency-rate server and its

(34) error term in the VTRS framework.
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TABLE I
ERROR TERMS OFLATENCY-RATE (£R) SERVERS
LR server | PGPS/WFQ, VC, FFQ, SPFQ SCFQ
Latency 64 L 4 Lo Lo+ L (N —1)
Error term ¥ | A Z—(N-1)

Theorem 7: Any latency-rate server with a laten®/ (with work upon which guaranteed services can be implemented in

respect to flowj) has an error term such that a scalable manner using the DiffServ paradigm. The key con-
; struct in the proposed virtual time reference system is the no-
<o B tion of the packet virtual time stamp, whose computation is core

iﬁtateless, i.e., no per-flow states are required for its computa-
tion. In the paper, we have laid the theoretical foundation for
E%g definition and construction of packet virtual time stamps.
e described how per-hop behavior of a core router (or rather
its scheduling mechanism) can be characterized via packet vir-
tual time stamps, and based on this characterization, establish
end-to-end per-flow delay bounds. Consequently, we demon-
The idea of virtual time has been used extensively in the detrated that, in terms of its ability to support guaranteed ser-
sign of packet scheduling algorithms (see, e.g., [7], [11], [12}ices, the proposed virtual time reference system has the same
[15], [17], [19], and [20]). The notion of virtual time definedexpressive power as the IntServ model. Furthermore, we showed
in these contexts is used to emulate an ideal scheduling systlat the notion of packet virtual time stamps leads to the design
and is definedocal to each scheduler. Computation of the virof new core stateless scheduling algorithms, especially work-
tual time function requireper-flow information to be main- conserving ones. In addition, our framework does not exclude
tained. In contrast, in this paper the notion of virtual time enthe use of existing scheduling algorithms such as stateful fair
bodied by packet virtual time stamps can be viewed, in someeuing algorithms to support guaranteed services.
sense, aglobal to an entire domain. Its computation ésre Using the virtual time reference system, we are currently de-
statelessrelying only on the packet state carried by packetsigning a bandwidth broker architecture to support flexible and
Furthermore, when measured according to this “global” virtuatalable QoS provisioning and admission control (see the initial
time, the traffic flow preserves its reserved rate, due to the vivork reported in [23]). We are also exploring various issues re-
tual spacing property of packet virtual time stamps. garding the implementation of the virtual time reference system
In [18], thefirst core stateless scheduling algorithm, CJVGind its implications in QoS provisioning. In particular, we are
is designed and shown to provide the same end-to-end delatgrested in applying the VTRS framework to the design of
bound as the stateful VC-based reference network. In additimoarse-grain QoS control mechanisms under the current Diff-
an aggregate reservation estimation algorithm is developed 8srv architecture as well as the multiprotocol label switching
performing admission control without per-flow state. (SincéMPLS) architecture [5], [13].
[18], a couple of new core stateless scheduling algorithms (see,
e.g., [9]) have been designed, in addition to ours.) Our work is REFERENCES
primarily m,Otivated and ins'pired by the resultsin [18]j Howe,ver’ [1] Y.Bernet, J. Binder, S. Blake, M. Carlson, B. E. Carpenter, S. Keshav, E.
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