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ABSTRACT Automatic flying target detection and tracking in video sequences acquired from a camera 

mounted on another Unmanned Aerial Vehicle (UAV) is a challenging task due to the presence of non-

stationary cameras in the system, dynamic motion of the moving target, and high-cost computation for real-

time applications. In this paper, our aim is to automatically detect and track moving UAV by another one 

while simultaneously flying in the air.  In order to provide efficiently in real-time applications, we develop a 

vision-based low-cost hardware system integrated with an independent ground control station. We initially 

created a new public dataset called ATAUAV that includes different types of UAV images obtained from 

videos recording in our experiments and searches on Google Images for the training process. Deep learning-

based YOLOv3-Tiny (You Only Look Once) is used for target detection with the highest accuracy and fastest 

results. Kernelized Correlation Filter (KCF) adapted with YOLO, which runs on low-cost hardware, is used 

for real-time detected target tracking. We compared the performance of the proposed approach with different 

tracking algorithms. Experimental results show that the proposed approach provides the highest accuracy rate 

as 82.7% and a mean fps speed as 29.6 on CPU. The dataset can be downloaded at 

http://cogvi.atauni.edu.tr/ResearchLab/PageDetail/Our-ATAUAVs-Dataset-86. 

INDEX TERMS Artificial neural networks, computer vision, kcf, object detection, object recognition, 

target tracking, unmanned aerial vehicles, yolo 

I. INTRODUCTION 

Most recently developed UAVs are equipped with a static 

or nonstationary camera; the operator can watch the camera 

footage in real-time through video streaming while the UAV 

is in flight [1], [2]. Advancing embedded high-speed 

cameras, these robotic systems enable the automatic 

detection and tracking of moving objects via ground control 

stations (GCSs) [3], such as cars [3], humans [4], and aircraft 

[5], in different applications [6]. However, tracking an object 

in video frames captured by fast-moving cameras or other 

targets remain a challenging problem in computer vision [1].   

The reason is that the complication of camera movement 

may lead to complex changes in illumination, rotation, and 

scale invariance between images. In addition, background 

clutter, low resolution, aerodynamic effect, occlusion, low 

contrast, image noise, and small size of the target object 

worsen the problem. 

In recent years, correlation filter (CF)-based methods [7], 

[8] are widely used in tracking objects under controlled 

conditions using static cameras. The correlation is a 

similarity measure between two consecutive frames. A CF 

efficiently distinguishes between the background and the 

target object in the Fourier domain. Kernelized CF (KCF) [9] 

is a well-known CF tracker-based method. The KCF 

algorithm successfully works on hundreds of frames per 

second (fps) because the training samples are created with 

cyclic shifts that convert the data matrix to circulant matrices 

[10].  Depending on the property of the circulant matrices, 

the solution of the problem is converted into a Discrete 

Fourier Transform (DFT) domain. Therefore, the data matrix 

prevents the reversal process and reduces the complexity by 

several degrees of magnitude. In addition, HOG [11], [12], 

LBP [13], and SIFT [14] features are used to increase a CF’s 
tracking accuracy. In [15], the authors proposed a special 

http://cogvi.atauni.edu.tr/ResearchLab/PageDetail/Our-ATAUAVs-Dataset-86
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filter called aberrance repressed CF to track human activity 

videos captured from UAV. This filter can prevent image 

anomalies caused by dynamic scene noises while tracking an 

object. An automatic spatio-temporal regularization 

framework [16] was proposed to restrict local CF learning 

that tracks cars, bicycles, and other objects with UAVs. In 

[17], the authors proposed an adaptive algorithm that 

combines CF tracking response based on multi-channel 

HOG features and enhanced color histogram tracking 

response to track small targets, such as trucks, cars, and 

bikes, with high accuracy. Although these filter-based 

methods perform fast response in static cameras and 

controlled conditions, they are not successful in practical 

applications. Several algorithms, such as CSRT [18], TLD 

[19], MIL [20], and BACF [21] have been proposed to track 

objects in controlled environments. However, the fps rates of 

these algorithms are very low compared with that of KCF. 

  Several deep learning-based algorithms, such as YOLO 

[22], SSD [23], and convolutional neural network (CNN) 

[24] have recently been utilized to develop robust object 

tracking methods in real-time applications because of their 

high-accuracy results [1], [26]. In [22], the authors used 

YOLOv3 for detection and a Kalman filter algorithm for 

tracking pedestrians in video frames.  In [23], a real-time 

human tracking system based on the SSD architecture was 

developed for AR Drone 2. A multi-block SSD algorithm 

was proposed to detect and recognize unauthorized persons’ 
entrance into railway stations by video surveillance [24]. An 

interesting study was proposed in [25], wherein cattle raised 

in farms are detected in real-time videos captured by a drone 

using a CNN.  In [26], the authors developed a GPU-based 

new tracking algorithm with deep regression networks called 

GOTURN. 

Although deep learning algorithms yield accurate results 

in object detection and tracking problems, they require high-

performance computational systems. In real-time 

applications, deep learning algorithms should be run on 

GPUs since the FPS rates of GPUs are higher than those of 

CPUs. However, GPUs are more costly. It is also risky due 

to the possible falling and breaking cases of UAVs during 

experiments. Therefore, low-cost CPU-based hardware 

designs are a more appropriate platform than high-cost GPUs 

for facilitating high-speed processes in UAVs. 

Given the above motivation, we propose a method that 

accurately detects and tracks moving UAVs in videos on 

CPU-based low-cost hardware with a mean fps of ~30. 

The proposed method combines the deep learning-based 

object detection algorithm YOLO [27] and the tracking 

algorithm KCF [9]. Therefore, in this study, 

• We introduce a novel UAV dataset for validation 

of the proposed method and use of future works; 

• We propose a novel tracking method that works 

on real-time low-cost hardware systems with 

collected datasets; and   

• We develop a computer vision-based new GCS 

for controlling UAVs and monitoring the 

tracking performance of UAVs over time.  

The rest of this paper is organized as follows: In Section 

2, the methodology, the UAV dataset, and the designed GCS 

are described in detail. In Section 3, the experimental results 

are discussed. We conclude the paper and give future 

directions of study in Section 4. 

 
II.  METHODOLOGY  
 

In this section, we initially present the study problem by 

giving a scenario for evaluating the performance of the 

method. The proposed method then is described, followed by 

a brief discussion on the theory of detection and tracking 

algorithms. The proposed GCS is described to control and 

illustrate the system in detail.  

 
A. PROBLEM DEFINITION 

 

Assume that the target UAV is departing from point (𝑤𝑖) 

and follows route (𝑃𝑇). Another UAV simultaneously 

follows route (𝑃𝑈 ) and tracks the detected target UAV, as 

shown in Fig. 1. The target UAV under controlled conditions 

(stable and without considerable changes in color, texture, 

light, etc.) starts a maneuvering movement while approaching 

point (𝑤𝑖+1). However, when the moving target starts 

dynamically moving from point (𝑤𝑖+1) to point (𝑤𝑖+𝑛) , it 
cannot be tracked under the uncontrolled conditions due to 

illumination, aerodynamic effect and the other variations of 

flight, which cause texture and appearance distortion in 

video frames.  

In this context, 𝑉 represents the velocity of the air flowing 

around the solid object, α refers to the angle of attack of the 
aircraft, 𝐿 is the aerodynamic force which is perpendicular to 

the air velocity (lift), 𝐷 is the component parallel to the air 

velocity (drag), and finally, 𝐹𝐴 is the aerodynamic effect 

force resultant affecting a solid object [28].   
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FIGURE 1. Problem formulation. Failure to track unmanned aerial vehicles in real-time due to the dynamic movements, pose-texture differences, 

aerodynamic effects, and other variations 

B. OBJECT DETECTION BASED ON YOLO  

YOLO [27] is a convolutional neural network architecture 

proposed for real-time detection of objects in high-speed 

videos. YOLO network turns the detection problem into a 

regression problem that image is used only as an input network 

once instead of not processed separately for each class. 

Therefore, it is possible to determine the location of detected 

objects in the video frames which is considerably faster than 

the traditional object detection algorithms. Decreasing 

detection time significantly affects the time consumption, 

energy consumption, and efficiency of UAVs. 

It is well known that YOLO is a convolutional neural 

network that consists of convolution, pooling, and fully-

connected layers [29]. In a traditional convolutional neural 

network, 𝑧𝑖,𝑗,𝑛𝑚  is the feature value of the m layer n feature 

map of the position (i, j) calculated as following [30], 𝑧𝑖,𝑗,𝑛𝑚 = 𝑤𝑛𝑚𝑇𝑥𝑖,𝑗𝑚 + 𝑏𝑛𝑚  (1)  𝑤𝑛𝑚 is the weight vector, 𝑏𝑛𝑚 is bias and 𝑥𝑖,𝑗𝑚  is the input 

part of the m layer at the position (i, j) [30]. The ReLu 

(Rectified Linear Unit) activation function is used to detect 

the non-linear features calculated by,  𝑎𝑖,𝑗,𝑘 = max( 𝑧𝑖,𝑗,𝑘 , 0)   (2) 

where 𝑧𝑖,𝑗,𝑘 is the activation input at the position (i, j) at 

the k channel [30]. The pooling layer is used after a 

convolutional layer, reducing the size of feature maps and 

network parameters [30]. Pooling function 𝑦𝑖,𝑗,𝑛𝑚  is calculated 

by the following equation, 𝑦𝑖,𝑗,𝑛𝑚 = pool (𝑎𝑓,𝑔,𝑛𝑚 ) ∀ (f,g) 𝛜 𝑅𝑖𝑗    (3) 

where 𝑎𝑖,𝑗,𝑛𝑚  is the feature map, and 𝑅𝑖𝑗 refers to the local 

neighborhoods of the position (i, j). In the last stage of the 

network, several fully-linked layers are used to convert 2D 

feature maps into a 1D feature vector [29]. In this output 

layer, the SVM algorithm which can be generally combined 

with the softmax operator or CNN is used for classification. 

The best parameters for the classification process are 

obtained by minimizing the loss function. For N input-output 

relationships {(x(n),y(n)); n ∈ [1, ··· , N]}, x(n) is the n input 

data, y(n) is class tags, and o(n) is the output of the 

convolutional neural network and 𝑁 is the number of 

samples. The loss function 𝐿 is calculated as follows [30]:  𝐿 = ∑ 𝑙 = (𝜃; 𝑦(𝑛), 𝑜(𝑛))𝑁𝑛=1              (4) 

In this study, several experiments were carried out for the 

selection of YOLO parameters. The YOLOv3 consists of 

two main networks: i) Feature extraction network: (416 x 

416 x 3) resized images are used as an input. ii) Object 

detector network:  (13 x 13 x 225) and (26 x 26 x 225) feature 

map scales are merged with an upsampled 13×13 feature 

map. We should here emphasize that the object detection 

stage for each frame, YOLO runs at 30+ fps on high-end 

GPUs and requires more processing power compared to the 

object tracking method increasing the UAV energy 

consumption. However, compared to the earlier YOLO 

version, the speed can be increased up to 100+ fps on the 

GPU. In the object tracking process, there is no need for an 

object detection layer in every image frame. Therefore, there 

is a need for an object tracking method such as KCF running 

in the CPU. The KCF, which has the highest speed in the 

literature, can run at 100+ fps on the CPU. Therefore, the 

process requirement of KCF is much less than the other 

methods. 
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C. KCF TRACKING ALGORITHM 

In the Kernelized Correlation Filter (KCF) [9], the 

relationship of the circulant matrix with the discrete Fourier 

transform is revealed so that tracking can be done quickly. 

The rows of the circulant matrix consist of the target model 

and the cyclical shifts of the model. Ridge regression for the 

learning of image windows is defined in the frequency 

domain by discrete Fourier transform. The weight 

parameters obtained after learning the image windows are 

multiplied by the test images in the frequency domain, and 

the possible position of the target is found. In the learning 

stage, three-dimensional color or oriented gradient histogram 

is used as feature vectors. The ridge regression problem is 

linearized by the kernel trick as follows. 

As shown in Equation (5), 𝑦𝑖 represents a target, 𝑓(𝑧) =𝑤 ⊤ 𝑧 represents function and 𝑥𝑖 refers to examples, and their 

regression targets minimize the square error on 𝑦𝑖.  𝑚𝑖𝑛𝑤 ∑(𝑓(𝑥𝑖) − 𝑦𝑖)2 + 𝜆 [𝑤]2𝑖                   (5) 

where 𝜆 is the regularization parameter for overfitting. The 

frequency representation is described as: �̂� =  �̂�∗ ⊙ �̂�𝑥∗ ⊙ 𝑥 + 𝜆                                   (6) 

where �̂� specifies the Fourier transform of w, 𝑥∗ is the 

complex conjugate of 𝑥, and ⊙ refers to the intelligent result 

as an element-wise production.  

As far as we know that the KCF algorithm is the fastest 

one in the literature for object tracking in video frames and 

provides high accuracy under controlled conditions in 

general. However, in cases where the target is overlapped 

and the target is out of sight because it only searches around 

its previous position, the follow-up task will fail due to no 

self-correction mechanism. In addition to its flaws, the 

aspect ratio does not change dynamically. 

D. PROPOSED METHOD 

Fig. 2. shows the block diagram of the proposed method 

that detects and tracks a moving object in real-time. The 

proposed method includes the YOLOv3-Tiny [27] network 

first when it starts an instant UAV search process in the first 

frame. If there is no UAV object in the scene, the algorithm 

works stably. If a UAV can be detected and recognized in 

each 1 and 30 x n frames, the bounding box information of 

the relevant object is given to the KCF [9] algorithm and the 

tracking process is started. Then, in every 30 x n frames and 

in cases where the KCF algorithm fails, the processes in the 

control phase are activated. In the control phase, the 

Euclidean distance between the central coordinates of the 

final results is estimated by the YOLO.  KCF algorithms are 

examined and the closest coordinates are found on a metric 

basis. The new calculated coordinates are given to the KCF 

algorithm through the update process and the KCF algorithm 

is retrained.  

The proposed real-time method automatically detects and 

tracks the UAV apparent in an image sequence through 

object detection, localization, and correction process. The 

details of the proposed method are shown in Algorithm 1. 

YOLO central coordinates 𝑥𝐷𝑗 , 𝑦𝐷𝑗  are updated in every 

thirty frames as a balance value between accuracy and speed. 

 

 

 

FIGURE 2. The algorithm framework 
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The YOLO algorithm only needs to be optimized to 

focus on object detection in the video frame and operate at 

high speed on machines without graphics cards. In cases 

where the KCF method fails due to problems caused by 

changes in scaling, lighting, transformation, and closure in 

the video frames, there is a need for an algorithm to find the 

position of the moving object again. For this reason, while 

YOLO is activated in the detection and localization of an 

object in every thirty frames, the KCF method is used only 

for tracking the detected object. As a result, a new approach 

has been designed that combines YOLO for object detection 

and KCF for tracking together in every 30 frames. In order 

to achieve a successful result, the YOLO network was first 

trained with a dataset composed of different UAV images 

captured from the real-time experiments. Then, considering 

the sudden frame jumps and acrobatic movements, it is 

predicted that the results of YOLO object detection may not 

coincide with the results of the KCF tracker. By checking the 

mentioned prediction in every thirty frames, as indicated in 

Eq. (7), the closest one on the metric basis was determined 

by using Euclidean distance between the (𝑚) central 

coordinates of the results predicted by YOLO where  

(𝑥𝐷𝑗 , 𝑦𝐷𝑗) and the central coordinates of the last result 

produced by KCF (𝑥𝐶 , 𝑦𝐶), and the KCF tracker was trained.  𝑚𝑖𝑛𝑗 𝜖 𝑚 (√(𝑥𝐶 −  𝑥𝐷𝑗)2 + (𝑦𝐶 − 𝑦𝐷𝑗)2)              (7) 

Determining the ideal threshold value to be thirty as a 

result of the trials and running of YOLO object detection by 

the algorithm once, in only thirty frames enabled the 

proposed method to run fast and stable without a graphic 

card. Consequently, the proposed method took advantage of 

accurate object detection and dynamic positioning from 

YOLO while using the KCF for speed and locking to a single 

target. 

ALGORITHM 1. UAV Tracking with Deep Learning and Image Processing  

    Input: image I, center coordinates 𝑥𝐶 , 𝑦𝐶 , 𝑥𝐷𝑗 , 𝑦𝐷𝑗, x, y, width w, height h, frame id Fid 

    Output: target state �̂�𝑡  

1   Set Fid  to zero and tracker is YOLO 

2   while true 

3         Fid = Fid +1 

4         if mod(Fid, 30) = 0 or if (Fid == 1) then 

5                 tracker is YOLO 

6              𝑥𝐷𝑗 , 𝑦𝐷𝑗 , 𝑤, ℎ = Get UAV Detection and Positioning Bounding Box  

7        else 

8                 tracker is KCF 

9               𝑥𝑐 , 𝑦𝑐 , 𝑤, ℎ = Get UAV Tracking Bounding Box 

10       end         

11       Control: 

12               x, y, w, h = Compare results for YOLO and KCF using equation (7) 

13       if (w>0) then 

14               Train the KCF follower with (x, y, w, h information) 

15               UAV Tracking  

16       end  

17 end  

1) DATASET COLLECTION 

Although there are many public data sets of human [4], car 

[3] for target tracking, there is no data set consisting only of 

UAVs concerning our specific problem. For that reason, the 

ATAUAV dataset which is one of our contributions is 

developed as a benchmark dataset for future scientific studies. 

Fig. 3. shows some sample images of our UAV dataset. 

Approximately 4500 images are collected from videos 

captured during test flights with our developed UAVs at 

Ataturk University. The videos are captured under an 

unconstrained environment with different weather conditions 

such as cloudy, cloudless, and rainy. The rest of the images are 

collected from searches on Google Images for the training 

process. We have a total of 10000 UAV images consisting of 

various UAVs in the dataset.  All UAV images are labeled 

frame by frame to obtain ground truth data that includes the 

centroid position of the detected object and 𝛥𝑥  width and 𝛥𝑦 

height distance parameters of bounding boxes. The number of 

images in the datasets is increased by 35% percent with the 

data augmentation technique and used in test and train. 

Besides, in order to prevent over-fitting, the images with 

moving objects such as humans and cars are added %10 

percentage to the dataset. 4000 images of the ATAUAV 

dataset were used to train the YOLOv3-Tiny network and 
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6000 images were used to the test of models. Fig. 3. shows 

samples images from our dataset. 

 

2)  GROUND CONTROL STATION (GCS) DESIGN AND 

IMPLEMENTATION 

The unmanned aerial vehicle (UAV) can be either 

controlled by a ground control station (GCS) by a pilot or 

autonomously controlled by embedded systems without a pilot 

[31]. The main purpose of our proposed and designed a new 

GCS is due to the lack of unique ground control station 

software which is computerized vision-based and able to 

track targets at a low-cost today. Fig. 4. shows the CPU-

based ground station software diagram. GCS controls the 

UAV movement along the basis axis. According to our 

tracking algorithm implemented at this station, based on the 

UAV movement axis control parameters, X-axis is used to 

control the roll (φ) and yaw (ψ) positions, Y-axis is used to 

control the altitude Z [26]. All these control parameters are 

tuned by PID controllers. The distance and position of a target 

object provided by the proposed tracking algorithm are used 

as input through the MAVLink [32-33] protocol. A dynamic 

front-facing camera is used to calculate the distance and 

position of the target. When the dynamic camera is mounted 

such that the camera looks down and the top of the image 

points to the front of the UAV, the roll, yaw, and pitch angles 

are defined as follows: 

Roll (φ); 
• This φ value is usually 0° 

Yaw (ψ); 

• If ψ = 0° and direct the camera towards to ground  

refers the top of the image points to the north 

• If ψ = 90° and direct the camera towards nadir (i.e.  

nadir), refers to the top of the image points to the east 

• If ψ = 270° and direct the camera towards nadir(i.e. 

nadir), refers top of the image points to the west 

Pitch (p); 

• If p = 0°, it means that the camera is looking down 

• If p = 90°, it means that the camera is looking 
forward 

The communication between UAV designed by uniquely 

and GCS is provided by the MAVLink [32-33] protocol that 

allows wireless bidirectional communication with UAV. 

 

 

FIGURE 3.  Sample frames from our ATAUAV dataset. The red bounding box indicates the ground truth annotation 

While GCS can send commands to control UAV position 

and direction, the UAV sends back information of its status 

[34]. Then, the target detected by the proposed method we 

recommend is displayed safely with the class name on the 

ground station monitor. We observed that the proposed 

method is fast and smooth in this system to detect and track a 

UAV target.
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FIGURE 4.  UAV detection and tracking using the CPU-based ground control station from an UAV and basic axis of movement of UAV 

III.  EXPERIMENTS AND RESULTS 

Experiments were carried out for the YOLOv3-Tiny 

network. While training the model, Google Colab was utilized 

and the NVIDIA Tesla P100 graphics card was used. While 

interpreting the results, Intel® Core ™ i5-7400 CPU 3.00GHz 

processor and Raspberry Pi 4, 4GB was used. In the 

experiment, as a measurement parameter, the precision and 

 

 

recall values of the UAV class with 6000 test images were 

calculated respectively. Then, F1-score is calculated using Eq. 

(8) and represented in Table 1. As seen from Table 1, the 

highest F1-score (0.93) is achieved in the YOLOv3-Tiny  with 

416 × 416 resized input image model. As it is known that a 

higher F1-score leads to more accurate classification results in 

the system.

TABLE I 
THE RESULTS OF 5 MODELS IN THE DATASET (t = 0.25) 

Model Precision Recall F1-score mAP (%) Avg IoU (%) Iteration 

YOLOv3-Tiny 288x288 0.91 0.88 0.89 90.62 69.9 11000 

YOLOv3-Tiny 352x352 0.93 0.84 0.88 90.93 71.0 12000 

YOLOv3-Tiny 416x416 0.95 0.91 0.93 95.22 74.6 10000 

YOLOv3-Tiny 480x480 0.90 0.90 0.90 92.29 67.1 11000 

YOLOv3-Tiny 544x544 0.90 0.85 0.88 91.55 66.8 11000 

𝐹1 =  21𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 1𝑟𝑒𝑐𝑎𝑙𝑙                           (8) 

For the UAV using the YOLOv3-Tiny 416 × 416 models, 

the highest mean success value among the 5 models is 

0.7456. YOLOv3-Tiny 416 × 416 is more robust than the 

other models. Besides, when comparing the methods, the 

OPE (One Pass Evaluation Protocol) was used because the 

precision scores should be taken into consideration for a fair 

comparison. The overlap between the position (𝑅) produced 

by the method for the objects detected and the real position 

(ground-truth) (𝛽) of the target objects manually determined 

by humans was taken into account for calculating success 

scores and the IoU (Intersection over Union) ratio was 

calculated by, 

𝐼𝑜𝑈 =  𝑎𝑟𝑒𝑎|𝛽 ∩ 𝑅|𝑎𝑟𝑒𝑎|𝛽 ∪ 𝑅|                                (9) 

When IoU value is obtained less than 50% percentage, the 

position turned is defined as false (false positive - FP). In 

contrast, it is defined as true (true positive - TP) while if the 

method could not produce a position, it was counted as 

missing (false negative - FN). This process was repeated by 

the amount of the frames in the whole data set, and the ratio 

of the successful frames to the whole frame was found and 

achieved as a success score. Then, the precision-recall curves 

were used to determine the mean precision-mAP. The 

iteration values of the highest mAP scores are given in Table 

1. 
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FIGURE 5. The success rate of the dataset created  

Fig. 5. shows the success rate of the data set in different 

iterations. The performance of the proposed method is 

compared with the GOTURN, CRST, and KCF algorithms as 

shown in Fig. 6. The sample frames are selected randomly 

under different scale variations and lighting changes. As 

shown from the figure, all algorithms perform well under the 

controlled environment but the CRST and KCF algorithm fails 

in scale variations and cluttered background. 

The proposed method was compared with KCF [9], 

GOTURN [26], CSRT [18], TLD [19], MIL [20], and BACF 

[21] on real-time live video, which was used in similar studies 

in the literature. In this comparison, the ATAUAV dataset was 

used for YOLOv3-Tiny as a training process. Since the 

UAVHDB [35] data set could not be reached, this data set 

could not be tested on the proposed method. 

 

FIGURE 6.  Performance evaluation of OURS and other trackers on ATAUAV dataset 
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TABLE II 
THE PERFORMANCE OF THE METHODS ON ATAUAV DATA SET AND HYBRID TRACKER DATA SET [35] (UAVHDB)  

Method Data Set Hardware Success Precision Avg. Speed (fps) 

Ours ATAUAV CPU 0.827 0.827 29.6 

YOLOv3-Tiny 416x416 [27] ATAUAV CPU 0.694 0.910 13.4 

KCF [9] ATAUAV CPU 0.117 0.190 76.4 

GOTURN [26] ATAUAV CPU 0.513 0.701 20 

CSRT [18] ATAUAV CPU 0.244 0.482 29.3 

TLD [19] ATAUAV CPU 0.196 0.253 16.2 

MIL [20] ATAUAV CPU 0.207 0.364 9.3 

BACF [21] ATAUAV CPU 0.203 0.321 21.6 

Saribas et al. [35] UAVH UAVHDB GPU 0.561 0.773 53.5 

Saribas et al. [35] UAVH-Tiny UAVHDB GPU 0.524 0.737 69.2 

Saribas et al. [35] YOLOv3-Tiny UAVHDB GPU 0.461 0.630 47.1 

The precision and success scores of the methods are shown 

in Table 2. Also, the performance of the methods tested on 

Raspberry Pi 4, 4 GB are shown in Table 3. It is observed from 

the table that the method we recommend combines the 

precision of YOLO with the high fps speed of KCF and so, it 

provides the highest success scores and can track targets on 

low-cost hardware.  

The proposed method runs 16.2 fps faster than YOLOv3-

Tiny running at 13.4 fps, and its overall success rate is the 

highest with 82.7% as seen in Table 2. Besides, it is 

understood that although the precision rate decreased by 8.3%, 

it has the highest rate compared to other studies. As can be 

seen in the tables, the method running on the CPU and 

Raspberry Pi in real-time has a high precision value and 29.6 

and 19.7 fps speed respectively.  

Fig. 7. shows an indicator screen from UAV and Fig. 8. 

depicts an example of visualization on our CPU-based ground 

control station of the proposed real-time method. The station 

allows tracking the position and attitude of the aircraft on a 

map displayed directly on the computer. It also allows the 

display of the main variables of the UAV, sent via a radio link. 

Besides, the system provides a user-friendly interface to 

instantly monitor some UAV parameters such as speed, 

altitude, battery status, and aerodynamic information.

TABLE III 
THE PERFORMANCE OF THE METHODS ON ATAUAV DATA SET WITH Raspberry Pi 4, 4GB 

Method Data Set Hardware Avg. Speed (fps) 

Ours ATAUAV Raspberry Pi 4 19.7 

YOLOv3-Tiny 416x416 [27] ATAUAV Raspberry Pi 4 1 

KCF [9] ATAUAV Raspberry Pi 4 46.1 

GOTURN [26] ATAUAV Raspberry Pi 4 2 

CSRT [18] ATAUAV Raspberry Pi 4 5.2 

TLD [19] ATAUAV Raspberry Pi 4 3.4 

MIL [20] ATAUAV Raspberry Pi 4 3.8 

BACF [21] ATAUAV Raspberry Pi 4 4.3 

 

FIGURE 7.  Our GCS indicator screen 
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FIGURE 8.  Recommended method success on our ground control station 

IV. CONCLUSION 

In this study, we design a low-cost tracking system 

without a graphic card. YOLOv3-Tiny is used to detect and 

recognize the UAV that improves success, and precision 

scores. KCF algorithm is used to track the detected object 

that improves the fps speed. We observed that the proposed 

approach provides the highest accuracy rate as 82.7% and a 

mean fps speed as 29.6 on CPU. A new benchmark 

ATAUAV dataset is created to be used in scientific studies. 

The ground control station is developed to control UAV and 

monitories the performance of the algorithms. 
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