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Abstract— In this paper, we consider the development of a
rotorcraft micro aerial vehicle (MAV) system capable of vision-
based state estimation in complex environments. We pursue
a systems solution for the hardware and software to enable
autonomous flight with a small rotorcraft in complex indoor and
outdoor environments using only onboard vision and inertial
sensors. As rotorcrafts frequently operate in hover or near-
hover conditions, we propose a vision-based state estimation ap-
proach that does not drift when the vehicle remains stationary.
The vision-based estimation approach combines the advantages
of monocular vision (range, faster processing) with that of
stereo vision (availability of scale and depth information),
while overcoming several disadvantages of both. Specifically,
our system relies on fisheye camera images at 25Hz and
imagery from a second camera at a much lower frequency for
metric scale initialization and failure recovery. This estimate is
fused with IMU information to yield state estimates at 100Hz
for feedback control. We show indoor experimental results
with performance benchmarking and illustrate the autonomous
operation of the system in challenging indoor and outdoor
environments.

I. INTRODUCTION

Rotorcrafts, and quadrotors in particular, are able to

adeptly fly in 3-D environments with the ability to hover in

place and quickly maneuver around clutter and obstacles. For

this reason, rotorcrafts are an attractive platform for search-

and-rescue and first-response applications. However, one of

the key challenges for autonomous flight is the lack of low-

power and lightweight sensor solutions for state estimation.

While 3-D lidars are used in many settings, their mass ex-

ceeds most MAV payload capacities. Lightweight laser-based

solutions are available but are mostly suitable for 2-D and

2.5-D indoor environments. Indeed, in our previous work [1],

we developed a state estimation method based on laser and

IMU sensors to enable a MAV to fly autonomously in a struc-

tured indoor environment. Our assumption of a rectilinear

model of the environment in this previous work necessarily

limited the capabilities of the MAV and prevented operation

in more complex unstructured environments. Stereo-based

solutions can potentially be scaled down in terms of weight

and power but the resulting smaller baseline can make them

unsuitable for large spaces [2].

In this paper, we focus on the problem of estimating

the state of a micro aerial vehicle using only onboard

cameras and an IMU, with a modest netbook processor
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Fig. 1. The experimental platform with onboard computation (Intel Core
2 Duo 1.86 GHz processor) and sensing (right: primary fisheye camera,
center: IMU, left: secondary camera).

whose power budget is less than 5% of the power required

to fly. The problem of monocular visual-inertial (VINS)

state estimation is well studied in the literature [3]–[5]. A

nonlinear observability analysis of the estimation problem

shows the presence of unobservable modes that can only be

eliminated through motions that involve non-zero linear ac-

celerations [4, 5]. Indeed, this motion is required to estimate

the metric information that is otherwise not available. Thus

it may be difficult to directly use state-of-the-art, tightly-

coupled VINS systems such as the ones described in [6] on

rotorcrafts, when the missions may require the rotorcraft to

hover in place for extended periods of time. Moreover, these

approaches often have complexity that scales with respect to

both the number of features and the number of observations

of a specific feature, making them difficult to use with low-

power and lightweight processors at high frame rates.

To our knowledge, the only functional monocular vision-

based autonomous rotorcraft MAV is proposed in [7] and

uses a modified version of the Parallel Tracking and Mapping

(PTAM) software [8] for pose estimation using a downward-

facing camera. It is clear that while PTAM offers a powerful

framework for real-time visual tracking and SLAM, it was

originally designed for augmented reality applications and as

such may not be the best approach for MAV state estimation.

We believe better performance and computational efficiency

can be achieved by leveraging additional sensors onboard the

vehicle. Further, this approach relies on using a downward-

facing camera which may not be sufficient for low-altitude

operation with potentially large changes in depth (height)

and rapid changes in the observed environment as propeller

downwash interacts with vegetation and debris. Finally, a

downward-facing camera severely limits the application of

vision-based obstacle detection for planning and control

purposes.

Stereo vision-based state estimation approaches for au-

tonomous MAVs such as those proposed in [2, 9, 10] do

not suffer from the problem scale drift as seen in monocular
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Fig. 2. The vision-based state estimation system design with update frequency.

systems or limit the observable camera motion. However, due

to a limited baseline, stereo vision systems are often unable

to make use of the information from distant features.

At the other end of the spectrum, there are many successful

attempts at integrating vision for autonomous flight which

do not rely on estimates of metric state estimation [11, 12].

While sensors that yield, for example, only optical flow

or visual odometry can be used for low-level control, they

fundamentally limit the flight capabilities of the MAV when

operating in complex environments.

The main contribution of this paper is a systems solu-

tion (hardware, software, and algorithms) to enable vision-

based state estimation onboard a rotorcraft MAV and permit

autonomous flight in complex unstructured environments.

Our solution combines the advantages of monocular vision

(longer range and faster processing) with that of stereo vision

(availability of scale and depth information), while overcom-

ing the disadvantages of monocular vision (unobservability

and drift) and stereo (small baseline and shorter range). Thus

our approach relies on the fusion of information from a high

frame-rate forward facing fisheye camera, a low frame-rate

second camera, and an IMU. We choose to decouple the

problems of attitude and position estimating and develop a

constant time complexity vision-based state estimator. Our

approach is particularly apt for rotorcraft state estimation

as it does not exhibit pose estimate drift while the vehicle

hovers. Second, we design and implement our approach

on a quadrotor platform using only onboard computation

and processing. We benchmark the system performance and

present several experimental studies of autonomous operation

in challenging indoor and outdoor environments.

II. APPROACH

For this work, we focus on addressing the problem of

developing a high-rate state estimation methodology that

permits autonomous rotorcraft MAV flight. We do not ad-

dress the full vision-based SLAM problem [13, 14] as these

approaches are too computationally expensive to operate in

real-time on the MAV onboard computer. Given our prior

remarks regarding the observability requirement of motion

during flight for monocular vision-based methods, we choose

to use two cameras in this work, a primary forward facing

fisheye camera that operates at a high-rate for pose estimation

and local mapping, and a secondary camera that operates at

a low-rate and compensates for the limitations of monocular

vision-based approaches. Note that although we have a

stereo camera arrangement on our MAV, we do not rely on

stereo correspondences to perform motion estimation. We

now detail our methodology following the logical ordering

suggested by the system diagram (Fig. 2).

A. Camera Model, Feature Detection and Tracking

Both cameras in the system are modeled with a spherical

camera model and calibrated using the Omnidirection Cal-

ibration Toolbox [15]. For the primary camera that runs at

25Hz, we detect and track Shi-Tomasi corners [16] using

the KLT tracker [17]. It is worth noting that due to the

limited motion that occurs between image frames, we are

able to perform the feature detection and tracking calcula-

tions on the distorted fisheye camera image, reducing the

overall computational burden of this step. Using the camera

calibration parameters, all features are transformed into unit

length feature observation vectors uC
ij for further processing.

Here we denote uC
ij as an observation of the ith feature in

the jth image in the camera body frame.

B. Pose Estimation via 2D-3D Correspondences

We begin by assuming a known 3-D local feature map and

detail the initialization and maintenance of this map later in

this section. Given observations of a local map consisting

of known 3-D features, the 3-D position of the camera can

be estimated by minimizing the sum-of-square reprojection

error of the observed features:

rj = argmin
rj

∑

i∈I

∥

∥

∥

∥

rj − pi

‖rj − pi‖
× uij

∥

∥

∥

∥

2

(1)

where, as shown in Fig. 3, rj is the 3-D position of the

camera in the world frame when the jth image is captured,

I represents the set of features observed in the jth image,

and pi is the 3-D position of the ith feature in the world

frame. uij is a unit length vector in the unrotated camera

frame such that

uij = RW
I RI

Cu
C
ij (2)

where RW
I and RI

C are rotation matrices representing the

orientation of the IMU in the world frame and the orientation

of the camera in the IMU frame, respectively. RW
I is obtained

from the IMU and RI
C is calibrated offline.
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Fig. 3. Notation. rj is the position vector of the jth camera pose in the

world frame and pi is the position vector of the ith feature in the world
frame. uij is a unit length vector in the unrotated camera frame.

Note that (1) is nonlinear, however, if we assume that the

translative motion of the camera between two consecutive

images is small, we can approximate (1) as:

rj = argmin
rj

∑

i∈I

‖(rj − pi)× uij‖
2

di
(3)

where di = ‖rj−1 − pi‖ are known quantities. By taking

the derivative of (3) and setting it to zero, we obtain a linear

system with the optimal camera position rj as the solution:

(

∑

i∈I

I3 − uijuij
T

di

)

rj =
∑

i∈I

I3 − uijuij
T

di
pi (4)

Equation (4) always represents three equations in three

unknowns, regardless of the number of observed features.

Therefore, the position estimation problem can be solved

efficiently in constant time.

A minimum of two feature correspondences are required

to solve this linear system. As such, an efficient 2-point

RANSAC can be applied for outlier rejection. This leads

to significant reduction of the required computation load

compared to the traditional 5-point algorithm [18].

C. Monocular Vision-Based Local Mapping

As stated in Sect. II-B, a map consisting of 3-D features is

required to estimate the position of the camera. We approach

the local mapping problem as an iterative procedure where

the position of the camera is assumed to be a noiseless

quantity. We do not perform optimizations for the position of

both the camera and the features at the same time (following

traditional SLAM approaches) due to CPU limitations.

We define the local map as the set of currently tracked 3-

D features and cull lost features from the map. New features

are added to the local map if the current number of features

is smaller than the maximum allowable feature count. Given

a set of J observations of the ith feature at different camera

positions, we can formulate the 3-D feature location pi via

triangulation as:

pi = argmin
pi

∑

j∈J

‖(pi − rj)× uij‖
2

(5)

and solve for it via the following linear system:




∑

j∈J

I3 − uijuij
T



pi =
∑

j∈J

(

I3 − uijuij
T
)

rj (6)

Again, it can be seen that regardless of the number of

observations of a specific feature, the dimensionality of (6)

is always three. This enables multi-view triangulation with

constant computation complexity. Moreover, the condition

number or the ratio between the minimum and maximum

eigenvalues of the matrix
(

∑

j∈J
I3 − uijuij

T
)

gives us

information about the quality of the solution of the lin-

ear system. We evaluate every feature based on this ratio

(λmin/λmax) and reject specific features as unsuitable for

feature triangulation based on a predefined threshold.

D. Low Frame Rate Stereo Correspondence

The secondary camera (running at 1Hz) tracks Shi-Tomasi

corners augmented with BRIEF [19] descriptors in order to

perform stereo correspondence with the features observed

and tracked by the primary camera. With a known extrinsic

camera calibration, we eliminate outlier features using the

epipolar geometry constraint. Features are triangulated using

the associated stereo correspondence and added to the local

map. Additionally, we initialize the estimation approach

detailed in Sect. II-B using a local 3-D feature map generated

using stereo observations.

The stereo-based feature update runs alongside the monoc-

ular mapping thread. For each feature, if both stereo and

monocular-based location estimates are available, the stereo-

based location is preferred for camera position estimation.

While, this low frame rate stereo correspondence does not

provide sufficient information for camera position estimation,

it does enable the initialization of the local map and failure

detection and recovery. By reducing the update rate of the

stereo vision subsystem, we greatly reduce the computational

overhead while benefitting from the improved state estimate

via the stereo pair correspondance.

E. Failure Detection and Recovery

We now introduce two heuristics to detect the failure of

the monocular vision algorithm to accurately track features

based on stereo correspondance. Such estimation failures are

fatal for the MAV and can occur when the camera undergoes

a large rotation with negligible translation, resulting in the

sudden lost of features.

The first heuristic seeks to cross-validate the expectation

of the observed feature positions in the camera frame based

on features from both the monocular and stereo camera

subsystems. If we combine both features sets into a common

set K, this ratio is stated as:

γ =
1

|K|

∑

k∈K

‖pk − rj‖

‖ps
k − rj‖

(7)

where ps
k is the location of feature k obtained by stereo

correspondence. The two subsystems are consistent when

γ ≅ 1 and inconsistent otherwise.



Alternatively, we can compute the error between state

estimates according to the calculations based on the fully

decoupled monocular and stereo vision-based features. We

note a failure if the error in state estimates grows beyond a

threshold.

During failure recovery, we cull the local map of all feature

positions obtained via the monocular-vision subsystem and

reinitialize the map based on stereo-vision triangulated fea-

tures (ps). We also purge the history of all tracked features,

consequently reinitializing the scale estimation based on ps.

F. UKF-Based Sensor Fusion

The 25Hz pose estimate from the vision system alone

is not sufficient to control the robot. We therefore employ

a UKF (Unscented Kalman filter) framework with delayed

measurement compensation to estimate the pose and velocity

of the robot at 100Hz [20]. The system state is defined as:

x =
[

s, ṡ,Φ,ab,Ψb

]

T (8)

where s = [x, y, z] T is the position of the robot; Φ =
[φ, θ, ψ] T is the roll, pitch, and yaw Euler angles that repre-

sent the 3-D orientation of the robot; ab =
[

abx , aby , abz
]

T

is the bias of the 3D accelerometer in the body frame; and

Ψb = [φb, θb]
T is the bias of the roll and pitch estimate from

the IMU. We avoid the need to estimate the metric scale in

the filter (as in [7]) through the stereo-based reinitialization

noted above.

1) Process Model: We consider an IMU-based process

model:

u = [ω, a] T = [ωx, ωy, ωz, ax, ay, az]
T (9)

v = [vω, va, vab
] T (10)

xt+1 = f(xt, ut, vt) (11)

where u is the body frame angular velocities and linear accel-

erations from the IMU. v represents additive Gaussian noise

associated with the gyroscope, accelerometer, accelerometer

bias, and IMU attitude bias.

2) Measurement Model: The position estimate from the

vision system is first transformed to the IMU frame and then

assembled with the orientation estimate from the IMU to

form a 6-DOF pose measurement:

z =

[

r+RW
I RI

Cd
I
C

Φ

]

(12)

where dI
C is the translation between the camera and the IMU.

The measurement model is linear and may be written as:

z = Hx+ n (13)

where H extracts the 6-DOF pose in the state and n is

additive Gaussian noise. The measurement model is linear

and the measurement update can be performed via a KF

update step.

G. Control

Although the focus of this work is primarily the state es-

timation considerations required for autonomous navigation,

we wish to build a complete autonomous MAV system that

uses the onboard state estimate for feedback control. As such,

we implemented an LQR controller based on a linearized

system model [21]. During the experiments, the operator

either directly commands the velocity of the robot or sends

high-level waypoint commands. When no command is given,

the robot hovers in place. Details of the control subsystem

are provided in our prior work [1].

III. EXPERIMENTAL RESULTS

A. Experiment Design and Implementation Details

The robot platform is the Pelican quadrotor sold by

Ascending Technologies, GmbH [22] and equipped with an

IMU (accelerometer, gyroscope) and and AutoPilot board

with two ARM7 processors. We developed custom firmware

to run on the embedded processor to address attitude stabi-

lization requirements. The other computation unit onboard

is an Intel Core 2 Duo 1.86 GHz processor with 2GB of

RAM installed on a baseboard developed by the PIXHAWK

team [23] with a 120GB SSD hard drive. The sensors on

the robot include two uEye 1220SE cameras that capture

images with 752 × 480 resolution. A Fujinon 1.4 mm f1.4

fisheye lens with 185 degrees field of view is installed on

the primary camera that runs at 25Hz. A Kowa 3.5 mm

f1.4 lens is installed on the secondary camera that runs at

1Hz. We also added a MicroStrain 3DM-GX3-25 IMU for

enhanced attitude estimation performance. Communication

with the robot for monitoring experiment progress is via

802.11g networking. The total mass of the platform is 1.983

kg.

All algorithm development is in C++ using ROS [24] as

the interfacing robotics middleware. We utilize the OpenCV

library [25] for corner and descriptor extraction. The max-

imum number of features is set to be 1000. We deter-

mine the threshold for monocular-based feature triangulation

(λmin/λmax, Sect. II-C) by performing triangulation of a

checkerboard with known size. We pick the threshold when

the triangulation error is less than 5%. The threshold that

triggers failure of the monocular-based algorithm (γ, Sect. II-

E) is set to be 0.9. We experimentally verified that the

quality of the roll and pitch estimate from the IMU is

sufficiently good and does not drift over time. Therefore,

during actual implementation, we do not include the bias in

attitude estimate Ψb in the UKF state vector (Sect. II-F). All

computation is done onboard the robot. The whole system

consumes approximately 50% of the CPU power.

The experiment environment includes a laboratory space

(Fig. 4) equipped with a sub-millimeter accurate Vicon

motion tracking system [26], and a courtyard in the School

of Engineering and Applied Science at the University of

Pennsylvania. Three experiments are presented: (1) a study of

the estimator performance compared to ground truth data; (2)

autonomous hovering using the onboard state estimation for



Fig. 4. The laboratory space that the indoor experiments are performed.
There is no special modification to the lab. No artificial features are used.

Fig. 5. The local map maintained by the vision system during the
experiment (Sect. III-B) in a laboratory environment (Fig. 4). The structure
of the lab is clearly visible. Red dots are features that are triangulated via the
monocular vision-based mapping (Sect. II-C). The intensity level of the red
dots indicates the quality of the triangulation. Blue dots represent features
that are triangulated via stereo correspondence (Sect. II-D). All features in
the map are visible in a single image.

feedback control; and (3) autonomous navigation in complex

environments.

B. Evaluating Estimator Performance

The first study considers the accuracy of the onboard esti-

mate compared to the Vicon estimate (Fig. 6) while the robot

is commanded via operator velocity inputs. The local map

maintained by the vision system is shown in Fig. 5. Since our

approach does not enforce global consistency, we expect that

a slow drift may occur in the position estimate (Figs. 6(a) and

6(c)). However, we can empirically verify that the scale and

the shape of the position estimate matches with the ground

truth. On the other hand, the onboard velocity estimate

TABLE I

AVERAGE NUMBER OF MONOCULAR-BASED AND STEREO-BASED

FEATURES WITH CHANGING YAW RATE.

Avg. Yaw Rate (deg/s) Avg. Mono. Feat. Avg. Stereo Feat.

0.14 355.16 56.60
6.43 125.92 36.76
11.04 67.79 18.69
33.01 6.00 18.09
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Fig. 6. Error between the estimates according to the Vicon and onboard
estimator while the robot flies in a laboratory environment.

compares well with the Vicon estimates with standard devia-

tions of {σvx
, σvy , σvz

} = {0.0512, 0.0383, 0.0317} (m/s).

Note that the Vicon velocity estimate is obtained by a one-

step numerical derivative of the position and in fact more

stochastic than the onboard velocity estimate. Therefore, it

is likely that the actual velocity estimation error are smaller

than the values reported above.

We conducted further experiments to evaluate the effects

of yaw rate on estimator performance by evaluating the

number of tracked features as the robot flies in a trajectories

that are similar to Fig. 6(c) in shape, but with different yaw

rate. In Table I, we report the average number of features that

are triangulated from monocular and stereo observations in

each trial. As the yaw rate increases, the number of valid

monocular-based features drops rapidly due to insufficient
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Fig. 7. The robot is commanded to hover at {0, 0, 0.9} based only on
feedback from the onboard estimator.

translation while the feature is observable. The stereo-based

also degrade, but less severely, permitting state estimation

and normal operation. Clearly, these results support the

argument that stereo observations, even at a low rate, improve

the robustness of the state estimation algorithm enough to

motivate the inclusion of an additional camera despite the

added payload cost.

C. Autonomous Hovering

In the second study, the robot is commanded to

hover about a fixed point using the onboard state es-

timate for feedback control (Fig. 7). As expected and

(a) (b)

(c) (d)

Fig. 8. Autonomous navigation in a complex environment that contains
buildings, trees, shrub, and grass. We highlight the position of the robot
with a red circle. Videos of the experiments are available at http://
www.seas.upenn.edu/˜shaojie/ICRA2013.mp4.
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Fig. 9. The trajectory of the robot in the autonomous navigation experiment.

by design, in the hover case, the feature set does not

change significantly and as such, there is very little drift

in the onboard position estimate (Figs. 7(a) and 7(c)).

The standard deviations of the error of the onboard

estimate in position and velocity are {σx, σy, σz} =
{0.0059, 0.0341, 0.0099} (m) and {σvx

, σvy
, σvz

} =
{0.0170, 0.0176, 0.0251} (m/s). The hover performance dur-

ing closed loop control based on the onboard state estimate

is {σx, σy, σz} = {0.0313, 0.0529, 0.0272} (m).

D. Autonomous Navigation in Complex Environments

We now consider a study of autonomous navigation in

complex 3-D environments. The experimental environment

contains a mixture of buildings, trees, shrub, and grass. The

robot is commanded to autonomously follow a sequence of

waypoints with a maximum speed of 0.5m/s. The duration of

this experiment is 160.2 seconds and the total flight distance

of the robot is 52.3m. Images of the robot flying is shown

in Fig. 8. The robot returns to the starting position after the

flight. The trajectory of the robot is shown in Fig. 9. As

expected, there is a small amount drift in the position due

to the lack of global consistency enforcement. However, this

http://www.seas.upenn.edu/~shaojie/ICRA2013.mp4
http://www.seas.upenn.edu/~shaojie/ICRA2013.mp4


slow drifting does not affect the flight performance. Note

that during the experiment, the downwash generated by the

propellers causes significant movement of shrub and grass

that are directly under the robot (Fig. 8(b)). Such changes

in the environment may impact the performance of systems

requiring downward facing cameras. Empirically, we observe

that during the experiment the vehicle maintains consistent

and stable operation.

IV. CONCLUSION AND FUTURE WORK

In this paper, we detail a systems solution (hardware, soft-

ware, and algorithms) to enable vision-based state estimation

onboard a rotorcraft MAV and permit autonomous flight in

complex unstructured environments. Our solution balances

the advantages and disadvantages of monocular and stereo

vision based approaches to yield a robust real-time solution

that operates on a netbook class processor. Our approach

is particularly apt for rotorcraft state estimation as it does

not exhibit estimate drift while the vehicle hovers. We detail

the design and implementation our approach on a quadrotor

platform using only onboard computation and processing.

We benchmark the system performance and present several

experimental studies of autonomous operation in challenging

indoor and outdoor environments.

We are interested in several research directions building

upon this work. First, we must address the global consistency

problem which we do not consider in this work. To this end,

we are currently investigating appearance-based loop closure

detection methods such as those in [13, 14]. Additionally,

we are interested in addressing the problem of vehicle path

planning given local (or global) maps which represent the

spatially projected locations of observed features. These

maps clearly pose a challenge when considering path plan-

ning as they lack or indirectly represent the necessary free-

space information required to ensure collision free plans.
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