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A traditional approach for investigating speech percep-
tion is to explore the perceptual boundaries between pho-
netic categories.Typically, examinationsof phoneticbound-
aries involve a phoneme identification task, using speech
sounds taken from a continuumvarying along an acoustic
dimension.One phoneticdimension that has been explored
extensivelywith respect to perceptual boundaries is voic-
ing. Voiced initial stop consonants (/b/, /d/, and /g/) differ
from their voiceless counterparts (/p/, /t/, and /k/) pri-
marily in voice onset time (VOT), the interval between
consonant release and the onset of vocal-fold vibration,
such that voiced consonants have shorter VOTs than do
voiceless consonants.Accordingly, when listeners are pre-
sented with stimuli from a continuum of sounds varying
only in VOT, they tend to identify the consonants with
short VOTs as voiced and those with long VOTs as voice-
less, with the perceptual boundary occurring at an inter-
mediate VOT.

Studies in which phonetic categorization has been ex-
aminedhave consistentlydemonstratedthat the locationsof
voiced–voiceless boundaries along a VOT continuum are
highly sensitive to a variety of contextual factors (Repp &
Liberman, 1987).One such factor is the acoustic-phonetic
property, placeof articulation.It is well establishedthat per-

ceptual voicing boundaries for bilabial (/b/ and /p/), alve-
olar (/d/ and /t/), and velar (/g/ and /k/) stop consonants
occur at successively longer VOTs (Lisker & Abramson,
1970). This shift in boundaries is consistent with the dif-
ferences in speech production in VOT across the different
places of articulation, with successively longer VOTs for
/p/, /t/, and /k/ (Lisker & Abramson, 1964). Another
acoustic-phoneticfactor that affects voicing boundaries is
speaking rate. Voicing boundaries (e.g., between /b/ and
/p/) occur at shorter VOTs for short syllables,which reflect
a fast speaking rate, than for long syllables,which reflect a
slow speaking rate (Summerfield, 1981). Voicing bound-
aries are also influenced by contextual factors that involve
higher order knowledge, such as lexical status. Specifi-
cally, stimuli along a VOT continuum tend to be identified
more often in such a way that they form words rather than
nonwords, resulting in a boundary shift (e.g., Ganong,
1980; Miller & Dexter, 1988; Pitt, 1995). For example,
when a final /f/ and a final /s/ are appended to the stimuli
from an auditory /bi/–/pi/ continuum to create one series
that varies from a word to a nonword (beef–peef ) and an-
other series that varies from a nonword to a word (beace–
peace), the voicing boundary occurs at a shorter VOT
along the beace–peace series than along the beef– peef
series.

Thus, a variety of contextual factors have systematic ef-
fects on phonetic boundaries along auditory continua
varying in VOT. Interestingly, contextual effects are not
limited to the auditory domain; research has shown that
voicing boundaries are also sensitive to visually specified
contextual factors. One example was provided in a study
by Green and Kuhl (1989) that examined whether visual
place of articulation, like auditory place of articulation,
has a systematic effect on voicing boundary locations. To
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test this, Green and Kuhl exploited the McGurk effect
(McGurk & MacDonald, 1976), a phenomenon that oc-
curs when an auditory signal specifying a particular pho-
netic segment is presented in conjunction with a visual
signal specifying a different phonetic segment with a dis-
tinct place of articulation (e.g., an auditory utterance of
/ba/ presentedwith a visual /da / or /ga /). When presented
with these stimuli, subjects often report that they perceive
a phonetic segment different from the one specified by the
auditory signal (e.g., an auditory /ba / with a visual /da/
or visual /ga / is often identified as /da /), reflecting the
perceptual integration of the information across the two
modalities(MacDonald&McGurk, 1978;Massaro, 1987,
1998).Green and Kuhl presented auditory stimuli from an
/ibi /–/ipi / continuumin an auditory-onlyconditionand in
an audiovisual condition in which the auditory stimuli
were presented with an incongruent visual token of /igi/.
Because the incongruent visual stimulus gave rise to a
McGurk effect, subjects perceived /idi/ and /iti/ in the au-
diovisual condition,whereas they perceived /ibi/ and /ipi/
in the auditory-only condition. Importantly, the voicing
boundary between perceived /d/ and /t/ in the audiovisual
conditionoccurred at a longerVOT than the boundary be-
tween /b/ and /p/ in the auditory-onlycondition.This shift
parallels the difference in voicing boundaries typically
found between auditory /b/–/p/ and /d/–/t/ continua, even
though Green and Kuhl held constant the auditory prop-
erties of the stimuli relating to place of articulation.Green
and Kuhl’s findings indicate that with respect to voicing,
perceivers use visual, as well as auditory, information
about place of articulation when determining boundary
locations.

The studies discussed thus far have examined the ef-
fects of various contextual factors on the perception of
voicing by demonstrating shifts in the boundariesbetween
voiced and voiceless consonants.However, researchers in
recent years have also investigated listeners’ perceptual
sensitivity to contextual factors within the perceptual cat-
egory for voiceless consonants. Considerable evidence
now exists that phonetic categories have a well-defined
graded internal structure, such that certain tokens within
a category are consideredbetter exemplars of the category
thanare other tokens(e.g.,Kuhl, 1991;Miller, 1994;Samuel,
1982). Several studieshave specifically addressed internal
category structure with respect to VOT, using a goodness-
rating task. Subjects are presented with stimuli from ex-
tended VOT continua, ranging from very short to ex-
tremely long VOTs, and are asked to rate each stimulus
according to how good an exemplar of a particular pho-
netic category it is (Allen & Miller, 2001; Miller &
Volaitis, 1989; Volaitis & Miller, 1992; Wayland, Miller,
& Volaitis, 1994). Along such a continuum, stimuli with
the shortest VOTs are perceived as voiced consonants
(e.g., /b/), stimuli with somewhat longer VOTs are per-
ceived as voiceless consonants (e.g., /p/), and stimuliwith
the longest VOTs are perceived as breathy, exaggerated
versions of the voiceless consonant (labeled with *, as in
*/p/). Accordingly, when subjects are asked to rate stim-

uli from an extended VOT continuum as exemplars of a
voiceless consonant (e.g., rating stimuli from a /b/–/p/–
*/p/ continuum as exemplars of /p/), the stimuli falling
within a certain range of VOTs receive very high ratings,
and ratings systematically drop as VOT increases or de-
creases from this best-exemplar range. In these studies,
the best-exemplar range for a particular continuum is de-
termined by identifying the range of VOTs at which the
ratings are higher than some criterial value (for example,
90% of the highest rating for the continuum) and by lo-
cating the lower and upper limits of this range.

In several studies, Miller and colleagues have demon-
strated that the internal structure of phonetic categories
can be systematically affected by contextual variables in a
manner that is consistentwith the variables’ effects on cat-
egory boundaries (e.g., Hodgson & Miller, 1996; Miller,
1994;Miller,O’Rourke,& Volaitis,1997). Two factors that
have been shown to affect the internal category structure
of voiceless consonants are speaking rate and place of ar-
ticulation. Miller and Volaitis (1989; see also Allen &
Miller, 2001;Volaitis& Miller, 1992) found that the effect
of speaking rate not only occurs at voicing boundaries
(i.e., as was noted earlier, the voicing boundary for short
syllables occurs at a shorter VOT than does the boundary
for long syllables), but also extends throughout the best-
exemplar range for /p/. Specifically, they found that both
the lower and the upper limits of the best-exemplar range
for /p/ occurred at shorter VOTs for a /bi/–/pi/–*/pi/ con-
tinuumwith short stimuli than for a continuumwith long
stimuli (see alsoWayland et al., 1994, for an effect of sen-
tential speaking rate on best-exemplar ranges). Evidence
for an effect of place of articulation on the internal cate-
gory structure of voiceless consonants was provided by
Volaitis and Miller, who found that the best exemplars of
/ki/ along a /gi/–/ki/–*/ki/ continuum occurred over a
range of longer VOTs than did the best exemplars of /pi/
along a /bi/–/pi/–*/pi/ continuum, again evidenced by
shifts in both the lower and upper limits of the respective
best-exemplar ranges. This shift is consistent with the
finding, noted earlier, that the /g/–/k/ boundary occurs at
a longer VOT than does the /b/–/p/ boundary (Lisker &
Abramson, 1970). Together, these findings indicate that
contextual variables can have effects that are not limited
to the boundaries between voicing categories but that ex-
tend far into the voiceless consonant category.

Interestingly, though, recent work has demonstrated
that not all contextual variables that affect voicing bound-
aries also affect internal category structure. In a recent
study,Allen andMiller (2001) tested whether the effect of
lexical status on category boundaries, described earlier,
would extend throughout the voiceless category. They
compared goodness ratings for /p/ in matched beace–
peace–*peace and beef–peef–*peef continua (where /p/
yielded a word in the former continuumbut a nonword in
the latter) and found that lexical status affected only the
portion of the best-exemplar range closest to the /b/–/p/
category boundary; that is, there was a shift in the lower
limit, but not in the upper limit, of the best-exemplar range.
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This outcome contrasts with the effects of speaking rate
and place of articulation,which entail a shift in the entire
best-exemplar range—that is, in both the lower and the
upper limits of the range. Thus, with respect to the per-
ception of voicing, the effect of lexical status, a higher
order contextual factor, is much more limited in its extent
than are the effects of the acoustic-phonetic factors of
speaking rate and place of articulation.

The available evidence thus indicates that acoustic-
phonetic contextual factors that affect voicing boundaries
also affect the internal category structure of voicelesscon-
sonants but that this internal category structure is not sen-
sitive to all contextual factors that affect boundaries. The
purpose of the present study was to examine whether the
internal category structure of voiceless consonants is sen-
sitive to a visual contextual factor—namely, visual place
of articulation. As we noted earlier, the effect on voicing
boundaries of manipulating visual place of articulation
closely parallels the effect of manipulating its auditory
counterpart (Green & Kuhl, 1989). However, it is not
presently known whether the common influence of audi-
tory and visual place of articulation is limited to their ef-
fects on voicingboundariesor, instead, extends to the best-
exemplar ranges within voiceless consonant categories.

We addressed this question in the present set of experi-
ments. To do so,we builton two findingsfrom the literature:
Green and Kuhl’s (1989) finding that voicing boundaries
shift along a VOT continuumwith a change in perceived
place of articulation, owing to information in the visual
signal, and Volaitis and Miller’s (1992) finding that audi-
tory place of articulation affects the locations of the best-
exemplar ranges of voiceless consonantsalong aVOT con-
tinuum. We investigated whether a change in perceived
place of articulation, attributable solely to a change in the
visual signal, would cause a shift in the best-exemplar
range for voiceless consonants.Specifically, we presented
the stimuli from an auditory /bi/–/pi/–*/pi/ continuum
with a visual /pi/ (perceivedasmembers of a /bi/– /pi/–*/pi/
continuum)in one condition,and the same auditory stimuli
with a visual /ti/ (perceived as members of a /di/–/ti/–*/ti/
continuum)in another conditionand asked subjects to rate
the stimuli as exemplars of /p/ in the first condition and
as examplars of /t/ in the second. By comparing the best-
exemplar ranges for /p/ and /t/ in the two conditions, we
tested whether the effect of visual place of articulation,re-
ported for voicing boundaries by Green and Kuhl, would
extend to the best-exemplar range of the voiceless cate-
gory, similar to the effect of auditory place of articulation.
If internal category structure is sensitive to visual, as well
as to auditory, information for place of articulation, the
best exemplars for perceived /t/ (when the visual signal is
/ti/) should fall over a range of longer VOTs than do the
best exemplars of /p/ (when the visual signal is /pi/). That
is, both the lower and the upper limits of the best-exemplar
range for /t/ shouldoccur at longerVOTs than do those for
/p/. In contrast, if internal category structure is not sensi-
tive to visual contextual information, the outcome might
be similar to that of Allen and Miller’s (2001) lexical ma-
nipulation, with only the portion of the best-exemplar

range closest to the voicingboundarybeing affected,with-
out a shift in the entire range. That is, there would be a shift
in the lower limit of the best-exemplar range, but not in
the upper limit.

We report the results of two experiments.Experiment 1
was a preliminary experiment designed to demonstrate a
shift in the best-exemplar range for /p/ versus /t/ when the
difference in place of articulation is auditory. Experi-
ment 2 addressed our main question regarding the effect
of visual place of articulation. It tested whether there is a
similar shift in the best-exemplar range for /p/ versus /t/
when the change in perceived place of articulation occurs
as a consequence of a change in the visual signal, in the
absence of a change in the auditory place of articulation.

EXPERIMENT 1

The primary goal of Experiment 1 was to confirm that
the differences in internal category structure between /p/
and /k/ observed by Volaitis and Miller (1992) are also
found between /p/ and /t/. Thus,we conducted an auditory-
only experiment involving presentation of stimuli from
/bi/–/pi/–*/pi/ and /di/–/ti/–*/ti/ continua, in which sub-
jects rated the consonants in the former set of stimuli as
exemplars of /p/ and those in the latter set as exemplars of
/t/. We expected that both the lower and the upper limits
of the best-exemplar range for /t/ (like the range for /k/)
would occur at longer VOTs than would the correspond-
ing limits of the range for /p/, consistentwith findings that
the /d/–/t/ voicing boundary (like the /g/–/k/ boundary)
occurs at a longer VOT than the /b/–/p/ boundary (Lisker
& Abramson, 1970).

A secondarypurposeofExperiment1 was to testwhether
this goodness-rating paradigm could be successfully ap-
plied to audiovisual stimuli. We wanted to confirm that
subjects’ processing of fine-grained aspects of the audi-
tory signal would not be disrupted by concurrent presen-
tation of a visual stimulus. To test this, we conducted a
second goodness experiment in which we presented the
auditory stimuli from the /bi/–/pi/–*/pi/ and /di/–/ti/–*/ti/
continua with visual stimuli that matched the auditory
stimuli in place of articulation; in otherwords, the bilabial
auditory stimuli were presented with a bilabial visual
stimulus (/pi/), and the alveolarauditory stimuliwere pre-
sented with an alveolar visual stimulus (/ti/).1

Thus, Experiment 1 consisted of an auditory-onlyexper-
iment (Experiment 1A) involving comparison of ratings
to stimuli from auditory /bi/–/pi/–*/pi/ and /di/–/ti/–*/ti/
continua and an audiovisual experiment (Experiment 1B)
involving comparison of ratings to the same auditory
stimuli paired with congruent visual stimuli. We required
two findings in order to proceed to our main experiment
(Experiment 2). The first requirement was that, in the
auditory-only experiment, both the lower and the upper
limits of the best-exemplar range for /ti/ (as measured in
the goodness-rating task) occurred at longer VOTs than
did those of the range for /pi/. The second requirement
was that the addition of a visual signal did not interfere
with the subjects’ ability to perform the goodness task, ev-
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idenced by the presence of orderly goodness functions in
the audiovisual experiment with shifts in both the lower
and the upper limits of the best-exemplar range for /t/ rel-
ative to that for /p/, as in the auditory-only experiment.

Method
Subjects

Fourteen members of the Northeastern University community
participated in the auditory-only experiment (1A), and another 14 par-
ticipated in the audiovisual experiment (1B). All were native speak-
ers of American English between the ages of 18 and 45, who reported
no speech or hearing disorders and who had normal or corrected-to-
normal vision. All the subjects were paid for their participation.

Stimuli
In Experiment 1A, the stimuli consisted of two auditory series of

syllables varying in VOT; one ranged from /bi/ to /pi/ to a breathy
exaggerated version of /pi/ (*/pi/), and the other ranged from /di/ to
/ti/ to a breathy exaggerated version of /ti/ (*/ti/). In Experiment 1B,
the stimuli from the same auditory /bi/–/pi/–*/pi/ and /di/–/ti/–*/ti/
series were paired with a visual token of a mouth producing /pi/ or
/ti/, respectively.
Auditory stimuli. The auditory continua were created using the

following steps.
Step 1. One clearly articulated token of /bi/ and one clearly artic-

ulated token of /di/, spoken by a female native speaker of American
English, served as base stimuli for the synthesized auditory continua.
The utterances were recorded via a microphone (AKG C460B) onto
digital audio tape (TASCAM DA-P1 DAT recorder) in a sound-
treated room and were transferred to a Pentium PC at a sampling rate
of 20 kHz, using the CSL system (Kay Elemetrics Corp.). The du-
rations of the /bi/ and the /di/ tokens were 522 and 536 msec, re-
spectively. With the ASL program (Kay Elemetrics Corp.), a pitch-
synchronous LPC analysis was performed on the waveforms of the
/bi/ and /di/ tokens, using the autocorrelation method with a filter
order of 16. The procedure extracts parameters for peak amplitude,
fundamental frequency (F0), and formant frequencies and band-
widths, along with a residual excitation, for each frame. For these
stimuli, each frame captured a single pitch period, with the excep-
tion of the first frame, which was set to include the initial burst and
voiceless aspiration. The durations of the first frame of the /bi/ and
the /di/ tokens were 6 and 17 msec, respectively.

Step 2. Two series of stimuli (one /bi/–/pi/–*/pi/ and one /di/–/ti/–
*/ti/ ) were created by systematically changing parameters on a
frame-by-frame basis and synthesizing new stimuli using the modi-
fied parameters. The first token in each series was created from syn-
thesis, using the originally extracted parameters. The next token was
created by changing the excitation parameter from the residual to a
noise source and the F0 parameter to 0 (signifying voicelessness) in
the first voiced frame and by scaling the peak amplitude of the frame
by .15. (The parameters of the first frame in each series, which cap-
tured the initial burst and aspiration, were not modified.) The rest of
the stimuli in each series were created by repeating this procedure
for progressively increasing numbers of voiced frames. This was re-
peated until 42 continuum steps were created. In the /bi/–/pi/–*/pi/
series, the steps ranged in VOT from 6 to 206 msec, whereas the
steps in the /di/–/ti/–*/ti/ series ranged in VOT from 17 to 214 msec.
The step size was approximately 5 msec in both series. This proce-
dure created a series of syllables ranging perceptually from /bi/ to
/pi/ to a breathy exaggerated /pi/ (*/pi/ ) and a series ranging per-
ceptually from /di/ to /ti/ to a breathy exaggerated /ti/ (*/ti/ ).

Step 3. Because the stimuli in the bilabial and the alveolar con-
tinua had different overall durations, we truncated each stimulus at
300 msec, using the waveform editor in CSL.2 A descending cosine
ramp was applied over the final 30 msec of each syllable in order to
simulate a realistic amplitude contour.

Step 4. So that the release burst in each auditory token would be
temporally aligned with the release in each of the visual tokens in
Experiment 1B (described below), 433 msec of silence was added
to each syllable prior to the consonant burst. Finally, the sound files
for each syllable were converted to a sampling rate of 22.05 kHz (for
presentation on a Macintosh G3).
Step 5. A subset of 20 of the 42 stimuli in each continuum was se-

lected for use in the experiments. Every other step in the continua
was selected, resulting in step sizes of approximately 10 msec, and
the steps were chosen so that the VOTs in the /bi/–/pi/–*/pi/ and
/di/–/ti/–*/ti/ continua would be as closely matched as possible. The
VOTs of the selected stimuli in the /bi/–/pi/–*/pi/ series (in mil-
liseconds) were 20, 30, 40, 50, 60, 69, 79, 89, 98, 108, 118, 127, 137,
147, 156, 166, 176, 186, 196, and 206. The VOTs of the selected
stimuli in the /di/–/ti/–*/ti/ series (in milliseconds) were 21, 31, 41,
51, 60, 70, 79, 89, 99, 108, 118, 127, 137, 146, 156, 166, 175, 185,
195, and 204.
Visual stimuli. The visual /pi/ and /ti/ stimuli used in the audio-

visual experiment (1B) were created using the following steps.
Step 1. The same speaker who was recorded for the auditory to-

kens produced multiple tokens of the utterances /@pi/ and /@ti/. The
initial schwa was included so that both the movement into the con-
sonant closure and the consonant release would be clearly visible.
The speaker’s speech was recorded on videotape, using a Panasonic
AG-188 VHS videocamera. Her mouth was fully illuminated. The
recorded images included the face from just below the nose to a
point just below the jawline at maximal vowel opening. The stimuli
were digitized on a Macintosh G3, using Adobe Premiere, at 30
frames per second at a resolution of 320 3 240 pixels. One clearly
articulated token of /@pi/ and one clearly articulated token of /@ti/
were selected.
Step 2. The visual tokens of /@pi/ and /@ti / were edited in Adobe

Premiere in order to achieve two goals. The first goal was for the two
visual tokens to be temporally aligned at their consonant release and
to be matched in overall duration. The second goal was for each
token to appear as though the speaker initiated the utterance from a
neutral open-mouth position prior to the consonant’s onset, instead
of appearing to produce a preceding vowel (/@/ ). Video frames were
removed from the beginning of each token so that the point of con-
sonant release (determined by a frame-by-frame analysis of the vi-
sual signal and by visual inspection of the acoustic waveform for the
utterance, which was time-locked to the visual signal) occurred in
the 9th frame. With this editing procedure, the resulting onset of
each visual token occurred in the vicinity of the maximal jaw open-
ing of the initial /@/. Next, five repetitions of the initial frame were
included at the stimulus onset, so that the utterance appeared to start
from a static resting position. Consequently, the consonant release
occurred in the 14th frame (433 msec after stimulus onset). Because
the initial vowel /@/ was no longer identifiable as a vowel after these
editing procedures, we will refer to the video tokens as /pi/ and /ti/
(rather than /@pi/ and /@ti/). Finally, the stimulus offset in each token
was truncated so that each stimulus was 39 frames (1,300 msec)
long. Each visual token was saved without an auditory channel.
Audiovisual alignment. In Experiment 1B, cross-modal align-

ment of the auditory and visual stimuli was achieved on line by pre-
senting a sound file and a video file simultaneously (see the Proce-
dure section). Because of the manner in which the stimuli were
constructed, simultaneous presentation resulted in the visual stimu-
lus’s onset occurring 433 msec prior to the consonant onset in the au-
ditory stimulus, so that the visible consonant release coincided with
the acoustic consonant onset. The visual syllables had considerably
longer durations (867 msec) than did the auditory syllables
(300 msec), meaning that the acoustic offset occurred while the vis-
ible mouth was still open.
Preliminary study. As a preliminary step to our goodness ex-

periments, we ran two forced-choice identification experiments in
order to confirm that our bilabial and alveolar auditory series would
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produce the standard voicing boundary shift with a change in place
of articulation (e.g., Lisker & Abramson, 1970) and also that this
shift would occur when the auditory stimuli were presented simul-
taneously with a congruent visual stimulus. In the auditory-only ex-
periment, 10 subjects (none of whom participated in the goodness
experiments) were presented with the auditory stimuli from the
/bi/–/pi/–*/pi/ continuum in one block and the auditory stimuli from
the /di/–/ti/–*/ti/ continuum in another block, and were asked to
identify the initial consonant in each token as /b/, /p/, /d/, or /t/. In
the audiovisual experiment run with 10 new subjects (none of whom
participated in the goodness experiments), the same stimuli and pro-
cedure were used, except that the auditory stimuli from the /bi/–/pi/–
*/pi/ continuum were presented with the visual token of /pi/, and the
auditory stimuli from the /di/–/ti/–*/ti/ continuum were presented
with the visual token of /ti/. The order of the two blocks was counter-
balanced across subjects in both experiments. The voiced–voiceless
category boundary was determined for each subject for each series
by fitting a normal ogive to the identification data (excluding /d/ and
/t/ responses to the /bi/–/pi/–*/pi/ stimuli and /b/ and /p/ responses
to the /di/–/ti/–*/ti/ stimuli, which represented fewer than 2% of the
responses) and calculating the mean of the ogive function, corre-
sponding to the VOT (in milliseconds) at which voiced and voice-
less responses were equally probable. In the auditory-only experi-
ment, the mean /d/–/t/ boundary (66-msec VOT) occurred at a
longer VOT than did the mean /b/–/p/ boundary (43-msec VOT).
The audiovisual experiment produced nearly identical results, with
the mean /d/–/t/ boundary (67-msec VOT)occurring at a longer VOT
than did the mean /b/–/p/ boundary (44-msec VOT). The difference
was highly significant in both experiments [auditory-only experi-
ment, t(9) 5 9.78, p, .0001; audiovisual experiment, t(9) 5 8.20,
p, .0001].

Procedure
In both Experiments 1A and 1B, the stimuli were presented via a

Macintosh G3 located in a sound-treated booth. Stimulus presenta-
tion was controlled by PsyScope (Cohen, MacWhinney, Flatt, &
Provost, 1993). The auditory syllables were presented binaurally
through Sony MDR-V6 headphones at a comfortable listening level
that remained constant throughout the experiment. In the audio-
visual experiment (1B), the visual stimuli were presented on a 17-
in. monitor. The video image filled about three quarters of the screen
and was surrounded by a black screen. In both experiments, the sub-
jects were seated in front of the computer monitor at a normal view-
ing distance (approximately 18 in.). The experimenter observed the
experiments through a window in the booth to confirm that the sub-
jects attended to the visual presentations.

Both Experiments 1A and 1B were run in two separate blocks,
each of which involved presentation of either the bilabial or the alve-
olar stimuli. The order of these blocks was counterbalanced across
subjects. Each block began with a familiarization phase, in which
the stimuli from the auditory continuum were presented in order of
increasing VOT; the sequence of sounds was played twice. The sub-
jects were told that the sounds would progress from /b/ to /p/ to a
breathy exaggerated /p/ (or /d/ to /t/ to a breathy exaggerated /t/),
and they then listened to the sequence of syllables without respond-
ing. In the audiovisual experiment (1B), the auditory syllables were
presented with a visual token of the syllable with a matching place
of articulation; thus, the auditory syllables from the /bi/–/pi/–*/pi/
series were presented with a visual /pi/, and the auditory syllables
from the /di/–/ti/–*/ti/ series were presented with a visual /ti/.

In the test phase of the experiments, the subjects were told to rate
each auditory syllable as an exemplar of a particular consonant (/p/
for the bilabial series and /t/ for the alveolar series), using a scale
from 1 (corresponding to a poor exemplar) to 7 (corresponding to a
very good exemplar). The subjects were encouraged to use the en-
tire scale in making their judgments. In the audiovisual experiment
(1B), the subjects were instructed to watch the video presentation
on the screen but, nonetheless, to base their judgments on the sound.

Each trial in the experiments began with a warning tone, and after
a 500-msec pause, an auditory stimulus was played (with 433 msec
of silence at its onset). In the audiovisual experiment (1B), a visual
stimulus was presented simultaneously with the auditory stimulus.
After the offset of the stimulus, seven boxes, labeled 1 through 7, ap-
peared on the screen underneath the query “How good of a ‘P’?” (or
“How good of a ‘T’?”), which disappeared after the subject had re-
sponded by clicking in one of the boxes. The next trial began after
the subject moved the cursor to a visually designated location at the
bottom of the screen. The screen-based responding and trial initia-
tion procedures were intended to maintain the subjects’ visual at-
tention on the computer monitor throughout the experiments.
Each test block was preceded by seven practice trials, in which

stimuli that were roughly evenly spaced across the VOT continuum
were presented in a random sequence. Each test block involved 13
randomized sequences of the 20 auditory tokens from one of the au-
ditory series (either /bi/–/pi/–*/pi/ or /di/–/ti/–*/ti/). The subjects
received breaks approximately halfway through each block and be-
tween the two blocks. The first 20 trials of each block were not in-
cluded in the data analysis.

Data Analysis
Mean goodness ratings across the 12 repetitions of each auditory

stimulus were computed separately for each subject, generating in-
dividual goodness-rating functions for the /bi/–/pi/–*/pi/ and the
/di/–/ti/–*/ti/ series. These individual functions were then smoothed
by computing an average of the rating for each continuum step with
the ratings for the two adjacent continuum steps. The endpoints of
the continua were not affected by the smoothing procedure. The
smoothed data provided the basis for all of the analyses reported in
this paper, although the figures present the unsmoothed data. In gen-
eral, the shape of the resulting functions was typical of experiments
using VOT continua with the goodness-rating paradigm: Ratings
were low for short VOTs, increased with increasing VOT until they
reached a maximal level, and then decreased as VOT became longer.
For each subject, we determined the location of the best-exemplar

range for the goodness function for the /bi/–/pi/–*/pi/ continuum
and for the /di/–/ti/–*/ti/ continuum. The best-exemplar range of
each function was quantified as the range of VOTs for which the rat-
ings were at least 90% of the peak rating for that function (see Allen
& Miller, 2001; Miller & Volaitis, 1989; Volaitis & Miller, 1992).
The lower and upper limits of the best-exemplar ranges were estab-
lished in the following manner, separately for each function. First,
the rating corresponding to 90% of the peak rating (the highest mean
rating of any stimulus along the continuum) was determined. Next,
the two points at which the goodness function (one at a shorter VOT
than the stimulus with the peak rating and one at a longer VOT)
crossed this 90% value were determined. This was accomplished by
linear interpolation between the continuum steps with ratings that
straddled the 90% value.

Subject Criteria
In goodness-rating experiments such as the ones reported here, a

few subjects typically experience difficulty with the task and fail to
produce orderly goodness functions (Allen & Miller, 2001; Miller
et al., 1997; Wayland et al., 1994). However, our analysis presumes
that the goodness functions are orderly; if they are not, the lower-
and upper-limit measures are computationally not valid. Therefore,
we set criteria for excluding any subjects with atypical goodness func-
tions, resulting in the elimination of 3 subjects (1 in the auditory-
only experiment and 2 in the audiovisual experiment) from our
analyses. Consequently, the data reported are based on the results of
13 subjects in the auditory-only experiment (1A) and 12 subjects in
the audiovisual experiment (1B).
Our criteria were as follows. First, we eliminated from all analy-

ses any subject whose goodness functions (for either /p/ or /t/) did
not drop to 90% of the peak value at either a long or a short VOT,
because the 90% crossover point was required for our quantification
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of the best-exemplar range. Second, because the stimuli with very
short VOTs should have been perceived as voiced consonants (either
/b/ or /d/, depending on the continuum) and, therefore, should have
received low ratings as an exemplar of a voiceless consonant (either
/p/ or /t/ ), we also eliminated the data of any subject whose ratings
did not fall below 75% of the peak rating at a short VOT for either
/p/ or /t/. Finally, we found that some subjects produced broad best-
exemplar ranges without a well-defined peak and without a clear-cut
dropoff in ratings for long VOTs. Because we did not consider the
upper limits to be meaningful for such functions, we eliminated any
subjects for whom the width of the best-exemplar range (for either
/p/ or /t/) was greater than three standard deviations above the mean
width.

Results and Discussion
Auditory-Only Experiment (Experiment 1A)

The group (unsmoothed) goodness functions for /p/
and /t/ in the auditory-only experiment are shown in the
top panel of Figure 1. As the figure demonstrates, both
functions progress in an orderly fashion with increasing
VOT: Ratings are very low for the stimuli with the short-
est VOTs, increase rather sharply with increasing VOT
until they reach a maximal level, and then decrease grad-
ually asVOT becomes longer. The figure also demonstrates
that although ratings were overall somewhat lower for /ti/
than for /pi/, the entire function for /ti/ appears to be
shifted to longer VOTs in comparison with the /pi/ func-
tion, with a concomitantshift in the range of VOTs that re-
ceived the highest ratings for /t/ relative to the compara-
ble range for /p/.3

Quantitative support for this difference in the location
of the best-exemplar ranges for /p/ and /t/ is provided by
ourmeasures of the lower and upper limits of these ranges
(see the Data Analysis section above). The best-exemplar
ranges are represented as horizontalbars in Figure 1. Both
the lower and the upper limits for /t/ (lower,M5 72.5msec,
SE5 3.5; upper,M 5 117.4 msec, SE5 4.1) occurred at
longerVOTs than did those for /p/ (lower,M5 57.7msec,
SE5 3.0; upper,M 5 99.9 msec, SE5 5.2). A 2 3 2 re-
peatedmeasures analysis of variance (ANOVA) with rated
consonant (/p/ vs. /t/) and limit (lower vs. upper) as fac-
tors, revealed that these differenceswere significant:There
was a significantmain effect of rated consonant [F(1,12)5
82.90, p , .0001], as well as a significant main effect of
limit [F(1,12) 5 551.28, p , .0001], but no interaction
between the two factors [F(1,12), 1, n.s.]. The lack of an
interaction indicates that /p/ and /t/ differed at both the
lower and the upper limits of the best-exemplar range
(lower limit, 14.8-msec shift; upper limit, 17.5-msec shift).

Audiovisual Experiment (Experiment 1B)
The group (unsmoothed) goodness functions for /p/

and /t/ in the audiovisual experiment are shown in the bot-
tom panel of Figure 1. Overall, the pattern of results is
very similar to that found in the auditory-onlyexperiment.
First, the subjects produced orderly goodness functions
with a progression from low to high to low ratings as VOT
increased. (Note, also, that only 1 more subject was elim-
inated for having atypical functions in the audiovisual
condition than in the auditory-only condition, suggesting
that the difficulty of the goodness task did not differ sub-
stantially across the two conditions.) Second, although
again the ratings were somewhat lower for /t/ than for /p/,
the highest ratings for /t/ occurred over a range of longer
VOTs than did the highest ratings for /p/; this is demon-
strated in the figure by the horizontal bars representing the
best-exemplar ranges for /p/ and /t/.

As in the auditory-only experiment, both the lower and
the upper limits for /t/ (lower, M 5 77.2 msec, SE5 3.6;
upper, M = 119.9 msec, SE 5 5.3) occurred at longer
VOTs than did those for /p/ (lower,M5 57.0 msec, SE5
4.9; upper,M5 102.0msec, SE5 5.8). The results of sta-

Figure 1. Group goodness ratings as a function of voice onset
time (VOT) for the auditory /bi/–/pi/–*/pi/ continuum, rated as
/p/, and the /di/–/ti/–*/ti/ continuum,rated as /t/, in Experiment 1.
The top panel presents the mean ratings for the auditory-only
condition (Experiment 1A), and the bottom panel presents the
mean ratings for the audiovisualcondition (Experiment 1B). The
solid and dashed horizontal lines at the top of each figure repre-
sent the best-exemplar ranges for /p/ and /t/, respectively.
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tistical analyses provided an outcome that closely paral-
leled that of the auditory-only experiment: A 2 3 2 re-
peated measures ANOVA, with rated consonant (/p/ vs.
/t/) and limit (lower vs. upper) as factors, revealed signif-
icant main effects of both rated consonant [F(1,11) 5
58.01,p, .0001]and limit [F(1,11)5 560.98,p, .0001],
but no interaction between the two factors [F(1,11) , 1,
n.s.]. Thus, /p/ and /t/ differed at both the lower and the
upper limits of their respective best-exemplar ranges
(lower limit, 20.2-msec shift; upper limit, 17.9-msec
shift).

Finally, we compared the results of the auditory-only
and the audiovisual experiments in a 23 23 2 ANOVA,
with experiment (auditory only vs. audiovisual), rated
consonant (/p/ vs. /t/), and limit (lower vs. upper) as fac-
tors. The main effect of experiment and all higher order
interactions involving experiment failed to approach sig-
nificance (F , 1 in all cases). Thus, the lower and upper
limits for /p/ and /t/ were not affected by the presentation
of a congruent visual token.

Summary
Experiment 1 was conducted to assess two prerequisite

conditionsfor Experiment 2. The first conditionwas that,
in the auditory-onlyexperiment, /p/ and /t/ would differ in
their best-exemplar ranges, followingVolaitis andMiller’s
(1992) finding of a difference between the best-exemplar
ranges for /p/ and /k/. The second condition was that the
subjects could effectively perform the goodness task,
which requires attention to fine-grained aspects of the au-
ditory signal, while simultaneously attending to a visual
signal. The results were clear in demonstrating that both
conditions were met. First, in the auditory-only experi-
ment, the entire best-exemplar range for /t/ spanned a re-
gion covering longer VOTs than did the corresponding
range for /p/, evidencedby shifts at both the lower and the
upper limits of the best-exemplar range. Second, we ob-
served orderly goodness functions in the audiovisual ex-
periment, with differences between the best-exemplar
ranges for /p/ and /t/ that were comparable to those ob-
served in the auditory-only experiment.Given these find-
ings, we proceeded to Experiment 2.

EXPERIMENT 2

The purpose of Experiment 2 was to test whether a
change in visual place of articulation from bilabial to alve-
olar, without an associated change in auditory place of ar-
ticulation, produces a shift in the best-exemplar range for
voiceless consonants that is similar to the shift produced
by a change in auditory place of articulation. As in Ex-
periment 1, we compared the lower and the upper limits of
the best-exemplar ranges for /p/ and /t/, using auditory
continua,but instead of using auditory /bi/–/pi/–*/pi/ and
/di/–/ti/–*/ti/ continua in the two conditions,we used only
an auditory /bi/–/pi/–*/pi/ continuum, presented with a
congruent visual /pi/ in one conditionand an incongruent
visual /ti/ in the other condition.Whereas the congruent

visual /pi/ should not alter the perceived place of articula-
tion of the auditory stimuli, the incongruent visual /ti/
should cause the auditory stimuli to be perceived as mem-
bers of a /di/–/ti/–*/ti/ continuum. Accordingly, the sub-
jects were instructed to rate the stimuli in the congruent
conditionas exemplars of /p/ and the stimuli in the incon-
gruent condition as exemplars of /t/.

It is important to note that the goodness task in the in-
congruent condition presumes that subjects experience a
McGurk effect—that is, they perceive the stimuli as either
/d/ or /t/. However, previous research has shown that sub-
jects may exhibit the McGurk effect only on a proportion
of trials when presented with a given set of audiovisually
incongruent stimuli (Brancazio, 2003; Green & Norrix,
1997;MacDonald&McGurk, 1978;Massaro, 1998), and
the overall incidence of the effect varies across individu-
als (Brancazio,Miller, & Paré, 1999; Carney, Clement, &
Cienkowski, 1999). Our goodness task does not provide
subjects with an opportunity to report whether they have
perceived an alveolaror a bilabial consonant on each trial,
although, as we describe in the Method section, our sub-
jects readily accepted our description of the incongruent
stimuli as belonging to an auditory series ranging from
/di/ to /ti/ to a breathy exaggerated /ti /. Nonetheless, be-
cause we lacked a direct measure of whether the subjects
perceived an alveolar consonant on each trial, we re-
stricted our analysis of the goodness ratings to individuals
who provided independent evidence of experiencing a
strong McGurk effect with our stimuli. To do so, we con-
ducted a phoneme identification pretest with all of our
subjects, in which they identified the stimuli used in the
congruent and incongruent conditions of our goodness-
rating experiment as /b/, /p/, /d/, or /t/, and we established
an inclusion criterion (described in the Method section)
for our subjects based on how often they identified the in-
congruent stimuli as /d/ or /t/. Note that this identifica-
tion pretest was essentially a replication of Green and
Kuhl’s (1989) study, with two differences. First, our con-
trol condition involved audiovisually congruent stimuli,
whereas Green and Kuhl’s involvedonly auditory stimuli;
and second, our incongruent visual token was an alveolar
(/t/) rather than a velar (/g/) consonant,although,for both,
the typicalMcGurk percept is an alveolar consonant.Ac-
cordingly, in addition to providing a screening measure,
the identification pretest served another purpose: It en-
abled us to compute voicing boundaries for the congruent
and the incongruentconditions,providinga test of whether
Green and Kuhl’s findings (i.e., a voicing boundary shift
to a longerVOT in the incongruentcondition)would repli-
cate with different stimuli.

The predictions for the goodness-ratingexperimentwere
straightforward. If the internal category structure of voice-
less consonants is sensitive to visual information for place
of articulation, the entire best-exemplar range for /t/ in the
incongruent condition should occur over longer VOTs
than does the best-exemplar range for /p/ in the congruent
condition,with shifts in both the lower and the upper lim-
its of the range. If, however, effects of visual place of ar-
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ticulation on voicing are only a boundary phenomenon,
the best-exemplar range for /t/ in the incongruent condi-
tion would differ from that for /p/ in the congruent con-
dition, if at all, only in the portion closest to the voicing
boundary. This would yield a shift at the lower, but not at
the upper, limit of the range, as in Allen andMiller (2001).

Method
Subjects

Twenty different members of the Northeastern University com-
munity participated in the experiment. All were native speakers of
American English between the ages of 18 and 45, who reported no
speech or hearing disorders and who had normal or corrected-to-
normal vision. All the subjects were paid for their participation.

Stimuli
The stimuli consisted of the auditory tokens from the /bi/–

/pi/–*/pi/ continuum and the visual /pi/ and /ti/ tokens used in Ex-
periment 1.

Procedure
The experiment consisted of a phoneme identification pretest and

a goodness-rating task. All the subjects performed both tasks in sep-
arate sessions conducted over 3 days, with the first session devoted
to the identification pretest and the second and third sessions de-
voted to the goodness-rating task. Each session took approximately
1 h to complete. The experimental setting for all three sessions was
the same as that used in Experiment 1.

On each trial in the phoneme identification task, a token from the
/bi/–/pi/–*/pi/ continuum was presented simultaneously with a vi-
sual stimulus (either /pi/ or /ti/ ), preceded by a warning tone and a
500-msec pause. After the offset of the stimulus, the subjects re-
sponded by clicking on one of four boxes, labeled “B,” “P,” “D,” and
“T,” that appeared on the screen. The subjects were told that they
would simultaneously hear a syllable and see a mouth produce a syl-
lable but that the heard and seen syllables might not match. They
were instructed to both listen to the syllables and watch the mouth
on the monitor and to identify the initial consonant that they heard,
regardless of what they saw.

The identification task consisted of two blocks. In the first block,
the incongruent condition, the visual stimulus was always /ti/ (thus
differing from the auditory stimuli in place of articulation) and in-
cluded 21 randomized sequences of the 20 auditory tokens in the
/bi/–/pi/–*/pi/ series paired with the incongruent video. The first 20
trials served as familiarization trials and were not included in the
data analysis. In the second block, the congruent condition, the vi-
sual stimulus was always /pi/ (thus matching the auditory stimuli in
place of articulation) and included 10 randomized sequences of the
20 auditory tokens with the congruent video. The incongruent block
was always presented first, in order to provide us with a consistent
measure of the magnitude of the McGurk effect for each subject,
without a potential confound of prior experience with the stimuli.
We ran twice as many trials with the incongruent video as with the
congruent video for the purposes of computing a /d/–/t/ boundary
for each subject; we anticipated that many subjects would respond
“b” or “p” on a substantial number of trials, and we wanted to ensure
that we would have a sufficient number of /d/ and /t/ responses for
each subject. The subjects received a break halfway through the first
block and a second break between the first and the second blocks.

The goodness-rating task was run in the same manner as in Ex-
periment 1, with a familiarization phase, a set of seven practice tri-
als, and a test phase. The two conditions (run on 2 separate days,
with the order counterbalanced across subjects) involved presenta-
tion of the sounds from the /bi/–/pi/–*/pi/ continuum, presented in
conjunction with a visual token. However, a different visual token
was used in each: In the congruent condition, the visual token was

the audiovisually congruent /pi/, and in the incongruent condition,
the visual token was the audiovisually incongruent /ti/. The instruc-
tions used in both conditions of the goodness-rating experiment
were closely matched to the instructions used in the respective con-
ditions of Experiment 1B. In the congruent (/p/) condition, the sub-
jects were informed prior to the familiarization phase that they
would hear a series of sounds ranging from /bi/ to /pi/ to */pi/, pre-
sented in conjunction with a visible articulating mouth. After the
familiarization trials, they were instructed to rate each stimulus as an
exemplar of the consonant /p/, using a scale ranging from 1 (poor)
to 7 (very good ). In the incongruent (/t/ ) condition, the subjects
were informed in the familiarization phase that they would hear a se-
ries of sounds ranging from /di/ to /ti/ to */ti/, presented in con-
junction with a visible articulating mouth. They were then instructed
to rate each stimulus as an exemplar of the consonant /t/, using the
scale ranging from 1 to 7. In both sessions, the subjects made their
response by clicking on numbered boxes on the screen, accompa-
nied by a prompt of either “How good of a ‘P’?” or “How good of a
‘T’?” The subjects were not informed that the stimuli were the same
as the ones used in the prior phoneme identification task. Further-
more, the instructions indicated to the subjects that the auditory sig-
nals in the incongruent condition were actually alveolar consonants.
These instructions appeared to be effective: None of our subjects,
including those with a relatively low incidence of the McGurk effect
on the identification task, objected to our characterization of the in-
congruent stimuli as ranging from /di/ to /ti/ to a breathy exagger-
ated /ti/.
Each test block consisted of 21 randomized sequences of the 20

auditory tokens; the subjects received two breaks during each ses-
sion. The first 20 trials of each block were not included in the data
analysis.

Data Analysis
Phoneme identification pretest. The subjects’ responses on the

phoneme identification pretest were used for two purposes. One pur-
pose of the pretest was to provide a screening measure to enable us
to limit the analysis of the goodness results to subjects who experi-
enced a strong McGurk effect. Accordingly, the overall magnitude
of the McGurk effect was determined for each subject by comput-
ing the percentage of visually influenced, or McGurk, responses for
all of the trials (collapsing across continuum steps) in the incongru-
ent condition.
The other purpose of the pretest was to attempt to replicate Green

and Kuhl’s (1989) finding of a visually induced voicing boundary
shift, by computing the voicing boundaries between /b/ and /p/ in
the congruent condition (with visual /pi/) and between /d/ and /t/ in
the incongruent condition (with visual /ti/ ). Voicing boundaries
were computed in the following manner. First, responses that did not
match the visual token in place of articulation were eliminated; that
is, only /b/ and /p/ responses (eliminating /d/ and /t/ responses) in
the congruent condition and only /d/ and /t/ responses (eliminating
/b/ and /p/ responses) in the incongruent condition were used to
compute voicing boundaries. Overall, fewer than 1% of the trials in
the congruent condition and approximately 21% of the trials in the
incongruent condition were eliminated. Next, the percentage of
voiceless responses in each condition (i.e., the percentage of /b/ and
/p/ responses that were /p/ in the congruent condition, ignoring /d/
and /t/ responses to these stimuli, and the percentage of /d/ and /t/
responses that were /t/ in the incongruent condition, ignoring /b/ and
/p/ responses) were computed for each continuum step. Finally, the
voiced–voiceless boundaries were determined by fitting a normal ogive
to each of the percent-voiceless functions and calculating the mean
of the ogive function, corresponding to the VOT (in milliseconds) at
which voiced and voiceless responses were equally probable.
Goodness ratings . Goodness ratings were analyzed in the same

manner as in Experiment 1. For each subject, two goodness func-
tions, one for the congruent condition (with visual /pi/) and one for
the incongruent condition (with visual /ti/), were generated by com-
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puting the mean rating across the 20 repetitions of a given contin-
uum step and then applying the smoothing algorithm. As in Exper-
iment 1, the locations of the lower and upper limits of the best-
exemplar range for each goodness function were determined (in
milliseconds of VOT).

Subject Criteria
As in Experiment 1, we eliminated the data of any subjects who

failed to produce orderly goodness functions. The criteria from Ex-
periment 1 were again employed, resulting in the elimination of 3
subjects. In addition, we restricted our analysis to those subjects who
produced a robust McGurk effect, determined on the basis of the re-
sults of the phoneme identification pretest. We eliminated any sub-
ject who gave McGurk responses (i.e., /d/ or /t/ ) on fewer than 50%
of the trials in the incongruent condition of the pretest. Only 1 sub-
ject who was not eliminated by the earlier set of criteria failed to
meet this criterion. Thus, a total of 4 subjects were eliminated from
all of the analyses reported below. We note that of the 3 subjects who
were eliminated because they produced atypical goodness functions,
2 would have been eliminated by the McGurk effect criterion as well.
It is perhaps not surprising that the 2 subjects who did not experience
a consistent McGurk effect exhibited difficulty with the goodness
task, since the weak McGurk effect may have caused them to per-
ceive the stimuli across the continuum as poor exemplars of /t/ in
terms of place of articulation.

Results and Discussion
Phoneme Identification Pretest

The pretest data allowed us to determine whether we
replicated Green and Kuhl’s (1989) finding of a voicing
boundary shift that was due to presentation of a visual
stimulus that induced a change in perceived place of ar-
ticulation. To do so, we compared the locations of the
/b/–/p/ boundary in the audiovisuallycongruent condition
(with visual /pi/) and the /d/–/t/ boundary in the incon-
gruent condition (with visual /ti/). The mean /b/–/p/
boundary was 48.2-msec VOT, and the mean /d/–/t/
boundary was 67.3-msec VOT. A paired t test revealed
that this difference was significant [t(15) 5 10.04, p ,
.0001]. This boundary shift is clearly shown in Figure 2,
which presents the mean percentages of voiceless re-
sponses (/p/ and /t/ for the congruent and the incongruent
conditions, respectively) for each step of the continuum.
Thus, we found that when auditory bilabial stimuli are
presented with an incongruent video and are perceived as
alveolar, the resulting voicing boundaryoccurs at a longer
VOT relative to a baseline condition (with a congruent
video). These results are consistent with those of Green
and Kuhl, despite themethodologicaldifferences between
the two studies, noted earlier.

Goodness Ratings
The results of the goodness-rating experiment allowed

us to test whether the effect of visual information extends
throughout the best-exemplar range. Figure 3 presents the
group (unsmoothed)goodness functions for /p/ in the con-
gruent conditionand /t/ in the incongruentcondition.The
figure demonstrates that the subjects produced goodness
functions in both conditions with the expected overall
shape, with ratings systematically increasing and then de-
creasing as VOT increased. The figure also demonstrates
that although ratings were slightly lower for /t/ than for

/p/, the entire function for /t/, including its best-exemplar
range (represented as a horizontal bar in the figure), was
shifted toward longer VOT values relative to the function
for /p/ and its best-exemplar range (also represented as a
horizontal bar in the figure).

As in Experiment 1, we tested the extent of this shift by
comparing the mean lower and upper limits of the best-
exemplar range of each function. Both the lower and the
upper limits of the best-exemplar range occurred at longer
VOTs for /t/ (lower, M 5 76.9 msec, SE 5 3.5; upper,
M 5 128.8 msec, SE 5 5.5) than for /p/ (lower, M 5
65.2 msec, SE5 2.7; upper,M5 110.2 msec, SE5 4.3).
In a 2 3 2 repeated measures ANOVA, with rated conso-
nant (/p/, with a visual /pi/, vs. /t/, with a visual /ti/) and
limit (lower vs. upper) as factors, we found significant
main effects of both rated consonant [F(1,15)5 29.3,p,
.0001] and limit [F(1,15)5 237.1, p, .0001], but no in-
teraction between the two factors [F(1,15)5 2.7, p. .10].
The shift at the lower limit (11.7 msec) was somewhat
smaller than the shift at the upper limit (18.6 msec), al-
though both shifts were highly robust ( p , .005 in each
case). As a result of this difference, the best-exemplar
range was slightly wider for /t/ than for /p/ (51.9 vs.
45.0 msec, observable as a slightly less peaked function
for /t/ in Figure 3); however, this difference was not sig-
nificant, as is indicated by the lack of a significant inter-
action between rated consonant and limit.

Summary
The results of Experiment 2 are clear in demonstrating

that when stimuli from an auditory bilabial continuumare
perceived as alveolar due to an incongruent visual token,

Figure 2. Group mean percentages of voiceless responses as a
function of voice onset time (VOT) for the auditory /bi/–/pi/–*/pi/
continuum presented with a visual /pi/ in the congruent condi-
tion and presented with a visual /ti/ in the incongruent condition,
in the phoneme identification pretest of Experiment 2. In the con-
gruent condition, only /b/ and /p/ responses were considered, and
the solid line presents the percentage of those responses that were
/p/. In the incongruent condition, only /d/ and /t/ responses were
considered, and the dashed line presents the percentage of those
responses that were /t/.
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not only does the voicing boundary shift to a longer VOT,
but also the best-exemplar range for the voiceless conso-
nant shifts as well. Importantly, this effect entails shifts in
both the lower and the upper limits of the best-exemplar
range, rather than a shift only in the portion of the range
closest to the voicing boundary. Thus, effects of visual
place of articulationon voicing perception extend through-
out the best-exemplar range for the voiceless category. In
this regard, the effects of a change in visual place of ar-
ticulation from bilabial to alveolar are comparable to the
effects of a corresponding change in auditory place of ar-
ticulation, as reported in Experiment 1.

GENERAL DISCUSSION

The purpose of the present research was to examine the
effects of visual place of articulation on internal category
structure for voiceless consonants. Specifically, we tested
whether effects of visual place of articulation (previously
reported for voicing boundaries by Green & Kuhl, 1989)
would extend throughout the best-exemplar region, simi-
lar to the effects of auditory place of articulation (Volaitis
& Miller, 1992) or, instead, would be limited to the voic-
ing boundary region. The results of Experiment 2 clearly
demonstrated that a change in the visual stimulus from /p/
to /t/, creating a change in perceived place of articulation
from bilabial to alveolar, resulted in a systematic shift in
the entire best-exemplar range for the voiceless consonant
to longer VOTs. Moreover, this shift and the shift result-
ing from a change in auditory place of articulation from
bilabial to alveolar (Experiment 1) were highly similar.

Thus, the effect of visual place of articulation on voicing
parallels the effect of auditory place of articulation.

This outcome is consistentwith several findingsdemon-
strating parallel effects of changes in auditory and visual
context on phonetic boundaries. For example, Green and
Miller (1985) found a shift in voicing boundaries due to a
change in visual speaking rate (by presenting stimuli from
an auditory /bi/–/pi/ continuum with visual tokens of a
person saying /pi/ very quickly or very slowly), similar to
the effect of a change in auditory speaking rate (Summer-
field, 1981). Fowler, Brown, and Mann (2000) have also
demonstrated that the phenomenon of compensation for
coarticulation, illustrated by a shift in a /d/–/g/ boundary
in the presence of a preceding /l/ versus /r/ (Mann, 1980),
occurs with precedingvisual /l/ and /r/ segments. In a sim-
ilar vein, Green and Norrix (2001) found a boundary shift
along an /l/–/r/ continuum that arose as a consequenceof
a preceding /b/ in either the auditory signal (presented di-
chotically) or the visual signal. Together, these findings
suggest that when the visual signal provides information
that is relevant for phonetic perception (including infor-
mation about speaking rate, place of articulation,or coar-
ticulatory consequences of neighboring segments), the
speech perception system generally uses that information
in a manner similar to that with which it uses comparable
information in the auditory signal (although see Roberts
& Summerfield, 1981;Saldaña & Rosenblum,1994). The
major contributionof the present findings in this regard is
the demonstration that the common use of visual and au-
ditory information is not limited to those processes that
determine phonetic category boundaries but also extends
to processes that determine the internal structure of pho-
netic categories.

The finding that visual information affects the internal
structure of phonetic categories bears on the issue of
which contextualfactors influence internal category struc-
ture and which do not. Previous findings have suggested
a dissociation between acoustic-phonetic factors, such as
place of articulation and speaking rate, and higher order
factors, such as lexical status, with only acoustic-phonetic
contextual factors showing comprehensive effects on in-
ternal category structure (see Allen & Miller, 2001). To
account for this dissociation, Allen and Miller proposed
that a contextual factor affects the internal structure of a
phonetic category along a particular acoustic dimension
only if that factor also affects that dimension in the pro-
duction of speech. In other words, according to this
production-based account, contextual effects on best-
exemplar ranges reflect the speech perception system’s
ability to track variation in speech production and to ad-
just its phonetic categories accordingly. This account pro-
vides an explanation for why internal category structure
for voiceless consonants is sensitive to the contextual fac-
tors of place of articulationand speaking rate, which have
systematic effects onVOT in speech production(Lisker&
Abramson, 1964;Volaitis& Miller, 1992), but is not sen-
sitive to lexical status, which does not systematically af-
fect VOT (e.g., the VOTs for /p/ in peace and peef do not
differ; Allen & Miller, 2001).

Figure 3. Group goodness ratings as a function of voice onset
time (VOT) for the auditory /bi/–/pi/–*/pi/ continuum presented
with a visual /pi/ and rated as /p/ in the congruent condition and
presented with a visual /ti/ and rated as /t/ in the incongruent
condition, in Experiment 2. The solid and dashed horizontal lines
at the top of the figure represent the best-exemplar ranges for /p/
and /t/, respectively.
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The present findings have important implications for
this account because they necessitate a clarification of the
distinction between acoustic-phonetic and higher order
factors. Specifically, they demonstrate that the relevant
properties that affect internal category structure need not
be acoustic-phonetic per se; that is, they need not have a
specifically auditory basis. Thus, for a production-based
account to be viable, the perceptual system that tracks
variation in speech productionmust use information in the
visual, as well as in the auditory, signal. Because visual
place of articulation is directly linked to the productionof
speech, the present findings are compatible with such a
view. It is important to note that on this view, internal cat-
egory structure will not be sensitive to any visual contex-
tual factor, but only to those visual factors that specifically
relate to speech production.Thus, future research in which
the effects of other visual factors on internal category
structure are examined can provide additional tests of the
production-basedaccount from amultimodalperspective.
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NOTES

1. Because information about voicing is not available in the visual sig-
nal, a visually presented voiceless consonant (e.g., /pi/) will appear to be
congruent with both voiced and voiceless auditory consonants that
match it in place of articulation (e.g., /bi/ and /pi/).
2. We elected to shorten the stimuli by a considerable degree (e.g.,

300 msec from original durations of over 500 msec) because previous
work has indicated that short stimuli generate goodness functions with
more sharply defined best-exemplar ranges than those of longer stimuli
(e.g., Allen & Miller, 2001; Miller & Volaitis, 1989; Volaitis & Miller,
1992), which facilitates statistical comparison of best-exemplar ranges
in different conditions.

3. Previous studies using the goodness-rating paradigm have also
found disparities in the height of functions across conditions (Allen &
Miller, 2001;Hodgson&Miller, 1996;Volaitis&Miller, 1992;Wayland
et al., 1994). The difference in height is not critical, since our analyses
focus on the relative locations of the best-exemplar ranges for the series
along the VOT continuum, and not on absolute ratings.
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