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RGB-D sensors capture RGB images and depth images simultaneously, which makes it possible to acquire the depth information
at pixel level. �is paper focuses on the use of RGB-D sensors to construct a visual map which is an extended dense 3D map
containing essential elements for image-based localization, such as poses of the database camera, visual features, and 3D structures
of the building. Taking advantage of matched visual features and corresponding depth values, a novel local optimization algorithm
is proposed to achieve point cloud registration and database camera pose estimation. Next, graph-based optimization is used to
obtain the global consistency of themap.On the basis of the visualmap, the image-based localizationmethod is investigated,making
use of the epipolar constraint. �e performance of the visual map construction and the image-based localization are evaluated on
typical indoor scenes. �e simulation results show that the average position errors of the database camera and the query camera
can be limited to within 0.2 meters and 0.9 meters, respectively.

1. Introduction

�e emergence of wireless communication and the Global
Positioning System (GPS) has ignited the idea of Personal
Navigation Systems (PNSs). A PNS has the positioning
and navigation functions to provide location information to
individuals via portable devices. In outdoor environments,
GPS sensors are the most common and e
cient navigation
instruments. For indoor spaces, however, because satellite
signals cannot penetrate buildings, a smartphone with a GPS
sensor is incapable of providing reliable position services
to a pedestrian. �erefore, indoor localization methods that
do not depend on satellite signals have become a research
hotspot in recent years.

In the recent decade,many indoor localization algorithms
have been proposed and implemented. Of these algorithms,
most have concentrated on radio signal-basedmethods,mak-
ing use of radio access networks.�ese algorithms aremainly
based on measuring the distances to access points by means
of the angle of arrival (AOA), the time of arrival (TOA), the
carrier phase of arrival (POA), or the received signal strength

indicator (RSSI), and so forth [1, 2]. With the increase of Wi-
Fi access points deployed in public areas, researchers have
put focus onWi-Fi-based indoor localization [3–5].However,
the localization system based onWi-Fi signals usually cannot
provide users with stable results because moving objects or
persons a�ect the signal strength. In addition, Bluetooth
beacons are also used for indoor localization [6–8]. �e
e�ective range of Bluetooth signals is approximately 5–10
meters, which leads to frequent beacon switching and results
in high power consumption.

For Wi-Fi or Bluetooth-based localization systems,
expensive infrastructure needs to be installed and main-
tained. An evident disadvantage of these localization systems
is that Wi-Fi hotspots or Bluetooth beacons as anchor points
cannot be moved a�er the initial calibration. Moreover, if
high localization accuracy is required by indoor navigation
systems, for example, submeter accuracy, Wi-Fi hotspots or
Bluetooth beacons must be densely distributed in public
areas [9]. However, in some public buildings, such as railway
stations and airports, high-density infrastructures are costly
and inconvenient to achieve. Due to these problems, an
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economical and stable indoor localization method is needed
to provide users with quality location-based services.

�e emergence of vision-based methods has made it
possible to achieve good performance in indoor localization
in an economical and practical way. �erefore, more and
more studies have focused on the �eld of localization andnav-
igation based on visual methods using smartphones [9–17].
Vision-based localization takes advantage of image retrieval
to search for the similar geo-tagged database images for a
query image, and then the location of the query image can be
estimated. In the phase of visual localization, the homography
matrix [10] and the epipolar constraint [11] are typically used
to calculate the location of the query images based on the
positions of the matched database images. �erefore, the
performance of the visual localization system depends on
the position accuracy of the database images. However, some
existing visual localizationmethods [11–14] put their focus on
the pose estimation of the query camera and do not mention
the method of pose acquisition for the database cameras. In
these methods, the database images and their positions are
captured and recorded manually. However, in this manner,
the acquisition of the database images and their positions
is a heavy burden in the phase of database generation,
especially for large-scale indoor spaces. TUMindoor [15] is
a representative indoor database automatically created by
a mapping trolley for visual location recognition [16, 17].
For the TUMindoor database, data acquisition equipment
including cameras and laser scanners is triggered roughly
every 1.2 meters, but this manner is inapplicable for hand-
held RGB-D sensors because the walking distance of the
operator is di
cult to measure.

A practical way to collect the pose of the database cam-
era is by Simultaneous Localization and Mapping (SLAM)
technology, which is widely used in the �eld of robot path
planning and indoor 3D reconstruction. In vision-based
SLAM, stereo camera pairs or a monocular camera is used
to estimate the 3D structure and simultaneously deduce the
pose of the cameras [18–21]. In stereo SLAM system [22–
25], the 3D points are triangulated for every stereo pair, and
the relative motion of the camera pair is estimated by a 3D-
to-3D feature registration. In contrast to stereo SLAM, in
monocular SLAM systems [26–29], the 3D structure of the
scene and the relative motion of the camera are computed by
2D bearing data.

In recent years, with the emergence of consumer-level
RGB-D sensors, RGB and depth cameras are utilized coop-
eratively to build dense 3D maps of indoor environments
[30–33]. Compared with previous SLAM methods, RGB-
D SLAM is able to preserve the full structural features of
indoor scenes and present a superior dense 3D map. In
RGB-D SLAM systems, the Iterative Closest Point (ICP) [34]
algorithm is a typical method to align the sequential point
clouds captured by depth sensors. �en, the aligned point
clouds are used to estimate the consecutive frame status (the
rotation matrix and the translation vector) and generate the
3Dmap [32]. In addition, joint optimization combining visual
featurematching and shape-based registration is employed to
improve the accuracy of the 3D map [33]. �e advantage of
RGB-D SLAM is signi�cant, as it recovers indoor structures

adequately and places the visual features at their position in
the map. �e existing algorithms of RGB-D indoor mapping
pay more attention to indoor scene recovery, but fewer of the
algorithms focus mainly on the optimization of the RGB-D
camera poses. Moreover, hardly any algorithms optimize the
indoor 3D map for visual localization.

�erefore, in this paper, a novel method of visual map
construction is proposed, and on the basis of the visual
map, image-based localization is investigated to estimate
the location of the query camera. Kinect [35] is a popular
sensor that captures visual images along with per-pixel depth
information, which has the potential to be used in visual
map construction. �e visual map is similar to a dense 3D
map for indoor environments, but it is improved according
to the actual demands on visual localization. In contrast to
[15], there is no need to measure the walking distance during
the construction of the visual map. �e proposed visual map
as a database contains three main elements: �rst, the �oor
plans recovered from the reconstructed 3D model, second,
the database images captured by the visual sensor (database
camera) of Kinect, and third, the poses of the camera views
in the database. In the process of localization, the database
images and the poses of the database camera are used to
achieve the estimation of the query camera location.

In this paper, a novel construction method of the visual
map is proposed based on local and global optimizations.
�e local optimization takes full advantage of the visual
features and depth values to re�ne the transformation matrix
of the RGB-D camera poses. In the global optimization
phase, an RGB-D detectionmethod is presented to accurately
detect the loop closure, which is bene�cial for improving
the performance of the graph-based global consistency opti-
mization. �en, on the basis of the visual map, an image-
based localization method under the epipolar constraint is
introduced. �is is a new idea of the utilization of the indoor
dense 3D map in that the user’s location is estimated by
the positional relationship between the query camera and
the database camera. Compared with the existing database-
assisted localization systems, such as the single view-based
[9, 10] or the CBIR-based [15, 16] localizationmethods relying
on the plane-to-plane homography method which requires
that the visual features for localization should distribute in
a plane, our localization method utilizes the epipolar con-
straint to associate database camera poses with query camera
poses regardless of scene structures. �e performance of the
proposed localization method depends on the accuracy of
the visual map.�erefore, the optimization of the visual map
based on the requirements of the localization is necessary and
indispensable.

�e main contribution of this paper can be stated as
four aspects: (1) a local optimization method of visual map
construction is proposed based on multiple constraints;
(2) in the global optimization, an RGB-D-based detection
method is presented to accurately determine loop closures;
(3) an image-based localization method is introduced, taking
advantage of the proposed visual map; and (4) combining the
visual map construction and the image-based localization, a
novel integrated localization system is obtained, which con-
tains the o�ine stage of database generation and the online



Journal of Sensors 3

Depth images

RGB images

Kinect

Server

Smartphone

RGB-D
calibration

Local
optimization

Loop closure
detection

Global
optimization

Visual map construction

Image retrievalQuery image
Query camera’s
pose estimation

Query camera’s
location

Online stage

O�ine stage

Figure 1: �e framework of visual map construction and image-based localization system.

stage of location estimation. �e framework of the proposed
visualmap construction and image-based localization system
is shown in Figure 1.

�e remainder of this paper is organized as follows. Sec-
tion 2 provides a detailed discussion of the local optimization
of the visual map construction. Section 3 describes the loop
closure detection algorithm and the global optimization algo-
rithm based on RGB-D images. Section 4 studies the image-
based localization algorithm, including the image retrieval
and location estimation of the query camera. Section 5
investigates the performance of the proposed system. Finally,
our conclusions are presented in Section 6.

2. Local Optimization Based on MC-ICP for
the Visual Map

Because the proposed visual localization method is carried
out on the visual map, the precision of the visual map deter-
mines the localization accuracy to a large extent. �erefore, a
multiple constraints ICP (MC-ICP) optimization algorithm is
proposed in this paper based on the RGB-D images captured
by Kinect. As a local optimization, MC-ICP aligns the RGB
image with the corresponding depth image simultaneously
captured byKinect and thenminimizes the errors of the point
cloud registration in pixel space and 3D space.

�e ICP algorithm is a conventional and e�ectivemethod
for point cloud registration, but due to the lack of joint opti-
mization by shape and visual information, the transformation
between the sequential point clouds hardly achieves the
optimum value. Indeed, the ICP algorithm does not utilize
data associations provided by the matched visual features
in RGB images, and thus the transformation obtained by
the classical ICP algorithm inevitably contains errors, which
will severely reduce the precision of the visual map and
consequently lead to the deterioration of the localization
performance. Inspired by this problem, on the basis of the
classical ICP alignment, an optimized transformation of the
camera poses can be obtained by taking full advantage of the
matched visual features and the corresponding depth values.

As shown in Figure 2, Kinect has an infrared emitter
and two cameras: an RGB camera and an infrared camera.
�e two cameras are used to simultaneously capture an RGB

IR emitter

RGB camera

Infrared camera

Checkerboard

in 3D world

{CE }

{CC}
{CD }

Figure 2: �e schematic diagram of Kinect.

image and a depth image in the same scene. �e working
principle of Kinect is that there is a �xed pattern of speckles
generated by the IR emitter projecting onto some object, and
a�er that the speckles on the object are compared with the
reference patterns of speckles which have already been stored
in Kinect. By this means, the 3D distance between Kinect
and the object can be estimated, and then the 3D distance is
presented as the disparity image by the infrared camera.

Although Kinect is calibrated duringmanufacturing with
a proprietary algorithm, the precision of the manufacturer’s
calibration cannot satisfy the requirement of the visual map
construction, because the depth distortion is not considered
in the manufacturer’s calibration [36]. �erefore, Kinect
should be calibrated before the visual map construction to
achieve a better accuracy. In this paper, the method proposed
in [37] is utilized to calibrate Kinect before the visual map
construction.

�e classical ICP algorithm relies only on the corre-
spondence of the 3D point cloud shapes, which frequently
leads to a local optimum and then cannot obtain the rigid
body transformation. �erefore, a multiconstraint 3D point
registration algorithm is proposed on the basis of the classical
ICP algorithm.
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Figure 3: �e matched visual features in RGB images and 3D space.

�e �rst step of the proposed algorithm is to match the
feature descriptors on the reference image �� and the current
image ��. Here, the reference and current images represent
the two successive RGB images in the time domain, and
there are also two successive depth images simultaneously
captured by Kinect. �e most common feature descriptors
for imagematching are the Scale-Invariant FeatureTransform
(SIFT) [38] and the Speeded Up Robust Features (SURF)
[39]. �e ORB descriptor as an e
cient alternative to SIFT
or SURF is tested to be rotation-invariant and resistant to
noise. According to existing research, the ORB descriptor
is e�ective and stable for visual localization [40]. �erefore,
in this paper, the ORB descriptors F� and F� are extracted
from the reference and current images, and because the
descriptors are binary, the hamming distance is used tomatch
the descriptors in F� and F�. Figure 3(b) shows a result of
descriptor matching between the reference image and the
current image in an indoor scene as depicted in Figure 3(a).

However, Figure 3(b) shows clearly that there are some
mismatched pairs between the two feature descriptor sets. To
get rid of the outliers, a best �tting transformation matrix is
estimated by the Maximum Likelihood Estimation SAmple
Consensus (MLESAC) algorithm [41]. �e �nal result of the
transformation matrix maps the inliers M� (M� ∈ F�) on
the reference image to the inliers M� (M� ∈ F�) on the
current image, which is shown in Figure 3(c). With this
method, one-to-one matching can be obtained between the
feature descriptors on the reference image and those on the
current image. On the basis of the descriptor matching and
the result of the RGB-D camera calibration, there will be two

3D point sets, N� and N�, which contain the matched points
in the reference point cloud P� and the matched points in the
current point cloudP�. As an example, thematched 3Dpoints
in setsN� andN� are separately shown in Figures 3(d) and 3(e)
with a 3D view.

In contrast to the alignment of images without the
requirement of initialization, the alignment of point clouds
using the ICP algorithm has shown that if the two point
clouds are already nearly aligned, the ICP algorithm can
e�ectively avoid convergence at an incorrect local optimum
[34]. �erefore, an initialization method is used before
implementing the ICP algorithm by the similar method as
Perform RANSAC Alignment proposed in [33]. But, in our
initialization method, the RANSAC algorithm is replaced by
the MLESAC algorithm, and visual features are described by
ORB descriptors instead of SIFT descriptors.

�e second step of the MC-ICP algorithm is to align
the point clouds by the classical ICP algorithm with the
initialization result. �e ICP algorithm attempts to align two
point clouds by means of the nearest local minimum of a
mean-square distance metric [34]. Given two 3D point sets,
which are the reference point cloud P� and the current point
cloud P�, the algorithm iteratively strives to obtainTICP using
transformation matrix T�,� by the objective function:

TICP = argmin
T�,�

( ∑
��� ∈P�,��� ∈P�

������� − ��� ⋅ T�,�����2) , (1)

where ��� and ��� are the homogeneous coordinates of the
associated points used in the interaction of the ICP algorithm.
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T�,� is the transformation matrix that converts the current
point coordinates into the reference point coordinates. �e
transformation matrix T�,� can be represented as

T�,� = [R�,� 0

t�,� 1] ∈ SE3, (2)

where the Euclidean group SE3 contains the rotation matrix
R�,� and the translation vector t�,� in three-dimensional
Euclidean space:

SE3 fl {R�,�, t�,� | R�,� ∈ SO3, t�,� ∈ R
3} , (3)

where R�,� and t�,� re�ect the 3D motion between the current
point coordinates and the reference point coordinates.

�e third step of the MC-ICP algorithm is the opti-
mization procedure of the transformation TICP obtained by
the classical ICP algorithm. Because the color and depth
features are not taken into account simultaneously, there
are not enough constraints for the point cloud registration.
�e result of the classical ICP-based registration inevitably
contains some errors. �erefore, a multiconstraint optimiza-
tion method is proposed, which optimizes the point cloud
registration in both the 3D domain and the image domain.
�e objective function �1 and solution T1 can be denoted as

�1 = 1�mat

�mat∑
�=1
(�1 (��� �11 + ��� �21 + ��� �31 + �1 − ��� )

+ �2 (��� �12 + ��� �22 + ��� �32 + �2 − ��� )
+ �3 (��� �13 + ��� �23 + ��� �33 + �3 − ��� )) ,

(4)

T1 = argmin
(��� ,��)

(�1) ,
(� = 1, 2, 3; � = 1, 2, 3; � = 1, 2, 3) , (5)

where �mat is the number of matched feature descriptors; the
point ��� = (��� , ��� , ��� ) denotes the 3D position of the point in
set N�; the point ��� = (��� , ��� , ��� ) denotes the 3D position of
the point in setN�; and (�1, �2, �3), which satisfy�1+�2+�3 =1, are the weights to control the contributions in the �, �,
and� directions.�e rotationmatrixR�,� and the translation
vector t�,� as parts of the transformation matrix T�,� can be
described as

R�,� = [[[
�11 �12 �13�21 �22 �23�31 �32 �33

]]
]
,

t�,� = [�1 �2 �3] .
(6)

�e optimization function shown in (5) can be regarded
as a nonlinear least squares problem, where the number of
variables is less than the number of matched descriptors. In
practical terms, the matched descriptors are much greater
in number than the variables in function (4). �erefore,
this function can be optimized by the trust-region-re�ective

algorithm [42], taking TICP as an initial value to achieve
solution T1.

On the basis of the above 3D domain optimization, a
pixel-level optimization in the image domain is proposed in
this paper. �e 3D coordinates of the matched descriptors
are transformed into 2D coordinates in the image plane, and
then the distance of thematched descriptors can bemeasured
at pixel level. �e objective function to measure the distance
between the matched descriptors at pixel level can be de�ned
as

�2 = �mat∑
�=1
('1 ( �RGB�	�� �
 �	�� + -� − -��)

+ '2( �RGB�	�� ���	�� + V� − V
�
�)) ,

(7)

where �RGB is the focal length of the RGB camera, which is
obtained by the RGB camera calibration. �e pixel sizes �

and �� are used to convert the distance in the 3D coordinate
system to the image coordinate system. �e principle point
coordinates (-0, V0) present the intersection position of the
principle axis and the image plane.�e directional weights '1
and '2, which satisfy '1 + '2 = 1, control the contributions
of the � and � directions in the image domain to the overall
error. In (7), the 2D coordinates (-�� , V�� ) are the position of
the matched descriptor on the reference image, and the 3D

position (�	�� , �	�� , �	�� ) is transformed from ��� = (��� , ��� , ��� )
by the transformation matrix T�,�. �en, the transformed 3D

position (�	�� , �	�� , �	�� ) can be calculated by

�	�� = ��� �11 + ��� �21 + ��� �31 + �1,
�	�� = ��� �12 + ��� �22 + ��� �32 + �2,
�	�� = ��� �13 + ��� �23 + ��� �33 + �3.

(8)

To obtain the body transformation, which is constrained
in both the 3D domain and the image domain, the optimiza-
tion should be treated as a multiobjective problem in the two
domains. Based on the concept of the Tolerant Lexicographic
Method [43] formultiobjective optimization, the solution can
be determined as

T2 = argmin
(��� ,��)

(�2 (��
, ��)�mat

) ,
(� = 1, 2, 3; � = 1, 2, 3; � = 1, 2, 3) ,

(��
, ��) ∈ {(��
, ��) | �1 ≤ �∗1 + 7} ,
(9)

where �∗1 = min(�1) denotes the minimum values corre-
sponding to the 3D objective function. For (9), it is a solution
for a multiobjective optimization problem that constrains the
transformation matrix in both the 3D space domain and the
image space domain. �is optimization can be treated as
a nonlinear least squares problem and solved by the trust-
region-re�ective algorithm. However, sometimes there is no
feasible solution for T2 when �1 ≤ �∗1 , and therefore it is
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(1) F� ←Extract the ORB feature descriptors from the reference RGB image ��;
(2) F� ←Extract the ORB feature descriptors from the current RGB image ��;
(3) Finlier ←Match the feature descriptors in sets F� and F�, and exclude the

outliers via the MLESAC algorithm;
(4) TICP ←Perform the ICP algorithm with the initialization result and the inputs:

reference point cloud P� and current point cloud P�;
(5) T1 ←Perform 3D domain optimization via the Trust-region-re�ective algorithm

with the input: TICP;
(6) �bound = �∗1 , �iter = 0;
(7) while (�iter ≤ �max);
(8) (�2,T2) ←Perform pixel-level optimization via the Trust-region-re�ective

algorithm with the constraint �bound;
(9) if T

2
̸= Φ

(10) �e optimization result T∗2 = T2;
(11) break;
(12) else
(13) �bound = �bound + 7;
(14) end
(15) �iter = �iter + 1;
(16) end

Algorithm 1: �e multiconstraint ICP algorithm.

necessary to expand the constraint by providing a tolerant
increment 7 in the process of iterative solving. �e detailed
process of the proposed MC-ICP algorithm is described in
Algorithm 1.

3. Loop Closure Detection and
Global Optimization

Although the MC-ICP algorithm is proposed as local opti-
mization in the previous section to minimize the errors of
the RGB-D alignment, dri� caused by the alignment of the
associated frames is inevitable, which will ultimately lead
to inaccuracies for the visual map, especially for long paths
of the camera. �erefore, global optimization is essential to
reduce the cumulative errors a�er the RGB-D alignment.�e
main process of global optimization can be divided into three
parts: keyframe selection, loop closure detection, and graph-
based optimization.

For loop closure detection, the core task is to �nd the
location that the camera has once visited, and then the path
from the previously visited location to the revisited location
forms a loop closure. In common research on loop closure,
the visual method plays the main role in matching two image
frames to determine the loop closure [44, 45]. However,
in some cases, the image matching determined by feature
descriptors does not de�nitely mean that the two images
were taken in the same location; that is, high similarity of
the vision cannot guarantee that the camera is at the same
position. Figure 4 shows an example of two images that are
matched but that were taken in di�erent locations 1.54meters
apart. In this example, it can be clearly seen that similar
images may be taken in di�erent positions while the feature
descriptors in the images are matched, so it is unreliable
to de�nitely determine that the camera came back to the
previous position. For small-scale indoor environments, the

false detection will directly lead to poor performance of the
global optimization. �erefore, to precisely detect the loop
closure, a novel detection method is proposed based on the
RGB-D constraint.

3.1. Keyframe Selection. Keyframe selection is an essential
step of loop closure detection. If the current framematches all
the previous frames the camera has captured, the complexity
of the image matching will make the loop closure detection
time-consuming. To address the challenge of complexity,
keyframes as a subset of the image consequence are intro-
duced, and they contain enough visual features to detect the
loop closure. A common way is selecting the keyframe every� frames [46, 47] or within a �xed distance interval [48], but
some essential visual information in nonkeyframes may be
lost in this way. Another feasible way for keyframe detection
is based on visual overlap determined by feature matching
[49, 50], which is sensitive to object occlusion and image blur.
In this paper, the keyframes are selected by two strategies:
the �xed-distance strategy and the matching-ratio strategy.
A frame sequence is de�ned as> = {�1, �2, . . . , ��}, where �1
is the start frame captured by the RGB camera and �� is the
current frame. For the �xed-distance strategy, the element in
the keyframe set>1 is selected every � frames from the frame
sequence>:

>1 = {���+1 | ���+1 ∈ >, ? = 0, 1, . . .} . (10)

However, in practice, the camera controlled by the
operator o�en occurs in a sudden speed increment of the
movement, which will lead to the loss of some essential visual
information by selecting the keyframes every � frames. If
the essential visual information is missed, the loop closure
detection could fail because there is no previous keyframe
matched with the current keyframe. With the purpose of
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Figure 4: A false detection of loop closure only by feature descriptor matching.

conserving enough visual information to achieve accurate
detection of the loop closure, the matching-ratio strategy
is introduced to select the keyframe, ensuring that the
keyframes contain su
cient visual features to match with the
potential loop closure frame.

�e matching-ratio selection strategy is proposed on
the basis of the �xed-distance strategy to reserve as much
visual information between frames as possible. Figure 5 is an
illustration of the matching-ratio selection strategy. Between
the two successive keyframes ��� ∈ >1 and ��(�+1) ∈ >1,
there will be � frames that are not selected as the keyframes
in the time domain. �� is a frame that is not selected by the
�xed-distance strategy between ��� and ��(�+1). Frame �� ∈>2 denotes a keyframe that has already been selected by the
matching-ratio strategy. >2 is a keyframe set containing the
keyframes selected by the matching-ratio strategy. According
to the matching-ratio strategy, every frame that does not
belong to set >1 should be separately matched with the
nearest previous keyframes selected by the �xed-distance
strategy and the matching-ratio strategy. �erefore, frame�� should be matched with keyframe �� and keyframe���, separately. �is process relies on the ORB descriptor
matching as described in Section 3.2, and, a�er that, the
MLESAC algorithm is implemented to exclude the outliers
in the matching result. �en, the matching ratios �1 and �2
can be calculated by

�� = @�@total

, (� = 1, 2) , (11)

where @1 represents the number of matched inliers between�� and ��, @2 represents the number of matched inliers
between �� and ���, and @total is the total number of ORB
descriptors extracted from ��. �e threshold �	 is set as a
threshold value to verify whether �� should be taken as a
keyframe and put in set>2.�e decision rule is that if�1 < �	
or �2 < �	, �� will be regarded as a keyframe and put in>2.
Each frame outside the set >1 will have an estimation as to
whether it should be a keyframe for set >2, and, a�er this
procedure, the complete keyframe set >key can be obtained
by>key = >1 ∪ >2.

Keyframe selected by the �xed-distance strategy

Keyframe selected by the matching-ratio strategy

na npq· · · · · · · · · · · ·nb nc np(q+1)

Frame outside set N1

Figure 5: An illustration of the keyframe selection by thematching-
ratio strategy.

It is worth noting that a frame outside of set>1 is always
matched with its two nearest keyframes, which are separately
selected by the �xed-distance strategy and thematching-ratio
strategy. For example, if �� shown in Figure 5 is selected as a
keyframe by the matching-ratio strategy, frame �� outside of
set>1 next to �� will be matched with �� and ���. Otherwise,�� should be matched with �� and ���. In addition, when
selecting the �rst keyframe in set>2, a nonkeyframe outside
of set>1 only matches the keyframes in>1 by (11).
3.2. Loop Closure Detection by the RGB-D Constraint. In
general, the keyframe set is large when the camera has a
long distance trajectory, and then the keyframe searching is
a heavy burden. �erefore, an image retrieval method based
on the geographic restriction and bag of features (BOF) [51]
is employed in this paper to avoid the global search for
the keyframes. In contrast to the general BOF retrieval that
searches for similar images in the entire database by the K-
Nearest-Neighbor (KNN) algorithm, the proposed method
only searches the keyframes that are within a �nite distance.
�e �nite distance will be set depending on the scale of the
indoor scene. In this manner, the previous keyframes that are
similar to the current keyframe are selected as the candidates
to detect the loop closure.

For the graph-based global optimization for RGB-D
mapping, the performance of the optimization depends on
the exact loop closure detection. In the proposedmethod, the
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visual and depth data acquired by the RGB-D sensor provide
more helpful information to recognize the loop closure more
accurately. �e main task for the closure detection is to
estimate whether the RGB-D camera returns to the position
that it has visited before. �erefore, in this paper, the loop
closure will be detected by two evaluation criterions: (1)
the matching rate of the visual features and (2) the depth
consistency of the visual features. �e loop closure will be
determined only if the current keyframe and the previous
keyframe satisfy the two criteria simultaneously.

�ematching rate of the visual features is proposed based
on the vision similarity between the current keyframe and the
previous keyframes. �e ORB descriptors extracted from the
RGB images in the local optimization phase are used tomatch
the current keyframe and the previous keyframes. To re�ect
the visual similarity clearly between the frames, the matching
rate Cmat ∈ [0, 1] is de�ned as

Cmat = �mat(1/2) (�cur + �key) , (12)

where �mat is the total number of inliers re�ned by the
MLESAC algorithm. In (12), �cur and �key are the number
of descriptors extracted from the current keyframe and the
keyframes, respectively.

In some cases, the matching rate can indicate the posi-
tions of the camera; however, there are some exceptions in
which the camera captures the same object with di�erent
poses, as shown in Figure 4. �erefore, it is necessary to fur-
ther determine the similarity between the current keyframe
and the previous keyframes by the other criterion.

In the process of visual feature matching, the ORB
descriptors have been extracted and matched between the
current keyframe and the previous keyframes. According to
the result of the RGB-D camera calibration, each pixel in
the RGB image relates to a depth value. For each pair of the
matched descriptors in the keyframes, an � × � pixel patch
is de�ned around the matched descriptor in the keyframes.
�en, the depth value E� for the pixel patch F can be
described as

E� = 1�2 (∑�,� (E11 + E12 + ⋅ ⋅ ⋅ + E��)) ,
(G = 1, . . . , �, � = 1, . . . , �) ,

(13)

where E�� is the depth value corresponding to the pixel (G, �)
in the patch. Centered on each matched descriptor, a depth
value E� can be calculated by the depth of the pixel in the
patch. If there are @� matched descriptors in the current
keyframe, there will accordingly be @� matched descriptors
in the previous keyframe. To measure the distinction of the
distance between the object and the camera, an error metric
of the depth is de�ned as

Cdep = 1@�∑
 (
HHHHHV�
 − V

�


HHHHH) , (� = 1, . . . , @�) , (14)

where V�
 denotes the depth value of the patch in the current

keyframe and V
�

 denotes the depth value of the patch in the

previous keyframe. �e value of Cdep re�ects the distinction
of the distance between the camera and objects, which also
indicates the position di�erence that the camera shot at.

�e �nal decision of the loop closure will be drawn
from the two criteria: the matching rate Cmat and the depth
distinction Cdep. In practical operation, it is necessary to

de�ne a set of thresholds (C	mat, C	dep) to determine the loop

closure. Only if the current keyframe and the previous

keyframe satisfy (1) Cmat ≥ C	mat and (2) Cdep ≤ C	dep can the

loop closure be ultimately determined.

3.3. Global Optimization by the Graph-Based Method. Due
to the errors caused by the camera pose estimation, the
path of the camera usually cannot form a globally consistent
trajectory. �erefore, the global optimization methods are
used to correct the dri� introduced by the iterations of
the camera pose estimation. �e graph-based method for
SLAM global optimization is a typical technology to build a
consistent map by estimating the parameters associated with
vertices (camera poses) in a graph. �e g2o framework [52]
as an e�ective graph-based method is employed in this paper
to optimize the trajectory of the RGB-D camera estimated by
the MC-ICP algorithm.

�e g2o framework presents the global optimization
problem as a graph constraint solved with the nonlinear
least squares algorithm. In the framework, the poses of the
camera are regarded as the vertices, and the edges serve as the
constraints in the graph. For the total of �pose camera poses in
the graph, the error function can be de�ned as

�g2o = ∑
�,
∈�pose

e (k�, k
,w�
)	Ω�
e (k�, k
,w�
) , (15)

where k� and k
 denote the ordered poses of the camera
related to the constraint mean matrix w�
 and Ω�
. Vector
e(k�, k
,w�
) is the error function measuring how well the
poses k� and k
 satisfy the constraint w�
. According to (15),
the optimal trajectory can be described as

V
∗ = argmin

V

�g2o (V) , (16)

where V contains the original camera poses and V
∗ contains

the optimized poses.
�e process of the global optimization is described in

Algorithm 2. A�er the global optimization of the camera
poses, an integrated visual map constructed by the RGB-D
sensor is stored as the database for the visual localization,
containing (1) a 3D structure and 2D �oor plan of the indoor
scene, (2) the database images captured by the RGB-D sensor,
and (3) the poses of the database camera.�e entire process of
the visual map construction is conducted in the o�ine stage
at the service of the online localization.

4. Image-Based Localization Using
the Visual Map

�e image-based localization is an economical and e�ective
method to recognize the position of the user using the
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(1)>1 ←Select the keyframes by the �xed-distance strategy;
(2)>2 ←Select the keyframes by the matching-ratio strategy;
(3)>key ←Obtain the keyframe set by>1 ∪ >2;
(4) � ←Set the total number of the keyframe set>key = {�1, �2, . . . , ��};
(5) while (� ≥ 2)
(6) Cmat ←Match the current keyframe �� with the previous

keyframes {�1, . . . , ��−1};
(7) Cdep ←Compute the depth errors of the pixel patches in the

current keyframe �� and the previous keyframes {�1, . . . , ��−1};
(8) if Cmat ≥ C	mat and Cdep ≤ C	dep
(9) V

∗ ←Perform the g2o algorithm with the camera pose V;
(10) break;
(11) end
(12) � = � − 1;
(13) end

Algorithm 2: Global optimization based on the RGB-D loop closure detection and the g2o algorithm.

query image captured by the smartphone’s camera. �is part
will focus on the online phase, which is the image-based
localization. Taking advantage of the completed visual map,
the position of the query camera can be estimated according
to the relationship constrained by the epipolar constraint
between the query image and the database images. To utilize
the epipolar constraint, image retrieval is employed to �nd
the candidate database images that contain the same visual
features as the query image.

4.1. Retrieval and Matching between Query and Database
Images. In the online stage of the localization, the user
captures the query image by the camera equipped on the
smartphone, and then the query image is uploaded to the
server through the wireless network. In addition, if the
smartphone has powerful data processing capabilities, the
query image can also be preprocessed on the smartphone,
such as the feature descriptor extraction, and, in this way, it
is only necessary to upload the data of the feature descriptors
to the server. Either way, the visual information captured by
the user is the necessary data required by the image-based
localization.

When the server receives the query image, the ORB
descriptors are extracted from the query image. A�er that,
the descriptors are quantized to the visual features, and the
occurrences of the features are recorded as a vector to index
the query image. For the bag of features, each database image
is stored in the bag in the term of the vector related to the
occurrence of the visual features.�e search engine calculates
the similarity between the query vector and the database
vector based on the J2 distance. In this manner, the most
similar database images are selected as the candidate database
images using the KNN strategy.

�e query image retrieval based on the BOF searching
is e
cient but imprecise and can be regarded as a coarse
retrieval. �is is because there is no rigid alignment between
the query image and the database image using the feature
descriptor matching. However, the epipolar constraint acts
on the matched descriptors in the images, so it is necessary

to re�ne the candidate database images obtained by the BOF
retrieval.�e speci�cmethod is that the query imagematches
each candidate database image using the ORB descriptors,
and the outliers are rejected by the MLSAC algorithm. �en,
some database images in the candidate set Kcan are excluded,
since there are few inliers in the matching between the
database images and the query image.

4.2. QueryCamera Pose Estimation by the Epipolar Constraint.
By the retrieval between the query image and database
images, the candidate database images are selected according
to their visual similarity. In the process of the visual map
construction, the poses of the database camera related to the
database images are recorded. �erefore, utilizing the query
image, the candidate database images, and the poses of the
database camera, the location of the query camera can be
estimated based on the epipolar constraint.

In this paper, the database camera is the RGB cam-
era of the RGB-D device that has been calibrated in the
o�ine stage, and the query camera equipped on the user’s
smartphone should be calibrated before the localization.
Kdatabase and Kquery denote the database camera calibration
matrix and the query camera calibration matrix, respectively.
�e coordinates Xdatabase and Xquery of the ORB descriptors
extracted from the database image and the query image can
be normalized by

X̂database = K
−1
databaseXdatabase,

X̂query = K
−1
queryXquery. (17)

�e relations between the normalized coordinates of the
ORB descriptors in the query image and the database image
can be described as

X̂databaseEX̂query = 0, (18)

where E is the essential matrix, which contains the rotation
matrix and the translation vector of the camera transfor-
mation. �e essential matrix is used to present the camera
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(1) Kcan ←Select the candidate database images by the BOF image retrieval.
(2) for @ = 1 : �DB
(3) E� ←Compute the essential matrix between the query image and the

database image.
(4) (R�� , t�� ) ←Decompose the essential matrix E� into the rotation

matrix and the translation vector by SVD.
(5) end
(6) L� ←Compute the position of the intersection determined by each two

connecting lines.
(7) Lquery ←Compute the estimated location of the query camera.

Algorithm 3: Image-based localization algorithm.
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Figure 6: An illustration of the epipolar constraint.

transformation parameters between the database camera and
the query camera in the following form:

E ≃ t̂�R�, (19)

where t̂� denotes the translation vector and R� denotes the
rotation matrix. For t� = [�
, ��, ��]−1, t̂� is the skew-
symmetric matrix of t� and

t̂� = [[[
[
0 −�� ���� 0 −�
−�� �
 0

]]]
]
. (20)

�e essential matrix E is determined by the normalized
image coordinates of the matched ORB descriptors in the
query image and the database image. One e
cient method
for computing the essential matrix is the �ve-point algorithm
[53]. Via the essential matrix E, the translation vector t� and
rotation matrix R� can be extracted using Singular Value
Decomposition (SVD).

�e epipolar constraint re�ects the pose relationship
between the query camera and the database camera, which
is shown in Figure 6. By the translation vector t� and the
rotation matrix R� extracted from the essential matrix E, the
3D position relationship between the query camera and the
database camera can be described as

X� = R�X� + t�, (21)

where X� denotes the 3D position (without the scale) of the
query camera andX� denotes the 3D position of the database
camera. Under the epipolar constraint, the position of the

query camera can be estimated by each pair of the query
image and the candidate database image in Kcan.

However, the estimated 3D position X� of the query
camera obtained by the epipolar constraint is not the de�nite
location, becauseX� is always a unit vector.Without a relative
scale, X� cannot indicate the de�nite distance between the
query camera and the database camera, but it contains
relative orientation from the database camera coordinate
systemP������� to the query database coordinate systemP�������. Utilizing a pair of the query image and the
candidate database image, the connecting line can be deter-
mined based on the known position of the database camera.
As shown in Figure 7, for the query image, there are two
candidate database images resulting in two connecting linesQ13 and Q23, and the intersection of the connecting lines is the
estimated position of the query camera on the ground plane.

Since more than two candidate database images are
selected in general, there will be more than two connecting
lines that usually cannot intersect one point due to the
errors caused by localization. �erefore the average location
of intersections is de�ned as the estimated query camera
location Lquery:

Lquery = 1�inter (
�inter∑
�=1

L�) ,
(1 ≤ �inter ≤ �DB (�DB − 1)2 ) ,

(22)

where �inter represents the total number of intersections and
L� represents the position of each intersection.�e process of
the image-based localization is described in Algorithm 3.

5. Simulation Results and Discussion

To evaluate the performance of the proposed visual map
construction method, an extensive experiment is conducted
in our o
ce area as shown in Figure 8. �e experimental
area includes �ve o
ces, two corridors, a classroom, and an
exhibition room. �ese rooms are typical indoor places that
have di�erent visual and structural complexities. According
to functions and sizes, these rooms are divided into four scene
classes, namely, the small room scene (the size is less than 25
square meters, including O
ce 1 and O
ce 4), the medium
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Figure 8: �e �oor plan of the indoor experimental area.

room scene (the size is between 25 and 40 square meters,
including O
ce 2, O
ce 3, O
ce 5, and the exhibition
room), the large room scene (the size is more than 40 square
meters, including the classroom), and the corridor scene
(including Corridor 1 and Corridor 2).

Because the implementation of image-based localization
relies on the database images and the database camera poses
stored in the visual map, the accuracy of the localization is
restricted to the precision of the visual map construction,
especially for the precision of the estimated database camera
positions. To e�ectively evaluate the precision of the database
camera positions, the original trajectory of the RGB-D
camera is recorded as the true positions to compare with the
estimated positions. For each room or corridor, test points
on the camera trajectory are uniformly selected by the step
distance of 10 centimeters. �e RGB-D camera is moved

sequentially between the test points and placed on a tripod at
each test point from the starting location and �nally back to
the starting location. In order to further explore the in�uence
of di�erent light conditions to the visual map construction,
the visual map is constructed both in the daytime and at
the nighttime. In the daytime, the lamps in the rooms (with
windows) are turned o�, but the lamps in the corridors
(without windows) are turned on. At the nighttime, all the
lamps are turned on, and then the light conditions of the
rooms and the corridors are well.

�e experiment is conducted by Microso� Kinect v1,
and the parameters of Kinect are shown in Table 1. �e
visual image is captured by the RGB camera on Kinect, and
the depth image is simultaneously acquired by the infrared
camera on Kinect. All data processing runs on MATLAB
2016B with an Intel Core i5 CPU and an 8GB RAM.
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Figure 9: An example of the visual map construction in Corridor 1.

Table 1: Parameters of Kinect v1.

Parameter Variable Value [unit]

Focal length of Kinect RGB camera �RGB 4.884 [mm]

Pixel size of Kinect RGB camera
�
 9.3 [Rm]�� 9.3 [Rm]

Principle point coordinates of Kinect
RGB camera

-0 318.57 [pixel]

V0 262.08 [pixel]

Figure 9 is an example of the visual map construction in
Corridor 1. Figure 9(a) shows the construction result with
a 2D view, which contains the completed �oor plan of the
corridor and the original trajectory (blue triangle markers)
and estimated trajectory (green trianglemarkers) of the RGB-
D camera. In this paper, the localization precision is evaluated
in the 2D plane (in the�P� coordinate system). Figures 9(b)
and 9(c) separately show the 3D visualization map and 3D
point clouds of Corridor 1.�e 3D visualizationmap can o�er
a 3D view to the user during the localization and navigation,
and the 3D point clouds can be used to reconstruct the
structures of the building. �e visual map contains adequate
visual and structural information of the building, and, in
addition, the database camera poses are also stored in the
visual map, all of which are indispensable for the proposed
image-based localization.

To completely evaluate the performance of the proposed
mappingmethod, the classical ICPmappingmethod [32] and
the RGB-D ICP mapping method [33] are also implemented
under the same conditions. �e average lengths of the test
trajectories in the small room scene, the medium room
scene, the large room scene, and the corridor scene are 7.3
meters, 10.6meters, 32.8meters, and 16.9meters, respectively.
Because the area scales of the scenes are di�erent, the average
lengths of the trajectories are also di�erent. In most cases, the
length of the trajectory meets the proportional relation of the
area scale. To clearly analyze the position errors of the test
points, the average error of the Euclidean distance in the�P�
coordinate system is de�ned as

S = 1�test
�test∑
�=1
√(��� − ��� )2 + (��� − ��� )2, (23)

where (��� , ��� ) is the original position of the camera, (��� , ��� )
is the estimated position of the camera, and �test is the total
number of the test points. In addition, the average errors in
the� direction and � direction are calculated by

S� = 1�test
�test∑
�=1
(HHHH��� − ��� HHHH) ,

S� = 1�test
�test∑
�=1
(HHHH��� − ��� HHHH) .

(24)
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Table 2: Position errors of the database camera with di�erent mapping methods.

Scenes Methods of modeling

Average errors (meters) Accuracy improvement
(%)In� direction In � direction Of Euclidean distance

Day Night Day Night Day Night Day Night

Small room

Proposed method 0.0565 0.0440 0.0424 0.0397 0.0750 0.0640 — —

RGB-D ICP 0.0739 0.0721 0.0617 0.0566 0.1040 0.0980 27.88 34.69

Classical ICP 0.0822 0.0823 0.0726 0.0759 0.1186 0.1187 36.76 46.08

Medium room

Proposed method 0.0608 0.0592 0.0418 0.0296 0.0775 0.0695 — —

RGB-D ICP 0.0906 0.0874 0.0761 0.0691 0.1237 0.1197 37.35 41.94

Classical ICP 0.1211 0.1220 0.0902 0.0883 0.1629 0.1632 52.42 57.41

Large room

Proposed method 0.1187 0.1089 0.0975 0.0903 0.1643 0.1525 — —

RGB-D ICP 0.2318 0.2374 0.1946 0.1702 0.3247 0.3144 49.40 51.49

Classical ICP 0.3578 0.3171 0.2241 0.2029 0.4539 0.4505 63.80 66.15

Corridor

Proposed method 0.0800 0.0838 0.0413 0.0411 0.0953 0.0977 — —

RGB-D ICP 0.1584 0.1644 0.0537 0.0525 0.1727 0.1787 44.82 45.33

Classical ICP 0.1970 0.2057 0.1253 0.1216 0.2518 0.2548 62.15 61.66

�e average position errors of the database camera in
di�erent scenes are shown in Table 2. Because visual maps are
constructed both in the daytime and at the nighttime, there
are two results of position errors related to each mapping
method in di�erent scenes. From the results of the average
errors, it can be observed that, in the small room scene,
the medium room scene, and the large room scene, the
construction precision of the visual map at the nighttime is
better than that in the daytime. But either in the daytime or
at the nighttime, the construction precision is the same in
the corridor scene. �e reason is that the lamps in rooms
are turned o� in the daytime, so, with well lighting, light
conditions are better at the nighttime. However, in the
corridor scene, lamps are turned on all day. �erefore, the
construction precision of the corridor scene is satisfactory
either in the daytime or at the nighttime.

For the average errors of the Euclidean distance, the accu-
racy improvement percentage �im of the proposed method is
calculated by

�im =
HHHHHS� − S�HHHHHS� × 100, (25)

where S� denotes the average error of the proposed method
and S� denotes the average error of the comparative method,
such as the classical ICP or the RGB-D ICPmappingmethod.
As shown in Table 2, the accuracy improvement of the
proposed method reaches more than 27.88% and 36.76%,
respectively, compared with the classical ICP and the RGB-
D ICP methods in all scenes. Moreover, if the visual map is
constructed at the nighttime, the precision can be improved
at last by 34.69% and 46.08%, compared with the other two
methods. �erefore, in order to achieve a high precision, it is
better to construct the visual map at the nighttime under well
light conditions.

According to the result of the position errors, the average
errors accumulate along with the increase of the trajectory

length. Although the local optimization and global optimiza-
tion are employed to reduce the errors introduced in the
visual map construction, the cumulative error is inevitable
and cannot be completely eliminated. Compared with the
classical ICP and the RGB-D ICP mapping methods, the
performance of the proposed method is evidently better than
those of the other two methods, especially in the large room
scene. With the increase in the scene size, the proposed
method improves the construction precision of the visual
map signi�cantly. �is is because the proposed method
eliminates the errors of the camera transformation asmuch as
possible via multiple constraints that take advantage of RGB-
D information.

Figure 10 shows the cumulative probabilities of the
Euclidean distance errors with di�erent mapping methods
in the daytime and at the nighttime. In the small room
scene, the performances of the three mapping methods are
satisfactory because the maximum position errors are all
limited to within 0.25 meters. As the area of the indoor scene
grows, the performances of the threemethods degrade due to
cumulative errors.However, the performance of the proposed
method is still better than those of the other two methods
in each scene. �e maximum error of the proposed method
is limited to within 0.3 meters in the large room scene, but
the maximum errors of the RGB-D ICP method and the
classical ICP method reach 0.5603 meters and 0.7943 meters,
respectively, although the visual map is constructed at night.
As for the proposed method, the visual maps constructed
in the day or at night achieve di�erent maximum errors.
Except for the corridor scene, the maximum errors obtained
at the nighttime are less than those obtained in the daytime.
�emaximum errors of the corridor scene are approximately
equivalent because light conditions are well both in the
day and at night. Since the accuracy of the image-based
localization is signi�cantly in�uenced by the precision of the
estimated positions of the database camera, the proposed
method will be bene�cial to the image-based localization.
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Figure 10: Cumulative probability of the position errors for the database camera.
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Table 3: Hardware resource usage and time consumption.

Methods of modeling
CPU usage

(%)
U�
(%)

Memory usage
(GB)

U�
(%)

Time consumption
(second/frame)

U�
(%)

Proposed method 39.08 — 1.42 — 0.2478 —

RGB-D ICP 37.84 3.28 1.37 3.65 0.2236 10.82

Classical ICP 32.61 19.84 1.19 19.33 0.1998 24.02

Table 4: Localization errors of the query camera with di�erent mapping methods.

Scenes Methods of modeling

Average errors (meters) Accuracy improvement
(%)In� direction In � direction Of Euclidean distance

Day Night Day Night Day Night Day Night

Small room

Proposed method 0.4624 0.4152 0.3915 0.3689 0.6735 0.5940 — —

RGB-D ICP 0.5872 0.5490 0.4238 0.4065 0.7775 0.7208 13.38 17.59

Classical ICP 0.6375 0.6304 0.4917 0.4375 0.8648 0.8182 22.12 27.40

Medium room

Proposed method 0.3956 0.4684 0.3956 0.3518 0.6885 0.6276 — —

RGB-D ICP 0.5974 0.5939 0.4376 0.4252 0.8019 0.7757 14.14 19.09

Classical ICP 0.6951 0.6643 0.4636 0.4587 0.9042 0.8714 23.86 27.98

Large room

Proposed method 0.6656 0.6491 0.4802 0.4256 0.8727 0.8235 — —

RGB-D ICP 0.8070 0.7645 0.5468 0.5893 1.0429 1.0358 16.32 20.50

Classical ICP 0.9372 0.9489 0.7466 0.6824 1.2848 1.2538 32.08 34.32

Corridor

Proposed method 0.5677 0.5890 0.4020 0.3974 0.7527 0.7575 — —

RGB-D ICP 0.6953 0.7041 0.4576 0.4539 0.8849 0.8888 14.94 14.77

Classical ICP 0.7977 0.8084 0.6305 0.5918 1.0779 1.0708 30.17 29.26

In order to fully evaluate the performance of the pro-
posed visual map construction method, the average usage
of hardware resource and computational consumption are
recorded as shown in the Table 3. �e time consumption is
the average processing time of one frame during the visual
map construction. For the proposed method, U�, U�, and U�
represent the increment ratios in aspects of the CPU usage,
the memory usage, and the time consumption, compared
with the RGB-D ICP and the classical ICP.

Compared with the classical ICP method, the hardware
resource usage and the time consumption increase with
respect to the RGB-D ICPmethod and the proposedmethod.
�e reason is that the twomethods utilize both visual features
and depth values to construct the visual map rather than
only using point clouds in the classical ICPmethod.�e pro-
posed method needs more hardware resource and running
time, because, based on RGB-D information, the multiple
constraints are introduced in this method and thereby the
algorithm complexity increases. According to the data in
Table 3, the maximum increment ratio that appears in time
consumption is 24.02%; however, the accuracy improvement
ratio of the proposed method is at least 27.88% as shown
in Table 2. Moreover, the average processing time for one
frame of the proposed method is 0.2478 seconds, which can
satisfy the frame rate (3 frames per second) in the visual map
construction. �erefore, the proposed method is practicable
and well performed in the visual map construction.

On the basis of the accomplished visual map created
by di�erent mapping methods, the image-based localization
is implemented to evaluate the localization accuracy of the
query camera in di�erent scenes. In the small room scene, the
medium room scene, the large room scene, and the corridor
scene, there are 30, 40, 90, and 60 test points, respectively,
which are uniformly selected to evaluate the positioning
accuracy of the proposed localization method. For each test
point, two query images are captured in di�erent orientations
for image-based localization. For each scene, the image-
based localization is performed using the visual maps that are
constructed in the day and at night. �e average localization
errors of the query camera with di�erent mapping methods
are shown in Table 4.

According to the average localization errors of the query
camera, the proposed mapping method improves the per-
formance of the image-based localization. Moreover, the
performance of the image-based localization is better when
the visual map is constructed at night. In the corridor and
the large room scenes, the average errors of the Euclidean
distance exceed 1 meter using the visual maps constructed
by the classical ICP, which is unsatisfactory for indoor
localization. Compared with the RGB-D ICP method, the
accuracy improvements of the proposed method can reach
at least 13.38% and 14.77%, corresponding to the visual maps
constructed in the day and at night. For indoor localization,
improvement of precision is challenging, especially when
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the localization error is reduced to less than 1 meter. �ere-
fore, our proposed mapping method is meaningful for the
improvement of image-based indoor localization.

In the process of visual map construction, because the
proposed mapping method estimates camera pose transfor-
mation utilizing local and global optimizations, the average
position errors of the database camera are limited to within
0.2 meters. On the basis of the visual map, image-based
localization is conducted in di�erent scenes. By the extensive
localization experiments, the localization errors of the query
camera can be limited to within 0.9 meters in all scenes,
which will satisfy most requirements of indoor location-
based service. However, according to the results of the
experiments, the position errors of the database camera and
the query camera both increase with the area of the indoor
scene. Because cumulative errors still exist even though the
visual map is constructed by the proposed mapping method,
the accuracy of the proposed image-based localization will
degrade as the area of the indoor scene increases, which
cannot be completely prevented in theory.

6. Conclusions

In this paper, a novel method of visual map construction
for indoor environments is proposed to support image-based
localization. �e main objective of this work is to minimize
the position errors of the database camera when constructing
the visualmap by the RGB-D sensor in the o�ine stage. In the
process of visual map construction, the multiconstraint ICP
mapping method is utilized to estimate pose transformation
of the database camera. As global optimization, the g2o
algorithm is employed based on the RGB-D loop closure
detection to achieve a consistent map. On the basis of the
visual map, image-based camera localization is conducted via
the use of the epipolar constraint. �e proposed system that
contains the visual map construction and the image-based
localization is a novel practical application for indoor 3D
dense map.

As illustrated in the simulation results, the proposed
method of visual map construction is much more e
cient
than other mapping methods for image-based localization.
Speci�cally, the position accuracy of the database camera
and the query camera is improved by at least 27.88% and
13.38%, respectively, compared with the other two methods
in all test scenes. �e experimental results also show that
the improvement of the position accuracy of the database
camera can enhance the performance of the image-based
localization.

In the future, the Augmented Reality (AR) technology
will be introduced in our image-based localization method
to provide users with practical or entertaining information
such as site introductions in railway stations or airports and
text instructions of exhibits in museums.
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