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Preface

The research on computer vision systems has been increasing every day and has led to 
the design of multiple types of these systems with innumerous applications in our daily 
life. The recent advances in artificial intelligence (AI), together with the huge amount 
of digital visual data available, have boosted vision system performance in several ways. 
Computer systems with digital cameras using the most recent AI techniques are intel-
ligent to perceive and understand the visual world. However, there are still several open 
challenges in using computer vision at the level of the human eye, despite the existence of 
several systems that outperform humans in several specific tasks.

Information extraction and visual object tracking are essential tasks in computer vision with 
a huge number of real-world applications including intelligent management of Web videos, 
events and object detection, human-computer interaction, augmented reality, autonomous 
vehicles, robotics, sports, video indexing and retrieval, and surveillance and security, 
among many others. The goal of information extraction is to efficiently extract useful data 
from the images recorded over time in the form of digital videos. Visual object tracking aims 
to estimate an unknown visual trajectory of a target when an initial position is given in a 
video frame. The exponential effort in the development of new algorithms for information 
extraction and visual object tracking in digital videos is confirmed by the amount of money 
invested in scientific projects and in the quantity and quality of the manuscripts published 
in a considerable number of journals and conferences worldwide on these topics.

This book is a result of research done by several researchers and professionals who have highly 
contributed to the field of image processing. The main goal is to present recent advances in 
this hot topic. I would like to thank all the authors for their excellent contributions.

This book contains eight chapters divided into three sections. Section 1 consists of four 
chapters focusing on the visual tracking problem. Section 2 includes three chapters 
focusing on information extraction from images. Section 3 includes one chapter on new 
advances in image sensors.

I hope that readers of this book will find it interesting and informative, considering it a 
good tool for their research or projects.

António José Ribeiro Neves, Ph.D.
Professor,

Department of Electronics, Telecommunications, and Informatics,
University of Aveiro,

Aveiro, Portugal

Francisco Javier Gallegos-Funes, Ph.D.
Instituto Politécnico Nacional,

Mexico City, Mexico
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Chapter 1

Object Tracking Using Adapted
Optical Flow
Ronaldo Ferreira, Joaquim José de Castro Ferreira
and António José Ribeiro Neves

Abstract

The objective of this work is to present an object tracking algorithm developed from
the combination of random tree techniques and optical flow adapted in terms of
Gaussian curvature. This allows you to define a minimum surface limited by the con-
tour of a two-dimensional image, which must or should not contain a minimum amount
of optical flow vector associated with the movement of an object. The random tree will
have the purpose of verifying the existence of superfluous vectors of optical flow by
discarding them, defining a minimum number of vectors that characterizes the move-
ment of the object. The results obtained were compared with those of the Lucas-Kanade
algorithms with and without Gaussian filter, Horn and Schunk and Farneback. The
items evaluated were precision and processing time, which made it possible to validate
the results, despite the distinct nature between the algorithms. They were like those
obtained in Lucas and Kanade with or without Gaussian filter, the Horn and Schunk,
and better in relation to Farneback. This work allows analyzing the optical flow over
small regions in an optimal way in relation to precision (and computational cost),
enabling its application to area, such as cardiology, in the prediction of infarction.

Keywords: Object tracking, vehicle tracking, optical flow, gaussian curvature,
random forest

1. Introduction

Object tracking is defined as a problem of estimating the object’s trajectory, done by
means of a video image. There are several tools for tracking objects and are used in various
fields of research, such as computer vision, digital video processing, and autonomous
vehicle navigation [1].With the emergence of high-performance computers, high-
resolution cameras, and the growing use of so-called autonomous systems that, in addi-
tion to these items, require specialized tracking algorithms, increasingly accurate and
robust for automatic video analysis, has currently been the target of numerous research on
the development of new object tracking techniques [2, 3].

Object tracking techniques are applicable to motion-based reconnaissance cases
[4], automatic surveillance systems [5], pedestrian flow monitoring in crosswalks [6],
traffic control [7], and autonomous vehicular navigation [8]. Problems of this type are
highly complex due to the characteristics of the object and the environment, generat-
ing many variables, which impairs performance and makes the application of tracking
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algorithms unfeasible to real-world situations. Some approaches seek to resolve this
impasse by simplifying the problem, reducing the number of variables [9]. This
process, in most cases, does not generate good results [10, 11], making it even more
difficult to identify the main attributes to be selected to perform a task [12, 13].

Most of the object tracking problems occur in open environments, so-called
uncontrolled [14]. The complexity of these problems has attracted the interest of the
scientific community and generated numerous applied research in various fields of
research. Current approaches, such as the ones that use convolutional neural networks
—CNN, deal well with the high number of variables of these types of problems,
providing space–temporal information of the tracked objects, through three-
dimensional convolutions [15–17]. This ends up creating an enormous number of
learnable parameters, which ends up generating an overfitting [11]. A solution to
reduce this number of learnable parameters was combining space–time data,
extracted using the optical flow algorithm, used in the Two-Stream technique [18–20].
However, this technique presents good results only for large datasets, showing itself to
be inefficient for small datasets [15, 21].

In recent years, research using machine learning has been applied to tracking
problems, gaining notoriety due to the excellent results obtained in complex environ-
ments and attribute extraction [21–23]. Deep learning stands out among these tech-
niques for presenting excellent results to unsupervised learning problems, [24], object
identification [25], semantic segmentation [26]. Random trees are also examples of
machine learning techniques, and their excellent results, due to their precision and
great capacity to handle a large volume of data and low overfitting tendency [27, 28],
and widely used in research areas such as medicine, in the prediction of hereditary
diseases [29], agriculture to increase the productivity of a given plantation crop and in
astronomy, acting on the improvement of images captured by telescopes, in the
spectrum electromagnetic radiation not visible to the human eye [30]. The possibili-
ties of applications, and new trends and research related to machine learning tech-
niques, with particular attention to random trees, allow the development of
algorithms that can be combined with existing ones, in the case of optical flow
algorithms, (belonging to computational field of view) taken advantage of in this way,
the advantages of each [31–33].

Developing an algorithm whose objective is to track objects, using the particular
advantages of these techniques in a combined way, justifies creating a tracking algo-
rithm that combines the optical flow technique, adapted in this work in terms of the
Gaussian curvature associated with a minimal surface, with a random trees waiting for
it to capture on this surface a minimum number of optical flow vectors that charac-
terize the moving object, accurately and with low computational cost, contributing
not only in the fields of computational vision but in other branches of science, such as
in medicine, it can help in the early identification of infarctions.

2. Related works

Due to the large number of studies related to the technique of object tracking, only
a small number surrounding this theme will be addressed. The focus of this project is
not to make a thorough study on the state of the art. With this in this item, the main
works in the literature, associated with the tracking of objects, will be presented.
Among the various approaches used for this context, we highlight those focused on
the techniques of optical flow, and others belonging to machine learning, such as those
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that use identifications of patterns, which allow relating, framing, and justifying the
development of this proposal and its importance, through its contribution, to the state
of the art.

2.1 Object tracking

Object tracking is defined as a process that allows you to uniquely estimate and
associate the movements of objects with consecutive image frames. The objects con-
sidered can be from one, the set of pixels belonging to a region of the image.
The detection of pixels is done by a motion detector or objects, which allows to locate
objects with similar characteristics that move, between consecutive frames.

These characteristics of the object to be tracked are compared with the characteris-
tics of a reference object modeled by a classifier over a limited region of the so-called
region of interest frame, where the probability of detection of the object is greater.
Thus, according to [33], the detector of traced objects, locate several objects on the
different parts of the region of interest and performs the comparison of these objects
with the reference object. This process is performed for each frame and each object
detected, candidate to be recognized as the greatest possible similarity, to the reference
object can be represented, through a set of fixed-size characteristics, extracted from this
region containing a set of pixels, which can be represented by a numerical array of data.

Thus, mathematically, the region containing a set of pixels belonging to the regions
of the object of interest, where the characteristics that allow to test whether the region
of the frame, in which the object to be traced is, is given by:

OCi tð Þ ¼ OC tð Þ∣∥L OC tð Þð Þ � L OR i� 1ð Þð Þ∥< ε (1)

where, L OC tð Þð Þ is the position x, yð Þ of the centroid of the candidate object OC tð Þ,
L OR i� 1ð Þð Þ, is the position of the object traced to the i–1ð Þ—frame of the video and
0< ε∈, is an actual value associated with the size of the region of the object of
interest.

According to the works of [34, 35], learning methods are used to adapt the changes
of movement and other characteristics such as geometric aspect and appearance of the
tracked object. These methods are usually used adaptive tracked object trackers and
detectors. The following will be presented other types of object trackers, found in the
literature.

According to [36], a classifier can be defined with a f belonging to a family of
functions F parameterized by a set of classifier parameters. They form a detector of
objects to be tracked which in turn is an integral part of a tracker. A classifier can also
be training and thereby generate a set of classification parameters, producing the
function f , that allows you to efficiently indicate the classes vi of the test data xi from a
training set Ct ¼ x1, y1

� �
, … , xn, yn

� ��
}. The data is points in the space of the charac-

teristics, which can be entropy, the gray level, among others.
The classifier aims to determine the best way to discriminate the data classes, on

the space of characteristics. The test data form a set containing the characteristics of
the candidate objects, which have not yet been classified. The position of the object to
be tracked in the frame is defined as the position corresponding to the highest
response of the detector of the object to be tracked on the ith-candidate objects.
Therefore, the position of the object to be tracked is determined by the position of the
ith-candidate object, which is most likely to belong to the class of the crawled object,
given by the following equation:
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L OR tð Þð Þ ¼ L argmaxiP yi ¼ CORjOCi tð Þ, PR tð Þ� �� �
(2)

P yi ¼ CORjOCi tð Þ,PR tð Þð Þ ¼ 1=N, se∥L OCi tð Þð Þ � L OR t t� 1j Þð Þ∥< ε 0, otherwiseðf
(3)

where the variable COR in the equation (3), are the classes of the tracked objects and
the candidate objects OC, all with equiprobability of occurrence. According to the types
of classifiers used object detectors to be tracked, along with the initial detector, it is
possible to use some learning technique to train them. One of the ways used is offline
training [36] and adjusting the parameters of the classifier before running the tracker.

Offline-trained classifiers are generally employed in object detectors designed to
detect all new objects of interest that enter the camera’s field of view [37]. The training
set Ct, must contain characteristics xi extracted from the objects to be traced and
diverse environmental characteristics. This allows new objects, with varied geometric
characteristics and aspects, to be detected more efficiently. As for online training, the
adjustment of the parameters of the classified is performed during the tracking process.
For online trained classifiers, they are generally used in object detectors to be tracked.
Thus, in each frame, the new extracted characteristics are used to adjust the classifiers.

2.1.1 Binary classification

In [38], trackers that use the detection tracking technique deal with object track-
ing, as a binary classification problem whose goal is to find the best function f that
separates the objects to be tracked R, of other objects in the environment. Object
tracking seen as a binary classification problem, which is currently one of the subjects
that receives the most attention in research in computing vision.

In [39], were developed trackers that used detectors of objects to be tracked, formed
by classifiers in committee formed by binary classifiers said weak. For [40], a binary
classifier is defined as a classifier, used in problems where the class yi of a OCi belongs to
the set Y ¼ �1, 1f g. The negative class {�1} refers to the characteristics of the environ-
ment and other objects. A positive class {+1} refers to the class of the object to be tracked.

A classifier is said to be weak, when it has a probability of “hitting” a given data class,
only slightly higher than a random classifier. The detector of the object to be trackedmust
separate the crawled object from the other objects and the environment. Its purpose and
determine the position of the tracked object, according to the equations (1)–(3):According
to [41, 42] each of the ith candidate object classesOCi, it is defined according to Bayesian
theory of decision, throughminimal classification error. This means that, the decision
given by observing, the sign of the difference between P yi ¼ CORjOCi tð Þ,PR tð Þ� �

and
P yi ¼ CNORjOCi tð Þ,PR tð Þ� �

, so that the sum of these probabilities is unitary.

2.1.2 Monitoring systems

For [43], the term monitoring system, refers to the process of monitoring and
autonomous control, without human intervention. This type of system has the function
of detecting, classifying, tracking, analyzing, and interpreting the behavior of objects of
interest. In [44, 45], this technique was used combined with statistical techniques for
controlling people’s access to a specific location. It was also observed the use of intelli-
gent monitoring systems, applied to building, port, or ship security [46, 47].

The functions comprised by a monitoring system are so-called low- and high-level
tasks. Among some high-level tasks, we highlight the analysis, interpretation and
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description of behavior, the recognition of gestures, and the decision between the
occurrence or not of a threat. Performing high-level tasks require that for each frame,
the system needs to perform low-level tasks, which involve direct manipulation of the
image pixels [48–56]. As an example, we highlight the processes of noise elimination,
detection of connected components, and obtain information on the location and
geometric aspect of the object of interest.

A monitoring system consists of five main components, which are presented in
Figures 9. Some monitoring systems may not contain all components. The initial
detector aims to detect the pixel regions of each frame that have a significant probability
of containing an object to be tracked. This detector can be formed by a motion detector
that detects all moving objects based on models of objects previously recorded in a
database or based on characteristics extracted offline [40, 41]. The information
obtained by the initial detector is processed by an image processor], which will have the
function of eliminating noise, segmenting, and detecting the connected components.

The regions containing the most relevant pixels are analyzed and then classified as
objects of interest by the classifier [50–54]. Objects of interest are modeled and are
now called reference objects so that the tracker determines its position frame by frame
[55, 56]. The information obtained by the initial detector is processed by an image
processor], which will have the function of eliminating noise, segmenting, and
detecting the connected components.

A tracker, an integral part of a detector, is defined as a function that allows
estimating the position of objects at each consecutive frame, through and defines the
region of the object of interest, for each ith object being tracked within a region of
interest. This estimation of the movement is performed through the correct associa-
tion of the captured and tracked objects, to consecutive video frames. The trace often
and interpreted as a data binding problem. Figure 1 shows a schematic of the main
components of a monitoring system.

2.2 State of the art in object tracking with optical flow

Several techniques that allow the calculation to have been developed in recent
years to calculate the optical flow vector [57]. These methods are grouped according to

Figure 1.
Main component of a monitoring.
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their main characteristics and the approach used for the calculation of the optical flow.
Thus, the differential methods performed in the studies in [56], the methods d and
calculation of the optical flow through the frequency domain [46] the phase correla-
tion methods [58], and the method of association between regions [59].

The method proposed in [56], allows the calculation of the optical flow for each
point around a neighborhood of pixels. In [60], it is also considered a neighborhood of
pixels, but in this case, the calculation of the optical flow is performed geometrically.
In the work presented by [61] it is adding of the restrictions of regularization. In [62]
turn active compare performance analyses were performed between the various algo-
rithms and optical flow present in the literature.

This technique is considered robust for detaining and tracking moving objects
from your images, both those captured by fixed or mobile cameras. This gives this
technique, but high computational cost makes most practical applications unfeasible.
Thus, to reduce this complexity, techniques of increasing resolutions were adopted in
[63]. Also, for the same purpose, we used the techniques of subsampling on some of
the pixels belonging to the object of interest to obtain optical flow [52].

Other authors also use a point of interest detector to select the best pixels for
tracking and calculate the optical flow on these points [52, 64]. The reduction in the
number of points to be tracked is associated with a decrease in computational com-
plexity, so in [52] the points of interest were selected using the FAST algorithm [64].

The method developed by Lucas-Kanade [56], it is a differential method and
widely used in the literature and having variations modifications. It allows you to
estimate the optical flow for each point x, y, tð Þ calculating the like transformation
TA x, tð Þð , applied to the pixels of a pixel grid, with center in x, yð Þ by the following
function f x, tð Þ, that is:

f x, tð Þ ¼ min
X

x∈ pixel gridð Þ
Q x, t� 1ð Þ � Q TA xð Þ, tð Þð � ∗ g xð Þ½ �

0
@

1
A (4)

where g xð Þ is a Gaussian smoothing filter centered on x.
New variations of the techniques were being proposed to make the calculation of

the optical flow faster and faster. In [65] a tracker was proposed based on the algo-
rithm of [56]. The translation of a point represented by a grid of rectangular sized
pixels 25 � 25, was calculated and its validity is evaluated by calculating the SSD1 in
the grid pixels in Q tð Þ and in Q t� 1ð Þ. If the SSD is high, the point is dropped and
stops being traced.

In [51] objects were detected by subtracting the image from the environment and
removed the movement of the camera with the calculation algorithm of the optical
flow vector proposed by [56]. In the studies carried out in [66, 67], they showed that
the reliability of the estimated optical flow reduced the case of some points of the
object of interest whose optical flow cannot be represented by the same matrix given
by the related transformation TA x, tð Þð Þ of the other points. Thus, to improve the
robustness of the algorithm of [56, 67] proposed a calculation of the independent
optical flow vector for each of the N points belonging to the object of interest selected
with the SURF (Speeded Up Robust Features) point detector in the initial frame.

In [67] they also modified Lucas - Kanade’s algorithm [56] by inserting the Hessian
matrix in the calculation of the value of the variation of the related transformation

1

Actual amount of data rate for actual data recorded.
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ΔTA x, tð Þð Þ. The algorithm allows for more effective tracking when partial occlusions,
deformations, and changes in lighting occur, as optical flow is not calculated consid-
ering all points of objects of interest.

Already in the proposal presented in [68] was the development of algorithm to
detect people in infrared images that combines the information of the value of pixels
with a method of motion detection. The algorithm forms a relevant pixel map by
applying thresholding segmentation. While the camera is still, an image M is built
with the differentiation between frames. If the camera is in motion, M is filled with
the pixels obtained by the analysis of the moment of the optical flow calculated by the
algorithm of [56]. The map of relevant pixels is replaced by the union between M and
the Pixel Map relevant to the first case and the second an interception between M and
the pixel map relevant case to compensate for the movement of the camera.

The method for tracking swimmers presented in [46], uses the information of the
movement pattern by the optical flow and the appearance of the water that is modeled
by a MoG.2 This allows you to calculate an optical flow vector for each pixel of the
video independently of the other, through B which is an array composed of gradients
in the directions x and y pixels in a grid of pixels.

In [69], a method was presented that incorporated physical restrictions to the
calculation of optical flow. The tracker uses the constraints to extract the moving
pixels with a lower failure rate. The calculation can be impaired when occlusions occur
or when the environment has low light. The operator defines the physical constraints
and selects the points of the OR that are tracked by optical flow. Constraints can be
geometric, kinematic, dynamic, of the property of the material that makes up the OR
or any other type of restriction.

In [70], the points that are tracked with the optical flow are defined by applying
the Canny edge detector on the pixels of the reference pixel map. Pixels that produce a
high response to the Canny detector are the selected points.

In [43], optical flow is used as a characteristic for tracking the contour of the
object. The contour is shifted in small steps until the position in which the optical flow
vectors are homogeneous is found.

In [64], they performed an estimate of the translation and orientation of the
reference object by calculating the optical flow of the pixels belonging to its silhouette.
The coordinates of the centroid position are defined by minimizing the Hausdorff
distance between the mean of the optical flow vectors of the reference object and the
candidate object to be chosen as the object of interest.

2.2.1 Optical flow as a function of Gaussian curvature

Optical flow is defined as a dense vector field associated with the movement and
apparent velocity of an object, given by the translation of pixels from consecutive
frames in an image region. It can be calculated from the brightness restriction, con-
sidered constant, from the corresponding pixels in consecutive frames.

Mathematically be a pixel x, yð Þ, associated with a luminous intensity I x, yð Þ, over
an image surface or plane, and a time interval and a sequence of frames associated
with an apparent offset of the pixel over that image surface or plane. Thus, the rate of
variation of light intensity in relation to a time interval, associated with the apparent
movement of the pixel, on a surface or plane of the image, being considered
practically null can be given by:

2

MoG: mixture of Gaussian distributions.
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dI x, yð Þ
dt

¼ ∂I x, yð Þ
∂x

d x
dt

þ ∂I x, yð Þ
∂y

d y
dt

þ ∂I u, vð Þ
dt

(5)

¼ Ix ux þ Iy vx þ It (6)

dI x, yð Þ
dt

¼ 0¼)Ix ux þ Iy vx þ It ¼ 0 (7)

So that equation (7) is called optical flow restriction and where the terms Ix, Iy, It
denote the derivatives relative to the brightness intensity relative to the coordinates x, y
and time t, and u and v, u x, yð Þ, v x, yð Þð Þ are the horizontal and vertical components of a
vector representing the optical flow field, for the pixel x, yð Þ in question.

The number of variables in equation (6) is greater than that of equations, which
does not allow estimating components and vector, and determining a single solution
for the optical flow restriction equation. With this, Lucas and Kanade proposed a
solution to solve this problem. The solution method proposed by them considers the
constant flow in a region formed by a set of pixels N �N, so you can write the optical
flow restriction equation for each pixel in this region, thus obtaining a systems of
equations with 2 variables, that is:

Ix1vx þ Iy1vy þ It1 ¼ 0

Ix2vx þ Iy2vy þ It2 ¼ 0

⋮

Ixpvx þ Iypvy þ Itp ¼ 0

(8)

Passing the set of equations given by equation (8) to the matrix form we have:

Ix1 Iy1
⋮ ⋮
Ixp Iyp

0
B@

1
CA vx

vy

 !
þ

It1
⋮
Itp

0
B@

1
CA ¼

0

⋮
0

0
B@

1
CA (9)

Using the least squares method, in the system of equations (9) in the form of
matricial, the same can be solved. Therefore, the optical flow v ¼ vx, vy

� �
can be

estimated for a particular region or window with N �N pixels, that is:

Ix1 Iy1

⋮ ⋮

Ixp Iyp

0
BB@

1
CCA

Ix1 Iy1

⋮ ⋮

Ixp Iyp

0
BB@

1
CCA

t

vx

vy

 !
¼ �

It1
⋮
Itp

0
B@

1
CA

Ix1 Iy1

⋮ ⋮

Ixp Iyp

0
BB@

1
CCA

t

)
Ix1 Iy1

⋮ ⋮

Ixp Iyp

0
BB@

1
CCA

Ix1 Iy1

⋮ ⋮

Ixp Iyp

0
BB@

1
CCA

t Ix1 Iy1

⋮ ⋮

Ixp Iyp

0
BB@

1
CCA

Ix1 Iy1

⋮ ⋮

Ixp Iyp

0
BB@

1
CCA

t0
BB@

1
CCA

�1

vx

vy

 !

¼ �
It1
⋮
Itp

0
B@

1
CA

Ix1 Iy1

⋮ ⋮

Ixp Iyp

0
BB@

1
CCA

t Ix1 Iy1

⋮ ⋮

Ixp Iyp

0
BB@

1
CCA

Ix1 Iy1

⋮ ⋮

Ixp Iyp

0
BB@

1
CCA

t0
BB@

1
CCA

�1

(10)

10

Information Extraction and Object Tracking in Digital Video



Where:

Ix1 Iy1
⋮ ⋮
Ixp Iyp

0
B@

1
CA ¼ Apx2 ¼ A

Therefore, one has that:

Ix1 Iy1
⋮ ⋮
Ixp Iyp

0
B@

1
CA

Ix1 Iy1
⋮ ⋮
Ixp Iyp

0
B@

1
CA

t Ix1 Iy1
⋮ ⋮
Ixp Iyp

0
B@

1
CA

Ix1 Iy1
⋮ ⋮
Ixp Iyp

0
B@

1
CA

t0
B@

1
CA

�1

¼

¼ A � Atð Þ A � Atð Þ�1 ¼
1 ⋯ 0

⋮ ⋱ ⋮
0 ⋯ 1

0
B@

1
CA ¼ Idpxp ¼ Id (11)

Thus:

Id ¼ �It � At A � Atð Þ�1 (12)

This method has a reduced computational cost to determine optical flow estima-
tion when compared to other methods because it is simple, that is, it is since the region
in which the variation of light intensity between pixels is minimal has a size 2� 2,
contained in a region N x N. In this way, the Optical Flow is determined in a region
of 2� 2, between these two pixels, using only one matrix inversion operation
(equation (12)).

To calculate the optical flow over the size region N x N, partial derivatives must be
calculated in each pixel. However, considering almost null the variation of the inten-
sity of light between pixels, over the region, the small differences in the accumulated
intensities of brightness between pixels compromise the accuracy of the Optical Flow
in relation to the determination of the actual motion object, that is, it gains in the
processing speed and loses precision in the determination of the motion. When
deriving equation (5) we have equation (13), that is:

ξ2α ¼ axα1 þ ayα2 þ a3u2 þ a4v2 þ a5uvþ a6uþ a7vþ a8 (13)

Where the terms αx ¼ ∂vx
∂t , αy ¼

∂vy
∂t , are called the components of the acceleration

vector, vx, vy
� �

is the components of the velocity vector and the terms

a1 ¼ Ix ¼ ∂

∂x I x, y, tð Þ; a2 ¼ Iy ¼ ∂

∂y I x, y, tð Þ; a3 ¼ Ixx ¼ ∂
2

∂x2 I x, y, tð Þ; a4 ¼ Iyy ¼
∂
2

∂x2 x, y, tð Þ; a5 ¼ Ixy ¼ ∂

∂xy I x, y, tð Þ; a6 ¼ Ixt ¼ ∂

∂xt I x, y, tð Þ; a7 ¼ Iyt ¼ ∂

∂yt I x, y, tð Þ a8 ¼
Itt ¼ ∂

∂t2 I x, y, tð Þ, are the first and second partial derivatives of the I x, y, tð Þ.
In view of the small variations present and accumulated along the vector field

associated with the optic flow, which cause an additional error in equation (13), a
regularization adjustment was made, given by equation (14):

ξ2c ¼
∂

∂x
vx x, yð Þ

� �2

þ ∂

∂y
vx x, yð Þ

� �2

þ ∂

∂y
vy x, yð Þ

� �2

þ ∂

∂x
vy x, yð Þ

� �2

(14)
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Thus, combining equations (13) and (14), the error ξ can be minimize by the
equation (15):

ðð
ξ2α þ α2ξ2c
� �

dxdy (15)

where α is the value of the weights required for smoothing the variation of the
associated optical flow. So, to get the vx ¼ vx x, yð Þ e vy ¼ vy x, yð Þ, thus using the
resources of the variational calculation one has:

2α3vx þ α5vy ¼ α2∇2vx � b1
α5vx þ 2α4vy ¼ α2∇2vy � b2

(
(16)

where ∇2vx is the Laplacian of vx e ∇2vy is the Laplacian of vy and the coefficients
de b1, b2 can be given as:

b1 ¼ ∂

∂t
α1 þ α6

b2 ¼ ∂

∂t
α2 þ α7

8><
>:

(17)

and replacing the coefficients Ix, Iy, Ixx, Iyy, Ixy, Ixt, Iyt, Itt in equation (16), one has:

Ixxvx þ Ixyvy ¼ α2

3

� �
∇2vy � Ixt (18)

Ixyvx þ 2Ixyvy ¼ α2

3

� �
∇2vx � Iyt (19)

whereas ∇2vx ¼ vx1jk � vx1jk, e∇
2vy ¼ vy1jk � vj1jk, are the Laplacians of equations (18)

and (19), given in their discretized digital forms together with equation (20),

λ ¼ α2

3

� �
(20)

It is possible to reduce the data system by (17), such as:

λ2 Ixx þ Iyy þ λ2
� �þ κ

� �
vx ¼ λ2 Iyy þ λ2

� �
vx � λ2Ixy þ vx þ c1 (21)

λ2 Ixx þ Iyy þ λ2
� �þ κ

� �
vx ¼ �λ2 Iyyvx þ λ2 Iyy þ λ2

� �
vy þ c2

�
(22)

where the term κ ¼ IxIyy � Ixy2, it is called Gaussian curvature of the surface. And it
is also that:

c1 ¼ IxyIyt � Ixx Iyy þ λ2
� �

c2 ¼ IxxIyy � Ixx Ixx þ λ2
� �

(
(23)

Where c1, c2 they’re real constants.
Therefore, isolating terms vx, vy and still replacing c1 e c2 in equations (21) and (22)

respectively, resulting in equations (24) and (25):
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vx ¼ vx �
λ2 Iyy þ λ2
� �

vx � λ2Ixy þ vx þ c1
λ2 Ixx þ Iyy þ λ2
� �þ κ

� �
vx

" #
(24)

vy ¼ vy �
�λ2 Iyyvx þ λ2 Iyy þ λ2

� �
vy þ c2

�

λ2 Ixx þ Iyy þ λ2
� �þ κ

� �
vx

" #
(25)

The Algorithm 1 is a pseudocode to generate the proposed optical flow vector,
through equations (24) and (25) and that allow estimating the speed and position of
an object, through a sequence of video images.

Algorithm 1. Adapted optical flow (Gaussian curvature κ).

Begin
Input: Image sequence (video)
Output: Vector optic flow generator (vx, vyÞ

For I = 1...N do

Convert images to a gray tone
Calculate the partial derivatives of 1°and 2°orders of I x, y, tð Þ
Calculate constants ax, ay, a1, … , a8, b1, b2, λ, c1, c2
Calculate the discretized Laplacians of ∇2vx, ∇2vy
Calculating Gaussian curvature κ
Calculate flow components (u, v)

End For

End

2.2.2 Random forests

Developed by Breiman [63] in the mid-2000s, and later revised in [71] random
trees are considered one of the best-supervised learning methods used in data predic-
tion and classification. Due to its simplicity, low computational cost, great potential to
deal with a large volume of data, and still present great accuracy of results, currently
this method has become very popular being applied in various fields of science as data
science [72]. Bioinformatics, Ecology, in real-life systems and recognition of 3D
objects. In recent years, several studies have been conducted with the objective of
making the technique more elaborate and seeking new practical applications [73–75].

Many studies were carried out with the aim of narrowing the existing gap between
theory and practice can be seen in [58, 76–78]. Among the main components of
random tree forests, one can highlight the bagging method [63], and the criterion of
classification and regression called cart-split [79], which play critical roles.

Bagging (a bootstrap-aggregating contraction) is an aggregation scheme, which
generates samples through the bootstrap method, from the original dataset. These
methods are nonparametric and belong to the Monte Carlos method class [80],
treating the sample as a finite population. Still, these methods are used when the
distribution of the target population is not specified, and the sample is the only
information available. How in this way a predictor of each sample is constructed, so
that the decision is made through an average, and is more effective computational
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procedures to improve the indexable estimates, especially for large sets of high-
dimensional data, where finding a good model in one step is impossible due to the
complexity and scale of the problem. As for the cart-split criterion, it originates from
the CART program [63], and is used in the construction of individual trees to choose
the best cuts perpendicular to the Axes. However, while bagging and the CART
division scheme are key elements in the random forest, both are difficult to mathe-
matically analyze and are a very promising field for both theoretical and practical
research.

In general, the set of trees is organized in the form of {T1 (Ɵ1), T2 (Ɵ2)... Ti (Ɵi},
where TB is every tree and ƟB are bootstrap samples with spare dimensions q x mtry,
wheremtry is equal to the number of variables that will be used on each node during the
construction of each tree and q is approximately 0, 67 � nð Þ: Each of the trees produces
a response y1,i for each of the samples W {T1 Wð Þ = y1,i, T2 Wð Þ = y2,i, .., Ti Wð Þ = y2,B}
and the mean (regression) or majority vote (classification) of the tree responses will be
the final response of the model for each of the samples.

3. Methodology

The methodology employed consisted of combining the optical flow algorithm in
terms of Gaussian curvature, developed in this work together with the technique of
random forest. The language used for the development of this algorithm was the
MATLAB programming language, executed on a 64-bit 8th generation notebook,
CORE i7. The input data is a video extension Avi, lasting 5 min of a vehicle and two
cyclists, circulating in the vicinity of the beach of Costa Nova, in the locality of Ilhavo,
in Aveiro, Portugal. The video was fragmented into a set of frames, analyzed two by
two by the algorithm for the generation of the vector field of optical flow. After that,
the resulting image associated with the flow and a minimal surface region, given by
the Gaussian curvature. Next on this surface, the random trees analyzed which vectors
presented important characteristics to characterize in an “optimal” way, the
movement of the object (see Figure 2).

Figure 2.
Representative model of operation of a random forest.
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After finishing the process of analysis of the movement of the objects, the execution
times and accuracy of the results obtained by the proposed algorithm were compared in
relation to the algorithms of Lucas Kanade, Horn and Shunck, Farneback and Lucas
Kanade with or without Gaussian filter, allowing to validate the results obtained. After
that, the implementation of the developed algorimo began.

4. Results

Figure 3 shows the vehicle and the two cyclists that were used to collect the image to
which the results proposed in this work were obtained so that the choice was random on
the right side. A graphical representation of the vector field of optical flow generated by
the sequence of two consecutive frames, over 5 minutes of video is shown.

On the right side of Figure 3, the optical flow associated with the movement of the
vehicle between the time intervals from t� 1ð Þ to t is being represented. Note that the
vector representation of this field associated with this flow was performed in such a
way that the vectors generated by the field were superimposed in the horizontal
direction of the central axis of the figure. Although there were other objects present at
the site, that is, two cyclists and a car in the upper left corner, the object of interest
considered was the vehicle close to the cyclists. This is shown on the right side of
Figure 3, by the layout of this horizontal arrangement of vectors, which allows
indicating whether the current movement and the predicted movement of the con-
sidered object is to the left or to the right.

The region with the highest horizontal vector density in Figure 3 is located on the
left side, in blue. It is also observed that the number of vectors in this region, despite
being spaced, starting from the center to the left, is greater in relation to the number of
vectors on the right side. It is also possible, through it, to visually evaluate the move-
ment behavior of the considered objects. This region, containing a higher vector den-
sity, corresponds to the current direction in which the object is heading and its
predicted displacement. It is also possible to observe that this vector density increases
towards the left side, passing through the central part, coming from the right, clearly
indicating the direction of movement of the object, that is, the object moves to the left.
In Figure 4, this process can be understood more clearly.

Figure 3.
(a) Left side: vehicle shift between moments t � 1ð Þ and t. (b) Right side: representation of the corresponding
optical flow.
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In a similar way to the one mentioned in Figure 3, on the right side of Figure 5, the
optical flow generated by the displacement of the moving vehicle is represented,
between the instants t to tþ 1ð Þ. It is possible to observe that the vector representation
of this field was performed in such a way that its vectors representing this field were
also superimposed on the axis in the horizontal direction of the figure, creating a
vector density created by this superposition. The object of interest considered remains
the vehicle close to the cyclists. As can be seen on the right side of Figure 3, the
arrangement of the horizontal vectors also allows to indicate the current movement
and, if its movement prediction is to the left or to the right.

It is possible to observe a small increase in the vector density to the left, but that has
a great influence on the determination of the real and predicted position of the object in
the considered time intervals. The Object continues with its actual movement to the left,
as well as the predicted movement of the object to the left. However, he showed a slight
movement to the left (direction where the cyclists are).

In Figure 6, a small variation of the optical flow is observed again in the associated
movement between the instants tþ 1ð Þ to tþ 2ð Þ. In this figure, the vehicle is next to
the cyclists, both in the opposite direction to the vehicle. The movement of the vehicle
continues without great variation in the direction, causing no period for cyclists or
other vehicles in the opposite direction to it on the left side.

Figure 5.
Object remains on the right side, but with a medium offset to the right and displacement estimate still to the left.

Figure 4.
Prediction and actual displacement of the object obtained through the optical flow.
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In Figure 7, there was no optical flow variation in the associated movement
between the time intervals tþ 2ð Þ to tþ 3ð Þ. In this figure, the vehicle can be seen as it
passes the two cyclists. This means that the non-significant variation in the optical
flow vector field, keeping the number of vectors higher on the left side is associated
with maintenance in the direction of movement of the object considered, that is, it
continues to move on the left side.

In Figure 8, the vehicle can be seen completely overtaking the two cyclists and
approaching another vehicle in the opposite direction in the upper part of the image

Figure 7.
Object moving and keeping on the left for consecutive frames.

Figure 8.
Object with unchanged offset pattern.

Figure 6.
Object remains on the right side, but with a slight shift to the right and offset estimate to the left.
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(left). The variation of the optical flow vector field remains the same. This indicates
that the vehicle continues its trajectory, on the left side to the cyclists, however
without posing a danger of collision for the other vehicle in the opposite direction.

5. Analysis and discussing the results

This item will show how the performance evaluation of the proposed algorithm
and accuracy was performed in relation to the Algorithms of Luca and Kanade, with or
without Gaussian filter, Horn and Schunck, and Farneback.

The algorithm allowed to show on the display in real-time the displacement of the
object on the right side and the set of vectors capable of representing the movement of
the real-time or accumulated indicating the tendency, in this case, of the direction that
the object should perform. This process was carried out in a similar way, using the
other algorithms to make it possible to compare them. The behavior of the proposed
algorithm and the other will be graphically shown.

The technique developed in this work allowed to generate an optical flow consid-
ering important geometric properties allowing to identify similar categories of moving
objects and same characteristics. These geometric properties are intrinsically associ-
ated with the curvature of the object’s surface in three-dimensional space, called
Gaussian curvature, in this case in a 2D image.

The modified optical flow, considering these properties, generated a dense optical
flow, allowing the generation of a band, describing a track on the 2D plane. This
allowed tracking the movement of the considered object. In the same Figure 8, it is
possible to observe that at each time interval in which the object was monitored, the
dispositions of the vectors for the left and right sides, as shown in Figures 3–7 were
responsible for drawing the track associated with the displaced and that allowed
tracking the object as it moves.

Figure 9 shows the vehicle that, when moving, generated the optical flow. In
Figures 10 and 11, the variations of the optical flow between two-time intervals, Δti
and Δtn, (i< n) are shown. In this way, the algorithm allowed tracking the progressive
movement of the object (movement adopted as progressive, in this work) and, as this
happens, it is possible to predict in which direction it is moving, that is, to the left or to
the right (or keeping straight) line.

Figure 9.
Variation of the optical flow of the moving object.
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5.1 Optical flow algorithm in terms of the curvature

In the following items, the implementations of the Lucas and Kanade algorithms
without or with a Gaussian filter, Horn and Schunck, and Farneback will be shown,
using as input data the same sequence of video images used in the algorithm
developed in this work. For each, the performance and accuracy obtained will be
verified.

Figure 10.
Vehicle movement.

Figure 12.
Object moving to the right side.

Figure 11.
Object moving to the left side.
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5.2 Lucas and Kanade algorithm without Gaussian filter

Figure 14.
Vehicle movement.

Figure 15.
Object moving to the left side.

Figure 16.
Object moving to the right side.

Figure 13.
Variation of the optical flow of the moving object.
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5.3 Lucas and Kanade Algorithm with Gaussian filter

Figure 17.
Variation of the optical flow of the moving object.

Figure 18.
Vehicle movement.

Figure 20.
Object moving to the right side.

Figure 19.
Object moving to the left side.
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5.4 Algoritmo de Horn and Schunck

Figure 22.
Vehicle movement.

Figure 23.
Object moving to the right side.

Figure 24.
Object moving to the left side.

Figure 21.
Variation of the optical flow of the moving object.
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5.5 Algoritmo de Farneback

Figure 25.
Variation of the optical flow of the moving object.

Figure 26.
Vehicle movement.

Figure 27.
Object moving to the left side.

Figure 28.
Object moving to the left side.
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For each of the 5 algorithms, 1 frame is shown containing 4 figures, with 2 upper
and 2 lower. In each frame, the figure at the top left shows the variation of the vector
field between two frames. The right frame, on the other hand, corresponds to the
variation of the object’s movement in real-time. The lower ones, except for the pro-
posed algorithm, correspond to the number of points on the right or the left, and with
this, the movement will occur to the side that has the greatest number of points. In the
case of the proposed algorithm, the process will take place through the analysis of
vector density. So, to the side where there is greater vector density, this is the side to
which the movement will be occurring (see Figures 12–20).

Comparing the results presented by the algorithms, it is observed that in the
developed model, it was possible to see a dense vector trail of the object, with a slight
tendency of displacement to the left, as it continues its movement. In the other
models, this was not possible, and it is necessary to resort to a score of points, in the
lower table. This process is also possible in the proposed model, but not necessary,
which means a reduction in computational cost (see Figures 21–28).

Comparing the results, it is observed that the Farneback algorithm also presents
high vector density. But the proposed model, as previously said, presents a well-
defined vector trail which suggests the non-use of the point count in the lower frame,
which does not occur for the Farneback algorithm, indicating higher computational
cost, which can affect the accuracy of this algorithm when compared to the proposed
algorithm.

Comparing the Horn and Schunck algorithm, a low vector density is observed
when compared to the proposed algorithm, which indicates lower accuracy when
compared to the proposed algorithm.

Although the two techniques of Lucas and Kanade, are faster applications, indi-
cating low computational cost when compared to the proposed algorithm, the factor
of low vector density results in low precision in relation to the proposed method.

6. Final considerations

The proposed method presented good results, showing to be accurate and reason-
able speed. This allows this application to be used in critical problems, i.e., to real-
world problems. However, it presented limitations that could be verified when com-
pared to the model with Lucas and Kanade, with a Gaussian filter, which is faster and
presents good accuracy.

The proposed Method reached only approximately 50% execution speed in relation
to the Lucas and Kanade Method, which motivates further improvements to the
Method. The technique presented can be applied to other fields of research as in
cardiology due to presenting great precision when submitted to small region, which is
important because it can be applied with the objective of predicting infarctions and as
a current contribution, for the state of the art is to characterize the optical flow in
terms of Gaussian curvature, that makes it possible to highlight fields of research such
as computational vision and differential geometry.
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Chapter 2

Siamese-Based Attention Learning
Networks for Robust Visual Object
Tracking
Md. Maklachur Rahman and Soon Ki Jung

Abstract

Tracking with the siamese network has recently gained enormous popularity in
visual object tracking by using the template-matching mechanism. However, using
only the template-matching process is susceptible to robust target tracking because of
its inability to learn better discrimination between target and background. Several
attention-learning are introduced to the underlying siamese network to enhance the
target feature representation, which helps to improve the discrimination ability of the
tracking framework. The attention mechanism is beneficial for focusing on the par-
ticular target feature by utilizing relevant weight gain. This chapter presents an in-
depth overview and analysis of attention learning-based siamese trackers. We also
perform extensive experiments to compare state-of-the-art methods. Furthermore,
we also summarize our study by highlighting the key findings to provide insights into
future visual object tracking developments.

Keywords: visual object tracking, siamese network, attention learning, deep learning,
single object tracking

1. Introduction

Visual object tracking (VOT) is one of the fundamental problems and active
research areas of computer vision. It is the process of determining the location of an
arbitrary object from video sequences. A target with a bounding box is given for the
very first frame of the video, and the model predicts the object’s location with height
and width in the subsequent frames. VOT has a wide range of vision-based applications,
such as intelligent surveillance [1], autonomous vehicles [2], game analysis [3], and
human-computer interface [4]. However, it remains a complicated process due to
numerous nontrivial challenging aspects, including background clutter, occlusion, fast
motion, motion blur, deformation, and illumination variation.

Many researchers have proposed VOT approaches to handle these challenges. Deep
features are used more than the handcraft features such as scale-invariant feature
transform (SIFT), histogram of oriented gradients (HOG), and local binary patterns
(LBP) to solve the tracking problem and perform better against several challenges.
Convolutional neural networks (CNN), recurrent neural networks (RNN), auto-
encoder, residual networks, and generative adversarial networks (GAN) are some
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popular approaches used to learn deep features for solving vision problems. Among
them, CNN is used the most because of its simplistic feed-forward process and better
performance on several computer vision applications, such as image classification,
object detection, and segmentation. Although CNN has had massive success in solving
vision problems, tracking performance has not improved much because of obtaining
adequate training data for end-to-end training the CNN structure.

In recent years, tracking by detection and template matching are two major
approaches for developing a reliable tracking system. VOT is treated as a classification
task in tracking-by-detection approaches. The classifier learns to identify the target
from the background scene and then updates based on prior frame predictions. The
deep features with correlation filter-based trackers such as CREST [5], C-COT [6], and
ECO [7], as well as deep network-based tracker MDNet [8], are followed the tracking
by detection strategy. These trackers’ performance depends on online template-
updating mechanisms, which is time-consuming and leads trackers to compromise real-
time speed. Besides, the classifier is susceptible to overfit on recent frames result.

However, techniques relying on template matching using metric learning extract
the target template and choose the most similar candidate patch at the current frame.
Siamese-based trackers [9–15] follow the template-matching strategy, which uses
cross-correlation to reduce computational overhead and solve the tracking problem
effectively. Siamese-based tracker, SiamFC [9], gains immense popularity to the
tracking community. It constructs a fully convolutional Y-shaped double branch net-
work, one for the target template and another for the subsequent frames of the video,
which learns through parameter sharing. SiamFC utilizes the off-line training method
on many datasets and performs testing in an online manner. It does not use any
template-updating mechanisms to adapt the target template for the upcoming frames.
This particular mechanism is beneficial for fast-tracking but prone to less discrimina-
tion due to the static manner of the template branch.

Focusing on the crucial feature is essential to improve tracker discrimination ability.
Attention mechanism [16] helps to improve the feature representation ability and can
focus on the particular feature. Many siamese-based trackers adopted attentional fea-
tures inside the feature extraction module. SA-Siam [11] presents two siamese networks
that work together to extract both global and semantic level information with channel
attention feature maps. SCSAtt [10] incorporates stacked channel and spatial attention
mechanism for improving the tracking effectively. To improve tracker discriminative
capacity and flexibility, RASNet [13] combines three attention modules.

This chapter focuses on how the attention mechanism evolves on the siamese-
based tracking framework to improve overall performance by employing simple
network modules. We present different types of attention-based siamese object
trackers to compare and evaluate the performance. Furthermore, we include a
detailed experimental study and performance comparison among the attentional and
non-attentional siamese trackers on the most popular tracking benchmarks, including
OTB100 [17, 18] and OTB50 [17, 18].

2. Related works

2.1 Tracking with siamese network

The siamese-based trackers gain great attention among the tracking community
after proposing SiamFC [9], which performs at 86 frames per second (FPS). SiamFC
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utilizes a fully convolutional parallel network that takes two input images, one for the
target frame and another for the subsequent frames of the video. A simple cross-
correlation layer is integrated to perform template matching at the end of fully
convolutional parallel branches. Based on the matching, a similarity score map or
response map is produced. The maximum score point on the 2D similarity map
denotes the target location on the search frame. However, a siamese network is first
introduced to verify signatures [19].

Before introducing SiamFC, the siamese-based approach was not much popular
for solving tracking problems. The optical flow-based tracker SINT [20] is
considered as one of the earliest siamese-based trackers, but it was not operating in
real time (about 2 FPS). Around the same time, another siamese-based tracker
named GOTURN [21] utilizes a relative motion estimation solution to address the
tracking problem as regression. Then many subsequent studies for siamese tackers
[20, 22–25] have been introduced to improve the overall tracking performance. CFnet
[23] employs a correlation-based filter in the template branch of SiamFC after
performing feature extraction in a closed-form equation. SiamMCF [26] considers
multiple layers response maps using cross-correlation operation and finally fused it to
get a single mapped score to predict the target location. SiamTri [24] introduces a
triplet loss-based simaese tracking to utilize discriminative features rather than
pairwise loss to the link between the template and search images effectively. DSiam
[25] uses online training with the extracted background information to suppress the
target appearance changes.

2.2 Tracking with attention network

The attention mechanism is beneficial to enhance the model performance.
It works to focus on the most salient information. This mechanism is widely used
in several fields of computer vision, including image classification [16], object
detection [27], segmentation [28], and person reidentification [29]. Similarly,
visual tracking frameworks [10, 11, 13–15] adopt attention mechanisms to highlight
the target features. This technique enables the model to handle challenges in
tracking. SCSAtt [10] utilizes a stacked channel-spatial attention learning mechanism
to determine and locate the target information by answering what and where is the
maximum similarity of the target object. RASNet [13] employs multiple attentions
together to augment the adaptability and discriminative ability of the tracker. IMG-
Siam [14] uses the super pixel-based segmentation matting technique to fuse the
target after computing channel-refined features for improving the overall target’s
appearance information. SA-Siam [11] considers a channel attention module in the
semantic branch of their framework to improve the discrimination ability. FICFNet
[30] integrates channel attention mechanism in both branches of the siamese archi-
tecture and improves the baseline feature refinement strategy to improve tracking
performance. IRCA-Siam [31] incorporates several noises [32, 33] in its input feature
during training the tracker in off-line to improve the overall network generalization
ability.

Moreover, the long short-term memory (LSTM) model also considers attention
learning to improve the important features, such as read and write operations.
MemTrack [34] and MemDTC [35] used the attentional LSTM-based memory
network to update the target template during tracking. The temporal feature-based
attention for visual tracking is introduced by FlowTrack [36], which considers
temporal information for the target.
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3. Methodology

This section discusses how siamese-based tracking frameworks integrate with
attention mechanisms, which help to improve the overall tracking performance.
Before going into the deep details of the attention integration, the underlying siamese
architecture for tracking is discussed.

3.1 Baseline siamese network for visual tracking

Siamese network is a Y-shaped parallel double branch network and learns through
parameter sharing. The end of the parallel CNN branch calculates a similarity score
between two branches. In the siamese-based tracking frameworks, usually, SiamFC
[9] is popularly considered as a baseline. It computed a response map as a similarity
score by calculating the cross-correlation score between target and search image. The
highest score point of the response map represents the corresponding target location
in the search image.

Figure 1 shows the basic siamese object tracking framework, where z and x denote the
target and search images, respectively. The solid block represents the fully convolutional
network, which learns through parameter sharing between two branches.

The baseline siamese-based tracker, SiamFC, can be defined mathematically as.

R z, xð Þ ¼ ψ zð Þ ∗ψ xð Þ þ b � 1, (1)

where R z, xð Þ denotes cross-correlation-based similarity score map called response
map, and ψ zð Þ and ψ xð Þ represent fully convolutional feature maps for target image
and search image, respectively. ∗ stands for cross-correlation operation between two
feature maps. b � 1 denotes bias value on every position on the response map R z, xð Þ.
The baseline siamese tracker solves the closed-form equation and learns through
parameter sharing. It can run at real-time speed but cannot handle tracking challenges
properly due to its lack of discriminative ability. Therefore, the attention mechanism

Figure 1.
The basic siamese-based visual object tracking framework.
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comes into action to improve the overall tracker accuracy by handling challenging
scenarios.

3.2 Siamese attention learning network for visual tracking

The human visual perception inspires the attention learning network; instead of
focusing on the whole scene, the network needs to learn an essential part of the scene.
During the feature extraction of a CNN, it learns through the depth of channels. Each
channel is responsible for learning different features of the object. Attention networks
learn to prioritize the object’s trivial and nontrivial parts by using the individual chan-
nel’s feature weight gain. As explained in the studies by He et al., Rahman et al., Wang
et al., and Fiaz et al. [11–13, 15], the attention mechanism greatly enhances siamese-
based tracking frameworks that can differ between foreground and background from
an image. It helps to improve the overall discriminative ability of the tracking frame-
work by learning various weights gain on different areas of the target to focus the
nontrivial part and suppress the trivial part.

Integrating attention mechanisms into the siamese network is one of the important
factors for improving the tracker performance. There are three common approaches
of integrating attention mechanisms into the siamese-based tracking framework,
including (a) attention on template feature map, (b) attention on search feature map,
and (c) attention on both feature maps. When the attention mechanism is integrated
into the siamese tracker, the attention-based tracker can be defined by altering the
baseline equation as.

R z, xð Þ ¼ A ψ zð Þð Þ ∗ψ xð Þ þ b � 1, (2)

R z, xð Þ ¼ ψ zð Þ ∗A ψ xð Þð Þ þ b � 1, (3)

and

R z, xð Þ ¼ A ψ zð Þ ∗ψ xð Þð Þ þ b � 1, (4)

where A �ð Þ denotes the attention mechanism on the feature map ψ :ð Þ, which learns
to highlight the target information by providing the positive weights on important
features. The Eqs. (2)–(4) represent the three common ways of integrating attention
mechanisms subsequently.

Figure 2 illustrates a general overview of these three common types of attention
integration to the baseline siamese tracker. The backbone of the siamese network
learns through parameter sharing. The CNN feature extractor networks are fully
convolutional and able to take any size of images. After computing features from both
branches, a cross-correlation operation produces a response map for the similarity
score between the target and search image. The difference between the baseline and
attention-based siamese tracker is that baseline does not use any attentional features.
In contrast, the attentional feature is used to produce a response map in the attention-
based trackers.

The attention on the template feature map (illustrated in Figure 2(a)) considers
only the attention mechanism on the template/target feature, which improves the
network’s target representation and discrimination ability. A better target representa-
tion is essential for the better performance of the tracker. The attention on search
feature map approach (shown in Figure 2(b)) integrates the attention mechanism to
search branch of the underlying siamese tracker. Since in the siamese-based trackers,
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the target branch is usually fixed after computing the first frame of the video
sequence. The search branch is responsible for the rest of the subsequent frames of the

Figure 2.
The common approaches of integrating attention mechanisms into the baseline siamese tracking framework.
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video. Therefore, adding the attention mechanism to the search branch will be com-
puted for all video frames, which seriously hinders the tracking speed. Integrating the
attention mechanism on both branches (illustrated in Figure 2(c)) takes attentional
features and performs similarity score computation instead of taking typical CNN
features. This type of attentional siamese architecture usually faces less discrimination
on the challenging sequences and reduces the tracking speed because of the attention
network in the search branch.

Attention with template branch is the most popular strategy among these three
ways of integration. It also considers how many attention modules are used. The
number of integrating attention mechanisms to the baseline siamese architecture
is another important factor for improving the siamese tracker performance. However,
this section will discuss the two most common and popular ways of utilizing the
attentional feature to improve tracking performance with less parameter overhead.

3.2.1 Single attention mechanism for visual tracking

Many challenges are encountered when visual object tracking using a basic siamese
tracking pipeline to track the object in challenging scenarios. Candidates similar to the
template and the correct object should be identified from all of these candidates. A
tracker with less discrimination ability fails to identify the most important object
features during tracking for challenging sequences such as occlusion and cluttered
background, which results in unexpected tracking failure. A robust discriminative
mechanism needs to increase the siamese network’s performance to deal with such
issues. Therefore, incorporating an attention mechanism with the underlying siamese
network improves the overall tracking performance, particularly tackling challenging
scenarios.

It has been widely observed that the channel attention mechanism [16] is
beneficial to prioritize the object features and is used as the popular single-employed
attention mechanism for visual tracking. It is one of the most popular approaches to
improve the siamese-based tracker performance in terms of success and precision
score. The idea of learning different features by different channels utilizing the chan-
nel attention. Figure 3(a) shows a max-pooled and global average-pooled features-
based channel attention mechanism. The max-pooled highlights the finer and more
distinct object attributes from the individual channel, whereas global average-pooled
offers a general overview of individual channel contributions. Therefore, the max-
pooled and average-pooled features are fused after performing a fully connected
neural operation. The fused feature is normalized by sigmoid operation and added to
the original CNN feature using residual skip connection.

The following subsection presents some state-of-the-art tracking frameworks to
overview the single attention mechanism-based siamese visual object tracking.

• IMG-Siam [14]: The channel attention mechanism and matting guidance module
with a siamese network called IMG-Siam. Figure 4 represents the IMG-Siam.
They consider channel attention mechanism into the siamese network to improve
the matching model. During online tracking, IMG-Siam uses super-pixel matting
to separate the foreground from the background of the template image. The
foreground information is inputted to the fully convolution network after getting
the features from convolution layers. The features from the initial and matted
templates are fed to the channel attention network to learn the attentional
features. Both attentional features are fused for cross-correlation operation with
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the search image features to produce a response map. The response map is used
to locate the target in the corresponding search image. The IMG-Siam channel
attention mechanism only computes the global average-pooled features rather
than considering the max-pooled features with it. After integrating the channel
attention module, IMG-Siam performance has improved from the baseline

Figure 3.
Channel attention and spatial attention networks.

Figure 4.
IMG-Siam tracking framework [14].
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siamese tracker. Although the performance has improved, using only the average
pooled feature susceptible to the real challenges, including occlusion,
deformation, fast motion, and low resolution.

• SiamFRN [12]: Siamese high-level feature refines network (SiamFRN) introduces
end-to-end features refine-based object tracking framework. Figure 5 illustrates
the SiamFRN object tracker. The feature refines network (FRN) takes input from
the higher convolutional layers to improve the target representation utilizing
semantic features. FRN block uses features from the fourth and fifth layers of
Alexnet [37]-based network to get the fused features by performing
concatenation operation. The fused features propagate through several
convolution and ReLu layers and are added to the identity mapping-based skip
connection. However, the only FRN block is unable to handle tracking challenges
because of its less discriminative power [12]. Therefore, SiamFRN integrates the
channel attention module into the FRN block to improve the network
discrimination ability. The channel attention computes both max-pooled and
global average-pooled features to learn the fine details and get an overall idea of
the object’s feature. The attentional features are fused to the original features map
using element-wise multiplication operations. The ultimate features produced by
the refined network and channel attention module are used to cross-correlation
with similarly processed search image features.

• SA-Siam [11]: Instead of a single siamese network, SA-Siam introduces a siamese
network pair to solve the tracking problem. Figure 6 represents the SA-Siam
object tracker. It proposes a twofold siamese network, where one fold represents
the semantic branch, and another fold represents the appearance branch,
combinedly called SA-Siam. The semantic branch is responsible for learning
semantic features through an image classification task, and the appearance
branch is responsible for learning features using similarity matching tasks. An

Figure 5.
SiamFRN tracking framework [12].
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important design choice for SA-Siam separately trained these two branches to
keep the heterogeneity of features.

Moreover, the authors integrate a channel-wise attention mechanism in the
semantic branch of the tracker. SA-Siam considers only max-pooled-based channel-
wise features for acquiring finer details of the target. The motivation of using the
channel attention mechanism in the SA-Siam framework is to learn the channel-wise
weights corresponding to the activated channel around the target position. The last
two layers’ convolution features are selected for the semantic branch because the
high-level features are better for learning semantic information. The low-level
convolutional features focus on preserving the location information of the target.
However, the high-level features, that is, semantic features, are robust to the object’s
appearance changes, but they cannot retain the better discrimination ability. There-
fore, the tracker suffers poor performance when similar objects in a scene or the
background are not distinguishable from the target object. Incorporating the attention
mechanism into the SA-Siam tracker framework helps alleviate such problems and
enhances its performance in cluttered scenarios.

3.2.2 Multiple attention mechanisms for visual tracking

Multiple attentions are employed instead of using single attention to improve the
tracker performance further in challenging scenarios. RASNet [13] and SCSAtt [12]
used multiple attentional mechanisms in their tracking framework to enhance the
baseline siamese tracker performance. In the multiple attention mechanisms, one
attention is responsible for learning one important thing and others are responsible for
learning other essential things of the target. Combinedly, they learn to identify and
locate the target more accurately. This subsection describes the siamese-based
trackers where multiple attention mechanisms are incorporated.

• RASNet [13]: Residual attentional siamese network (RASNet) is proposed byWang
et al. [13]. It incorporates three attention mechanisms, including general attention,
residual attention, and channel attention. Figure 7 represents the RASNet tracker.
RASNet design allows a network to learn the efficient feature representation and
better discrimination facility. It employed an hourglass-like convolutional neural
network (CNN) for learning the different scaled features representations and
contextualization. Since RASNet considers residual-based learning, it enables a

Figure 6.
SA-Siam tracking framework [11].
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network to encode and learn more adaptive target representation from multiple
levels. It also investigates a variety of attentional techniques to adjust offline
feature representation learning to track a specific target. All training operations in
RASNet are completed during the offline phase to ensure efficient tracking
performance. Tracker’s general attention mechanism gradually converges in the
center, which is similar to a Gaussian distribution. It represents the center position
as a more important part of the training samples than the peripheral parts, which is
tremendously beneficial to train the siamese network. A residual attention module
is incorporated to improve the general attention module performance and
combinedly called the dual attention (DualAtt) model. The residual module helps
to learn better representation and reduces bias on the training data. Furthermore,
the channel attention module integrates to a single branch of the siamese network
to improve the network discrimination ability, which learns through channel-wise
features.

• SCSAtt [10]: Stacked channel-spatial attention learning (SCSAtt) employed
channel attention and spatial attention mechanisms together. Channel attention
uses to learn “what” information, and spatial attention focuses on the location
information by learning “where” information of the target. To improve tracking
performance with end-to-end learning, SCSAtt combines “what” and “where”
information modules and focuses on the most nontrivial part of the object.
Figure 3 shows the channel attention and spatial attention mechanisms. Figure 8
illustrates the SCSAtt tracker combining channel attention and spatial attention.
The overall framework tries to balance the tracker’s accuracy (success and
precision) and speed. SCSAtt extends the baseline siamese network by
incorporating the stacked channel-spatial attention in the target branch to handle
challenges. SCSAtt channel attention and spatial attention modules consider max-
pooled and global average-pooled features together to learn better target
representation and discrimination learning. These improved features help the
network to locate and identify the target in challenging scenarios, such as
background clutter, fast motion, motion blur, and scale variation. SCSAtt does
not employ any updating mechanisms in the tracking framework and considers
only a pretrained model during testing, which helps to ensure fast tracking
performance.

Figure 7.
RASNet tracking framework [13].
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4. Experimental analysis and results

This section describes the experimental analysis and compares the results of the
visual trackers over the OTB benchmark. The most popular comparison on the OTB
benchmark is the OTB2015 benchmark [17, 18]. It is also familiarized as the OTB100
benchmark because of consisting 100 challenging video sequences for evaluating
tracking performance. Besides, the subset of OTB100 benchmark named OTB50
benchmark is also considered for evaluating tracking performance. It contains the
most challenging 50 sequences among hundred sequences. The OTB video sequences
are categorized into 11 challenging attributes, such as scale variation (SV), back-
ground clutter (BC), fast motion (FM), motion blur (MB), low resolution (LR), in-
plane rotation (IPR), out-plane rotation (OPR), deformation (DEF), occlusion
(OCC), illumination variation (IV), and out-of-view (OV).

Usually, one-pass evaluation (OPE) uses to compute success and precision plots.
The percentage of overlap score between the predicted and ground-truth bounding
box is considered as success scores. The center location error of the predicted and
ground-truth bounding box is considered as precision scores. The overlap score is
computed by the intersection over union (IOU), and the center location error is
computed by the center pixel distance. Success plots and precision plots are drawn
using the tracking community-provided OTB toolkit based on these two scores. The
precision and success plots thresholds are 20 pixels distance and 0.5 IOU score,
respectively, and considered accurate tracking. The following subsections demon-
strate a quantitative and qualitative analysis by comparing the tracking speed.

4.1 Quantitative and qualitative comparison and analysis

To compute a fair comparison, we carefully selected various trackers including
attentional and non-attentional siamese-based trackers. Figures 9 and 10 show the
compared trackers’ results on the OTB100 and OTB50 benchmarks, respectively. The
compared trackers in Figures 9 and 10 are siamese-based. Among them, SA-Siam
[11], SCSAtt [10], MemDTC [35], MemTrack [34], and SiamFRN [12] utilize atten-
tion mechanism to improve the baseline SiamFC tracker [9]. SiamFC achieves 77.1%
and 69.2% for overall precision plots, and 58.2% and 51.6% for overall success plots on
OTB100 and OTB50 benchmarks. The attention-based tracker SA-Siam shows the

Figure 8.
SCSAtt tracking framework [10].
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dominating performance among the compared trackers. It acquires 86.4% and 65.6%
precision and success scores on the OTB100 benchmark, respectively. The OTB50
benchmark also achieves 82.3% in the precision score and 61.0% in the success score.

The overall performance of the attention-integrated siamese trackers is higher than
other siamese-based trackers. Among the other siamese trackers, GradNet perfor-
mance is better due to its expensive tracking time operation. GradNet performs 86.1%
and 82.5% for precision plots, and 63.9% and 59.7% success plots on OTB100 and
OTB50 benchmarks. The other siamese-based trackers’, including DSiamM, SiamTri,
and CFnet, performance is not much improved than the original siamese pipeline.
However, the attention with the siamese baseline tracker shows improving the
tracker’s overall performance. The attention-integrated siamese trackers, including
SCSAtt and SiamFRN, utilize the same channel attention mechanism inside their
framework. They achieve 82.8% and 77.8% for precision, and 60.2% and 58.1% for
precision success plots, respectively, on the OTB50 benchmark. The trackers with the
LSTM attention network (MemDTC and MemTrack) also performed better than the
baseline siamese tracker. Both follow a similar attention mechanism except consider-
ing different features for memory, which makes the performance difference.
MemDTC achieves 84.5% for precision plots, which is 2.5% higher than the
MemTrack scores (82.0%). Similarly, the gap between them is 1.1% for success scores

Figure 9.
Compared trackers’ results on OTB100 benchmark.

Figure 10.
Compared trackers’ results on OTB50 benchmark.
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on the OTB100 benchmark. MemDTC also performs better than MemTrack on the
OTB50 benchmark.

Figures 11 and 12 show the trackers’ performance comparison on the challenging
attributes of the OTB100 benchmark in terms of precision and success plots. For
better visualization of these two figures, the interested reader may check this link:

Figure 11.
Compared trackers’ performance on the challenging attributes of OTB100 benchmark in terms of precision plots.

Figure 12.
Compared trackers’ performance on the challenging attributes of OTB100 benchmark in terms of success plots.
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https://github.com/maklachur/VOT_Book-Chapter. SCSAtt tracker performs better in
precision plots than other trackers in several challenging scenarios, such as scale
variation, illumination variation, deformation, motion blur, and fast motion. SCSAtt
utilizes channel attention and spatial attention mechanism into the baseline SiamFC
model. Furthermore, the channel attention-based SA-Siam tracker performs better
than the other siamese-based trackers, including CFnet, DSiamM, and SiamTri. SA-
Siam also shows the dominating performance on other trackers over the OTB100
benchmark in the success plots of challenging attributes. It performs better than the
other trackers except on the motion blur challenge, whereas SCSAtt performs better
than the other trackers for success plots.

Figure 13 illustrates the qualitative comparison results among trackers over several
challenging sequences from the OTB100 benchmark. For better visualization of this
result, the interested reader may check this link: https://github.com/
maklachur/VOT_Book-Chapter. The overall tracking accuracy of attention-based
trackers is better than the other trackers. They can track the target object more
correctly with accurate bounding boxes from the background information. We
observed that most trackers fail to handle the target in the car sequence, but
MemTrack and MemDTC trackers manage to provide better tracking. Similarly,
SCSAtt, SA-Siam, and SiamFRN show accurate tracking for other compared
sequences, whereas the non-attentional trackers suffer handling the target accurately.

4.2 Speed comparison and analysis

In order to compare tracking speed, we selected trackers from our previous com-
parison for quantitative and qualitative analysis. Table 1 shows the speed comparison
results in terms of FPS and corresponding success and precision scores on the OTB100
benchmark. We observed that SiamFC tracking speed (86 FPS) shows the highest
tracking speed, but it achieves the lowest accuracy scores in terms of success and
precision. Therefore, it could not utilize its full potential of tracking speed. The
motivation of designing trackers is not just to improve the tracking speed, but they

Figure 13.
The qualitative comparison results among trackers over several challenging sequences (carScale, liquor,
motorRolling, skating2–2, and soccer) from the OTB100 benchmark.
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should be able to track the target in challenging scenarios. Preserving a balance
between speed and accuracy is essential when designing a tracker for real-time appli-
cations. Most of the presented trackers in our comparison illustrate better perfor-
mance than the SiamFC. RASNet and SCSAtt achieve the second-highest and third-
highest tracking speeds, respectively. They also show better accuracy on success
scores and show a balance performance.

Most trackers presented in Table 1 show the high tracking speed because of
leveraging the SiamFC pipeline and computing template image only for the very first
frame of the video sequence. However, MemDTC achieves the lowest tracking speed
among the other trackers, which is 40 FPS. It utilizes the memory mechanism for
updating the target template during tracking, which reduces its operational efficiency.
SA-Siam, Img-Siam, MemTrack, and SiamFRN achieve 50 FPS, 50 FPS, 50 FPS, and
60 FPS tracking speed, respectively. The motivation of these trackers is maintaining a
balance between the tracking speed and accuracy utilizing the siamese tracking
framework for handling challenging sequences fully.

5. Conclusion and future directions

The attention mechanism is very simple but powerful for improving the network
learning ability. It is beneficial for better target representation and enhancing tracker
discrimination ability with fewer parameter overhead. The baseline siamese tracker
does not perform well on accuracy on the challenging scenarios due to its insufficient
feature learning and distinguishing inability between foreground and background.
The attention mechanism is integrated into the baseline tracker pipeline to overcome
the underlying siamese issues and improve the tracking performance. Attention helps
to prioritize the features by calculating the relevant weights gain of the individual
feature map. Therefore, it learns to highlight the important features of the target,
which helps to handle challenges during tracking. In our study, we present a detailed
discussion about the attention embedding in siamese trackers. The attention-based
siamese trackers show outstanding performance and domination over other non-

Tracker name Speed (FPS) Success score (%) Precision score (%)

SA-Siam [11] 50 65.6 86.4

RASNet [13] 83 64.2 —

SCSAtt [10] 61 64.1 85.5

Img-Siam [14] 50 63.8 84.6

SimaFRN [12] 60 63.6 84.0

MemDTC [35] 40 63.7 84.5

MemTrack [34] 50 62.6 82.0

SiamFC [9] 86 58.2 77.1
*The red highlight represents the best, green represents the second best, and blue represents the third-best performance.
**RASNet paper did not provide the precision score that is why we do not include it in our comparison.

Table 1.
The speed comparison results in terms of FPS and corresponding success and precision scores on the OTB100
benchmark.
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attentional trackers in the compared results. For example, SA-Siam and SCSAtt
achieve high tracking accuracy in success and precision plots on most challenging
attributes, representing the robustness of the model.

Furthermore, we observed that the employed attention mechanism in the target
branch performs well instead of integrating only in the search branch or both
branches. Besides this, multiple attention mechanisms are considered rather than the
single attention mechanism to focus on the target class and the location information.
Since the location information is important for correctly predicting the object’s
bounding box, the spatial information-focused module helps to improve the tracker’s
effectiveness on challenges. RASNet and SCSAtt trackers used the multiple attention
mechanisms in their pipeline to handle the challenging sequences. The trackers’
performance on challenging attributes in Figures 11 and 12 proves the attention
mechanism advantages. Using the attention mechanisms inside the tracker framework
would be a better choice for future tracker developments. Therefore, improving the
overall tracker performance on challenges and preserving the balance performance
between accuracy and speed, integrating attention mechanisms are recommended for
designing the future tracking framework.
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Chapter 3

Robust Template Update Strategy
for Efficient Visual Object Tracking
Awet Haileslassie Gebrehiwot, Jesus Bescos
and Alvaro Garcia-Martin

Abstract

Real-time visual object tracking is an open problem in computer vision, withmultiple
applications in the industry, such as autonomous vehicles, human-machine interaction,
intelligent cinematography, automated surveillance, and autonomous social navigation.
The challenge of tracking a target of interest is critical to all of these applications. Recently,
tracking algorithms that use siamese neural networks trained offline on large-scale
datasets of image pairs have achieved the best performance exceeding real-time speed on
multiple benchmarks. Results show that siamese approaches can be applied to enhance the
tracking capabilities by learning deeper features of the object’s appearance. SiamMask
utilized the power of siamese networks and supervised learning approaches to solve the
problemof arbitrary object tracking in real-time speed.However, its practical applications
are limited due to failures encountered during testing. In order to improve the robustness
of the tracker andmake it applicable for the intended real-world application, two
improvements have been incorporated, each addressing a different aspect of the tracking
task. The first one is a data augmentation strategy to consider bothmotion-blur and low-
resolution during training. It aims to increase the robustness of the tracker against a
motion-blurred and low-resolution frames during inference. The second improvement is a
target template update strategy that utilizes both the initial ground truth template and a
supplementary updatable template, which considers the score of the predicted target for
an efficient template update strategy by avoiding template updates during severe occlu-
sion. All of the improvements were extensively evaluated and have achieved state-of-the-
art performance in the VOT2018 and VOT2019 benchmarks. Ourmethod (VPU-SiamM)
has been submitted to the VOT-ST 2020 challenge, and it is ranked 16th out of 38
submitted trackingmethods according to the Expected average overlap (EAO)metrics.
VPU_SiamM Implementation can be found from the VOT2020 Trackers repository1.

Keywords: real-time, tracking, template update, Siamese

1. Introduction

Visual object tracking (VOT), commonly referred to as target tracking, is an open
problem in computer vision; this is due to a broad range of possible applications and

1 https: //www.votchallenge.net/vot2020/trackers. html
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potential tracking challenges. Thus, it has been divided into sub-challenges according
to several factors, which include: the number of targets of interest, the number of
cameras, the type of data (i.e., medical, depth, thermal, or RGB images), static or
moving camera, offline or online (real-time) processing.

Visual object tracking is the process of estimating and locating a target over time in
a video sequence and assigning a consistent label to the tracked object across each
video sequence frame. VOT algorithms have been utilized as a building block in more
complex applications of computer vision such as traffic flow monitoring [1], human-
machine interaction [2], medical systems [3], intelligent cinematography [4], auto-
mated surveillance [5], autonomous social navigation [6] and activity recognition [7].
Real-time visual target tracking is the process of locating and associating the target of
interest in consecutive video frames while the action is taking place in real-time. Real-
time visual target tracking plays an inevitable role in time-sensitive applications such
as autonomous mobile robot control to keep track of the target of interest while the
viewpoint is changing due to the movement of the target or the robot. In such a
scenario, the tracking algorithm must be accurate and fast enough to detect sudden
changes in the observed environment and act accordingly to prevent losing track of
the quickly moving target of interest.

Since the start of the Visual-Object-Tracking(VOT) Real-time challenge in 2017,
Siamese network-based tracking algorithms have achieved top performance and won
in the VOT real-time challenge with a considerable margin over the rest of the
trackers. Nearly all top ten trackers applied the siamese network, and also the winners.
The dominant methodology in real-time tracking, therefore, appears to be associated.
A siamese network aims to learn a similarity function. It has a Y-shaped network
architecture that takes two input images and returns similarity as an output. Siamese
networks are utilized to compare the similarity between the template and the candi-
date images to determine if the two input images have an identical pattern(similarity).
In the past few years, a series of state-of-the-art siamese-based trackers have been
proposed, and all of them utilize embedded features by employing CNN to compute
similarity and produce various types of output, such as similarity score(probability
measure), response map(two-dimensional similarity score map), and bounding box
location of the target.

Luca Bertinetto et al. [8] proposed Siamese fully convolutional network
(SiameseFC) to addresses the broad similarity learning between a target image and

Figure 1.
Fully-convolutional Siamese architecture. The output is a scalar-valued score map whose dimension depends on the
size of the search image [8].
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search image, as presented in Figure 1. According to the VOT winner rules, the
winning real-time tracker of the VOT2017 [9] was SiamFC. SiamFC applies a fully-
convolutional siamese network trained offline to locate an exemplar (template) image
inside a larger search image Figure 1. The network is fully convolutional w.r.t search
image: dense and efficient sliding window evaluation is achieved with a bilinear layer
that computes the cross-correlation of two inputs. The deep convolutional network is
trained offline with” ILSVRC VID” dataset [10] to address a general similarity learn-
ing problem and maximize target discrimination power. During tracking, SiamFC
takes two images and infers a response map using the learned similarity function. The
new target position is determined at the maximum value on the response map, where
it depicts a maximum similarity Figure 1. As improvement in Siamese based tracking
methods, Qiang Wang et al. [11] proposed SiamMask aiming to improve the ability of
the SiamFC network to differentiate between the background and the foreground by
augmenting their loss with a binary segmentation task. SiamMask is a depth-wise
cross-correlation operation performed on a channel-by-channel basis, to keep the
number of channels unchanged. The result of the depth-with cross-correlation indi-
cated as RoW (response of candidate window), then distributed into three branches,
respectively segmentation, regression, and classification branches Figure 2.

Seven of the top ten realtime trackers (SiamMargin [12], SiamDWST [13],
SiamMask [11], SiamRPNpp [14], SPM [15] and SiamCRF-RT) are based on siamese
correlation combined with bounding box regression. In contrast, the top performers
of the VOT2019 Real-time challenge are from the class of classical siamese correlation
trackers, and siamese trackers with region proposals [16]. Although these methods
showed a significant improvement, there was small attention on how to carefully
update the template of the target as time goes from the start of the tracking. In all top
performers, the target template is initialized in the first frame and then kept fixed
during the tracking process. However, diverse variations regarding the target usually
occur in the process of tracking, i.e., camera orientation, illumination change, self-
rotation, self-deformation, scale, and appearance change. Thus, failing to update the
target template leads to the early failure of the tracker. In such scenarios, it is crucial
to adapt the target template model to the current target appearance. In addition to
this, most of the tracking methods fail when motion-blurred frames or frames with
low-resolution appear in the video sequence, as depicted in Figures 3 and 4. We

Figure 2.
An illustration of SiamMask with three branches, respectively segmentation, regression, and classification
branches; where ∗ d denotes depth-wise cross correlation [11].
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believe that this case arguably arises from the complete lack of similar training sam-
ples. Therefore one must incorporate a data-augmentation strategy to consider both
motion-blur and low-resolution during training to significantly increase the diversity
of datasets available for training without actually gathering new data.

2. Method

The problem of establishing a correspondence between a single target in consecu-
tive frames can be affected by factors such as initializing a track, updating it robustly,
and ending the track. The tracking algorithm receives an input frame from the camera
module and performs the visual tracking over a frame following a siamese network-
based tracking approach. Since developing a new tracking algorithm from scratch is
beyond the scope of this chapter, a state-of-the-art siamese-based tracking algorithm
called siammask [11], one of the top performers in the VOT2019 real-time challenge,
is used as a backbone of our tracking algorithm.

To mitigate the limitations associated with Siamese-based tracking methods. This
section presents two improvements on top of the SiamMask implementation.
VPU_SiamM Implementation can be found from VOT2020 Trackers repository2.

2.1 Data-augmentation

As mentioned in the introduction, the siamese-based tracker fails when motion-
blurred frames or frames with low-resolution appear in the video sequence, as
depicted in Figures 3 and 4. Therefore to address the problems, a tracking algorithm
should incorporate a data-augmentation strategy to consider both motion-blur and
low-resolution during training. Since data augmentation is a strategy that significantly
increases the diversity of datasets available for training without actually gathering
new data, it will require implementing the data augmentation techniques explained
through the following sub-sections.

Figure 3.
An example of SiamMask failure due to motion-blur, green and yellow bounding box indicates ground truth and
predicted target respectively.

2 https: //www.votchallenge.net/vot2020/trackers. html
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2.1.1 Data-augmentation for motion-blur

Kernel filters are a prevalent technique in image processing to blur images. These
filters work by sliding an n� n matrix across an image with a Gaussian blur filter,
resulting in a blurry image. Intuitively, blurring images for data augmentation could
lead to higher resistance to motion blur during testing [17]. Figure 5 illustrates an
example of a motion-blurred frame generated by the developed data-augmentation
technique.

2.1.2 Data-augmentation for low-resolution

We followed a Zhangyang Wang et al. [18] approach to generate a low-resolution
dataset. During training, the original (High Resolution) images are first downscaled
by scale ¼ 4 and then upscaled back by scale ¼ 4 with nearest-neighbor interpolation
as low-resolution images. A small additive Gaussian noise is added as a default data
augmentation during training. An illustrates of a low-resolution frame generated by
the developed data-augmentation technique is depicted in Figure 6.

Figure 5.
An example of motion blurred frame (left image) generated from original frame (right image) using the developed
data-augmentation for motion-blur technique.

Figure 4.
An example of SiamMask failure due to low resolution, green and yellow bounding box indicates ground truth and
predicted target respectively.
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2.2 Target template updating strategy

The target template update mechanism is an essential step, and its robustness has
become a crucial factor influencing the quality of the tracking algorithm. To tackle
this problem, more recent Siamese trackers [19–21] have implemented a simple linear
update strategy using a running average with a constant learning rate. However, A
simple linear update is often inadequate to cope with the changes needed and to
generalize to all potentially encountered circumstances. Lichao Zhang et al. [22] pro-
poses to replace the hand-crafted update function with a method that learns to update,
using a convolutional neural network called UpdateNet, aims to estimate the optimal
template for the next frame. However, excessive reliance on a single updated template
may suffer from catastrophic drift and the inability to recover from tracking failures.

One can argue the importance of the original initial and supplementary updatable
templates, which incorporate the up-to-date target information. To this end, we have
incorporated a template updates strategy that utilizes both the initial template
(ground truth template)T_G and an updatable template T_i. Consequently, the initial
template T_G provides highly reliable information. It increases robustness against
model drift, whereas an updatable template T_i integrates the new target information
at the predicted target location given by the current frame. However, when a target is
temporarily occluded, such as when a motorbike passes through the forest and is
shielded by trees Figure 7, updating the template during occlusion is not required as it
may cause template pollution because of shield interference. Therefore, our system
needs to recognize if occlusion occurs and be able to decide whether to update the
template or not. Examples of occlusion in tracking are shown in Figures 7 and 8. As
depicted in Figures 7 and 8, when the target is occluded, the score becomes small,
indicating the similarity between the tracked target in the current frame and the

Figure 6.
An illustrates on how the low-resolution data augmentation generation are performed (from (a) to (c)).

Figure 7.
Overview on how the target similarity score (red) varies under different occlusion scenario during tracking process.
The similarity score is indicated in red color in the top left of each frame, VOT2019 road dataset. Where blue:
Ground truth, red: Tracking result.
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template is low. Thus the response on the score value can be used as the criterion for
strategic decision. Figure 9 illustrates an overview of the method.

2.2.1 Updating with a previous and a future template

In 2.2 the target template update strategy considers the target appearance only
from the previous frame. However, in this section, we introduce an alternative tem-
plate update strategy that considers both the target appearance from the previous
frame and the target appearance in the future frame, which incorporates future
information of the target appearance by updating the updatable template T_i
described in 2.2. The template updating mechanism is shown in Figure 10. During
online tracking, the template updating and the tracking procedure works as follows:

1.Tracking procedure on the next frame iþ 1 is applied using both the previously
updated target template T_i and the ground truth target template T_G.

Figure 9.
Target template update strategy: Where T_G is the ground truth template,T_i is an updatable template, Sth is the
score threshold and P_box is the predicted target location.

Figure 8.
Overview on how the target similarity score varies under different occlusion scenario during tracking process,
VOT2019 girl dataset. Where blue: Ground truth, red: Tracking result.

57

Robust Template Update Strategy for Efficient Visual Object Tracking
DOI: http://dx.doi.org/10.5772/intechopen.101800



2.Updatable template T_i is updated using the predicted target from the next
frame to incorporate a piece of future information about the target.

3.Tracking procedure again on the current frame is applied using both the updated
future target template T_i + 1 and the ground truth target template T_G.

First, a tracking procedure is applied using both the previous target template in T_i
and the ground truth template T_G to perform tracking on the next frame. Then the
updatable template T_i is updated using the predicted target on the next frame
incorporating a piece of future information about the target. Finally, a tracking pro-
cedure is again applied to the current frame using both the updated future target
template T_i + 1 and the ground truth template T_G.

3. Implementation

3.1 Training

The SiamMask implementation was trained using 4 Tesla V100 GPUs. In this
experiment, only the refinement module of the mask branch is trained. The training
process was carried out using COCO3 and Youtube-vos4 Datasets: The training was

Figure 10.
Updating with a previous and a future template, where T_G is ground truth target template,T_i is previous target
template and T_i + 1 is future target template. Where green: Ground truth template, yellow: Updatable template,
blue: Tracking result.

3 http://cocodataset.org/
4 https: //youtube-vos.org/dataset/vis/
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performed over ten epochs using mini-batches of 32 samples. The data augmentation
techniques described in 2.1.1 and 2.1.2 were utilized for generating datasets with
motion-blur and low-resolution, respectively.

3.2 Tracking

During tracking, the tracking algorithm is evaluated once per frame. The output
mask is selected from the location attaining the maximum score in the classification
branch and creating an optimized bounding box. Finally, the highest scoring output of
the box branch is used as a reference to crop the next search frame.

3.3 Visual-object-tracking benchmark

As object tracking has gotten significant attention in the last few decades, the
number of publications on tracking-related problems has made it difficult to follow
the developments in the field. One of the main reasons is that there was a lack of
commonly accepted annotated datasets and standardized evaluation protocols that
allowed an objective comparison of different tracking methods. To address this issue,
the Visual Object Tracking (VOT) workshop was organized in association with
ICCV20135. Researchers from the industry and academia were invited to participate in
the first VOT2013 challenge, which was aimed at model-free single-object visual
trackers. In contrast to related attempts in tracker benchmarking, the dataset is
labeled per-frame by visual properties such as occlusion, motion change, illumination
change, scale, and camera motion, offering a more systematic comparison of the
trackers [23]. VOT focused on short-term tracking (no re-detection) until the
VOT2017 challenge, where a new”real-time challenge” was introduced. In the Real-
time challenge, the tracker constantly receives images at real-time speed. If the tracker
does not respond after the new frame becomes available, the last bounding box from
the previous frame is reported as the tracking result in the current frame.

3.4 VOT evaluation metrics

The VOT challenges applies a reset-based methodology. Whenever a zero overlap
between the predicted bounding box and the ground truth occurs, a failure is
detected, and the tracker is re-initialized five frames after the failure. There are three
primary metrics used to analyze the tracking performance in visual object tracking
challenge benchmark: Accuracy (A), Robustness (R), and Expected Average Overlap
(EAO) [9].

3.4.1 Accuracy

Accuracy is calculated as the average overlap between the predicted and ground
truth bounding boxes during successful tracking periods [23]. The tracking accuracy
at time-step t is defined as the overlap between the tracker predicted bounding box AT

t

and the ground truth bounding box AG
t

5 http://www.iccv 2013.org/
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Φt ¼ AG
t ∩AT

t

AG
t ∪AT

t

(1)

3.4.2 Robustness

Robustness measures how often the tracker loses/fails the target, i.e., a zero over-
lap between the predicted and the ground truth bounding boxes during tracking. The
protocol specifies an overlap threshold to determine tracking failure. The number of
failed tracked frames are then divided by the total number of frames, as depicted in
Eq. (2):

Pτ ¼ Φt ≤ τf gNk¼1

N
(2)

Where τ is the overlap threshold which is zero in this case, and N is the run time of
the tracker in frames. A failure is identified in a frame when the overlap (as computed
using Eq. (1)) is below the defined threshold τ. Thus, the robustness of the tracker is
given as a normalized number of incorrectly tracked frames.

3.4.3 Expected average overlap (EAO)

For the purpose of ranking tracking algorithms, it is better to have a single metric.
Thus, in 2015 the VOT challenge introduced Expected Average Overlap (EAO), which
combines both Accuracy and Robustness. EAO estimates the average overlap that a
tracker is expected to achieve on a large collection of short-term sequences with the
same visual properties as the given dataset.

The EAO metric can be found by calculating the average of Φ̂Ns over typical
sequence lengths, from Nlo to Nhi:

Φ ¼ 1
Nhi �Nlo

XNhi

Ns¼Nlo

Φ̂Ns (3)

3.5 Experiment A: Low-resolution data-augmentation

This first experiment is dedicated to evaluating the impact of the low-resolution
data-augmentation technique. The data augmentation technique described in 2.1.2
was applied to generate datasets with low-resolution during the training process of the
refinement module of the network.

3.5.1 Evaluation

The performance of the developed method: incorporating low-resolution datasets
using data augmentation technique during training has been evaluated using the VOT
evaluation metrics on the VOT2018, VOT2019 datasets. The overall Evaluation results
are shown in Table 1.

The term # Tracking Failures (Lost) indicates how often the tracking algorithm
lost the target in the given video sequence, basically:
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• Tracking Lost/Failure: is when IOU between Ground-truth and Predicted
Bounding box is Zero. Thus the lower the values ↓, the higher the performance.

In Table 1, we compare our approach against the state-of-the-art SiamMask
tracker on the VOT2018 and VOT2019 benchmarks, respectively. It can be clearly
observed that the data augmentation technique for incorporating low-resolution
datasets has contributed to robustness improvements. The tracker’s failure has
decreased from 60 to 53 and from 104 to 93 in VOT2018 and VOT2019, respectively.
Improvements are clearly shown especially in a video sequence with low-resolution,
i.e. handball1, and handball2 as depicted in Figure 11.

The results obtained in Table 1 confirm that the developed methodology signifi-
cantly improved the overall performance of the tracker. This approach outperforms
the original SiamMask achieving a relative gain of 2.6% and 0.4% in EAO on VOT2018
and VOT2019, respectively. Most significantly, a gain of around 3% and 5% in
Robustness value has been achieved on VOT2018 and VOT2019, respectively.

3.5.2 Results

As it is depicted in Figure 11, The data-augmentation for incorporating low-
resolution datasets during training has contributed to enhancing the tracker robust-
ness. Thus, the tracker becomes robust against low-resolution frames during inference
in relative to the original SiamMask tracker.

Figure 11.
Qualitative comparison between SiamMask and developed data-augmentation technique for incorporating low-
resolution datasets during training. Where blue: Ground truth, red: Tracking result.

VOT2018 VOT2019

VOT Metrics SiamMask Ours SiamMask Ours

EAO ↑ 0.380 0.406 0.280 0.284

Accuracy ↑ 0.609 0.589 0.610 0.586

Robustness ↓ 0.279 0.248 0.522 0.467

Table 1.
Comparison between SiamMask and the developed method (incorporating low-resolution data during training),
under the VOT metric (EAO, Accuracy, Robustness) on VOT2018 (left) and VOT2019 (right), best results are
marked in Bold.
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3.6 Experiment B: Motion-blur data-augmentation

In this experiment, the data-augmentation technique for incorporating motion-
blurred datasets described in 2.1.1 was applied for generating datasets with motion-
blur during the training process of the refinement module of the network.

3.6.1 Evaluation

The performance of the tracking algorithm incorporating the motion-blur data
augmentation technique has been evaluated using the VOT evaluation metrics on the
VOT2018, VOT2019 datasets. The Overall Evaluation results are shown in Table 2.

The data augmentation technique for incorporating motion-blurred datasets has
contributed to the overall enhancement of the tracker performance. They are clear
improvements in terms of Robustness in multiple video sequences relative to
SiamMask. From Table 2, it can be concluded that the data augmentation technique for
incorporating motion-blurred datasets has contributed to the improvement in Robust-
ness of the tracker, especially in a video sequence with a motion-blur, i.e., ball3, and
car1. The overall performance of the tracker has been improved, and the developed
method obtained a significant relative gain of 2:1% EAO in VOT2018 and 4% R in
VOT2019, compared to the SiamMask result as it is depicted in Table 2.

3.6.2 Results

Figure 12 presents a visual comparison between SiamMask and the developed
improvement incorporating motion-blurred datasets during training using

Figure 12.
Qualitative comparison between SiamMask and developed data-augmentation technique: Incorporating motion-
blurred datasets during training. Where blue: Ground truth, red: Tracking result.

VOT2018 VOT2019

VOT Metrics SiamMask Ours SiamMask Ours

EAO ↑ 0.380 0.401 0.280 0.288

Accuracy ↑ 0.609 0.610 0.610 0.610

Robustness ↓ 0.279 0.248 0.522 0.482

Table 2.
Comparison between SiamMask and the developed method (incorporating motion-blurred dataset during
training), under the VOT metric (EAO, accuracy, robustness) on VOT2018 (left) and VOT2019 (right).
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data-augmentation. From Figure 12 it can be clearly observed that the data-
augmentation for incorporating motion-blurred dataset during training has contrib-
uted to enhancing the tracker Robustness. Thus, the tracker has become robust against
motion-blurred video frames during inference in relative to the original SiamMask
tracker.

3.7 Experiment C: Target template updating strategy

When it comes to updating the target template, the question is how and when to
update the target. The parameter Sth controls when to update the target template
according to the developed template update strategy in 2.2. Thus, the 2nd (updatable)
target template is updated when the predicted target’s score is higher than the thresh-
old Sth. Therefore determining the optimal threshold value Sth is the main focus in this
sub experiment.

This set of experiments compares the effect of the target template updating strat-
egy by varying the score threshold of Sth by evaluating the tracking performance on
VOT2018 and VOT2019 datasets. From the experimental results shown in Tables 3
and 4, it can be observed that the performance of the tracker increases as the param-
eter Sth increases. Thus by using a Sth value as high as possible, we guaranty an
efficient template update strategy by avoiding template updates during severe occlu-
sion. Figure 13 illustrates an overview of how each VOT metric (EAO, Accuracy, and
Robustness) and FPS behave as we vary the Sth. Therefore, the parameter Sth plays an
important role in deciding whether to update the target template or not when cases
such as occlusion or deformation occur, as illustrated in Figures 14 and 15. It is worth
mentioning that the template update has a negative impact on the tracker’s speed since
it needs to compute the feature map of the updated template for every updated
template. Therefore by setting Sth high, we can leverage both performance and speed
as it is depicted in Figure 13.

Figures 14 and 15 are an illustration of how the template update strategy decides
when to update the updatable template. For instance in Figure 15a the target is not
occluded; as a result the score is high, thus Update : True flag is generated indicating to
update the target template, on the other hand in Figure 15b and c, the target is

VOT-Metrics

Sth EAO ↑ Accuracy↑ Robustness ↓ # Lost↓ FPS↑

0.65 0.377 0.602 0.267 57 25

0.7 0.371 0.602 0.267 57 27

0.75 0.385 0.600 0.248 53 28

0.8 0.387 0.603 0.258 55 31

0.85 0.388 0.603 0.243 52 32

0.9 0.393 0.602 0.239 51 35

0.95 0.397 0.602 0.239 51 40

Table 3.
Determining the optimal score threshold (Sth) for updating the target template under VOT-metrics on VOT2018.
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occluded by the tree: thus Update : False flag is generated indicating not to update the
target template during such occlusions. This experiment was carried out using
Sth > ¼ 0:95.

Table 5 presents a comparison between no-update SiamMask and incorporating
the developed template update strategy: it can be observed that a relative gain of 0.7%
and 2.0% in Robustness has been achieved by incorporating template update strategy.
Thus, the tracker has encountered less failure than the no-update SiamMask, decreas-
ing from 60 to 58 and 104 to 100 in VOT2018 and VOT2019 benchmarks, respec-
tively. The robustness of the tracker is the crucial element for applications such as
automatic robotic cameras where there is no human assistance.

VOT-metrics

Sth EAO ↑ Accuracy↑ Robustness↓ # Lost↓ FPS↑

0.65 0.276 0.598 0.497 99 25

0.7 0.278 0.601 0.497 99 26

0.75 0.278 0.601 0.497 99 27

0.8 0.278 0.601 0.497 99 27

0.85 0.274 0.601 0.512 102 32

0.9 0.278 0.600 0.512 102 36

0.95 0.293 0.601 0.482 96 41

Table 4.
Determining the optimal score threshold (Sth) for updating the target template under VOT-metrics on VOT2019.

Figure 13.
An illustration on the effect of the tracking performance, with a template update strategy by varying the score
threshold Sth, NB: This experiments carried out using the checkpoint which include data-augmentation.
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3.7.1 Updating with a previous and a future template

This experiment dedicated to examine the strength and weakness of the” updating
with a previous and future frame” template update strategy described in 2.2.1. As can
be seen from Table 6, the method”updating with previous and a future template” has
achieved a relative gain of around 0.7% and 2.5% in Robustness value w.r.t SiamMask
in both VOT2018 and VOT2019 benchmark, respectively. This indicates that
the”Updating with Previous and Future template” strategy has enhanced the tracker’s
Robustness, which is the most crucial in automated tracking applications. However,
this can not be used for real-time applications as the processing speed is very slow,
around 12 FPS on a laptop equipped with NVIDIA GEFORCE GTX1060. The main

Figure 14.
Visual illustration on how the target template update strategy decides whether to update the template or not based
on the similarity score under different occlusion scenario during tracking process, VOT2019 girl dataset. Where
blue: Ground truth, red: Tracking result.

Figure 15.
Visual illustration on how the target template update strategy decides whether to update the template or not based
on the similarity score under different occlusion scenario during tracking process, VOT2019 girl dataset. Where
blue: Ground truth, red: Tracking result.

VOT2018 VOT2019

SiamMask Ours SiamMask Ours

EAO ↑ 0.380 0.351 0.280 0.268

Accuracy ↑ 0.609 0.593 0.610 0.593

Robustness ↓ 0.279 0.272 0.522 0.502

# Lost ↓ 60 58.0 104 100.0

FPS ↑ 44 40 44 40

Table 5.
Comparison between no-update SiamMask and incorporating target template update under VOT2018 (left) and
VOT2019 (right) benchmarks.
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computational burden on the tracker is related to the target template feature extrac-
tion network. Thus, the tracking algorithm processing speed becomes very slow when
the target template is updated with the previous and future template, resulting in a
poor FPS.

3.8 Experiment E: Comparison with state-of-the-art trackers

This section compares our tracking framework called VPU_SiamM with other
state-of-the-art trackers SiamRPN, SiamMask in the VOT2018 and SiamRPN++,
SiamMask in VOT2019.

To take advantage of the incorporated improvements, a tracker named
VPU_SiamM has been developed. VPU_SiamM has been trained based on the data
augmentation technique incorporating both motion-blur and low-resolution, and
during online inference, a target template update strategy is applied.

We have tested our VPU_SiamM tracker on the VOT2018 dataset in comparison
with state-of-the-art methods. We compare with the top trackers SiamRPN (winner
of the VOT2018 real-time challenge) and SiamMask among the top performer in the
VOT2019 challenge. Our tracker obtained a significant relative gain of 1:3% in EAO,
compared to the top-ranked trackers. Following the evaluation protocol of VOT2018,
we adopt the Expected Average Overlap (EAO), Accuracy (A), and Robustness (R) to
compare different trackers. The detailed comparisons are reported in Table 7: it can
be observed that the VPU_SiamM has achieved top performance on EAO, and R.
Especially, our VPU_SiamM tracker outperforms SiamRPN (the VOT2018 real-time
challenge winner), achieving a relative gain of 1:3% in EAO and 1.6% in Accuracy and
4% in Robustness. Besides, our tracker yields a relative gain of 4% on Robustness w.r.t

VOT2018 VOT2019

SiamMask Ours SiamMask Ours

EAO ↑ 0.380 0.357 0.280 0.274

Accuracy ↑ 0.609 0.597 0.610 0.597

Robustness ↓ 0.279 0.272 0.522 0.497

# Lost ↓ 60 58 104 99

FPS ↑ 44 12 44 12

Table 6.
Comparison between no-update SiamMask and incorporating target template updating with previous and future
template on VOT2018 (left) and VOT2019 (right) benchmark.

VOT2018

Tracker EAO↑ Accuracy↑ Robustness↓

SiamRPN [21] 0.383 0.586 0.276

SiamMask [11] 0.38 0.609 0.279

VPU_SiamM 0.393 0.602 0.239

Table 7.
Comparison of our tracker VPU_SiamM with the state-of-the-art trackers SiamRPN and SiamMask in terms of
expected average overlap (EAO), accuracy, and robustness (failure rate) on the VOT2018 benchmark.
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both SiamMak and SiamRPN, which is the common vulnerability of the Siamese
network-based trackers.

Following previous VOT evaluation, we have evaluated our VPU_SiamM tracker
on VOT2019 datasets, which contains 60 challenging testing sequences. As shown in
Table 8, our VPU_SiamM also achieves the best tracking results on VOT2019 in EAO
and Accuracy metrics compared to state-of-the-art trackers SiamMask and SiamRPN+
+. More specifically, our approach improves the EAO by around 1%.

Submission to VOT-ST 2020 Challenge: Our method (VPU-SiamM) has been
submitted to the VOT-ST 2020 challenge [24], and our tracking methods (VPU
SiamM) is ranked 16th out of 38 computing tracking methods according to the
Expected average overlap (EAO) metrics [24].

4. Conclusions

In this chapter, one of the state-of-the-art tracking algorithms based on siamese
networks called SiamMask has been used as a backbone, and two improvements have
been affixed, each addressing different aspects of the tracking task.

The developed data augmentation technique for incorporating low-resolution and
motion-blur has been evaluated separately and jointly, achieving state-of-the-art
results in the VOT2018 and VOT2019 benchmarks. From the evaluation results, it is
clear to conclude that the data augmentation technique has played an essential role in
improving the overall performance of the tracking algorithm. It has outperformed the
SiamMask results in both VOT2018 and VOT2019 benchmarks. In contrast, among
the three data augmentation techniques, the data augmentation technique for incor-
porating both motion-blur and low-resolution outperforms the rest in terms of EAO in
VOT2018 and VOT2019 benchmarks. Nevertheless, the data-augmentation for incor-
porating only motion-blur has achieved a top performance according to the Accuracy
metric in both VOT2018 and VOT2019 benchmarks. However, the Accuracy is less
significant as it only considers the IOU during a successful tracking. According to the
VOT ranking method, the EAO value is used to rank tracking methods. Therefore the
data augmentation technique for incorporating both motion-blur and low-resolution
is ranked top among the others. This indicates that the data-augmentation technique
has contributed to the improvement of the overall tracker performance.

Comparable results on VOT2018 and VOT2019 benchmarks confirm that the
robust target template update strategy that utilizes both the initial ground truth
template and a supplementary updatable template and avoiding template updates
during severe occlusion can significantly improve the tracker’s performance with
respect to SiamMask results while running at 41 FPS.

VOT2019

Tracker EAO↑ Accuracy↑ Robustness↓

SiamRPN++ [14] 0.282 0.598 0.482

SiamMask [11] 0.287 0.594 0.461

VPU_SiamM 0.293 0.601 0.482

Table 8.
Comparison of our tracker VPU_SiamM with the state-of-the-art trackers SiamRPN++ and SiamMask in terms
of expected average overlap (EAO), accuracy, and robustness (failure rate) on the VOT2019 benchmark.
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A tracker named VPU_SiamM was trained based on the presented approach, and it
was ranked 16th out of 38 submitted tracking methods in the VOT-ST 2020 challenge
[24].
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Chapter 4

Cognitive Visual Tracking of Hand
Gestures in Real-Time RGB Videos
Richa Golash and Yogendra Kumar Jain

Abstract

Real-time visual hand tracking is quite different from commonly tracked objects in
RGB videos. Because the hand is a biological object and hence suffers from both physical
and behavioral variations during its movement. Furthermore, the hand acquires a very
small area in the image frame, and due to its erratic pattern of movement, the quality of
images in the video is affected considerably, if recorded from a simple RGB camera. In
this chapter, we propose a hybrid framework to track the hand movement in RGB video
sequences. The framework integrates the unique features of the Faster Region-based
Convolutional Neural Network (Faster R-CNN) built on Residual Network and Scale-
Invariant Feature Transform (SIFT) algorithm. This combination is enriched with the
discriminative learning power of deep neural networks and the fast detection capability of
hand-crafted features SIFT. Thus, our method online adapts the variations occurring in
real-time handmovement and exhibits high efficiency in cognitive recognition of hand
trajectory. The empirical results shown in the chapter demonstrate that the approach can
withstand the intrinsic as well as extrinsic challenges associated with visual tracking of
hand gestures in RGB videos.

Keywords: hand tracking, faster R-CNN, hand detection, feature extraction, scale
invariant, artificial neural network

1. Introduction

Hand Gestures play very significant roles in our day-to-day communication, and
often they convey more than words. As technology and information are growing
rapidly in every sector of our life, interaction with machines has become an unavoid-
able part of life. Thus, a deep urge for natural interaction with machines is growing all
around [1, 2]. One of the biggest accomplishments in the domain of Hand Gesture
Recognition (HGR) is Sign language recognition (SLR) where machines interpret the
static hand posture of a human standing in front of a camera [3]. Recently, imple-
mentation of HGR-based automotive interface in BMW cars is very much appreciated.
Here, five gestures are used for contactless control of music volume and incoming
calls while driving [4]. Project Soli is the ongoing project of Google’s Advanced
Technology; in this project a miniature radar is developed that understands the real-
time motion of the human hand at various scales [5].

Hand gestures are very versatile as they comprise static as well as dynamic char-
acteristics, physical as well as behavioral characteristics, for example, movement in
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any direction, fingers can bend to many angles. Hand skeleton has a complex structure
with a very high freedom factor, and thus its two-dimensional RGB data sequence has
unpredictable variations. Visual recognition of dynamic hand gestures is complex
because the complete process requires the determination of hand posture along with a
cognitive estimation of the trajectory of motion of that posture [3, 6–9]. Due to these
intricacies to date, vision-based HGR applications mainly dominate with static hand
gesture recognition.

2. Challenges in online tracking hand motion

In context with computer vision and pattern recognition, a human hand is
described as a biological target with a complex structure. Uneven surface, broken
contours, and erratic pattern of movement are some of the natural characteristics that
complicate DHGR [10]. Thus, in comparison to the other commonly tracked moving
object, a hand is a non-rigid subtle object and covers a very small area in the image
frame. The scientific challenges accompanied in the online tracking of the hand region
in an unconstrained environment in RGB images captured using a simple camera are
categorized as follows: [3, 4, 6–11].

i. Intrinsic Challenges: Intrinsic challenges are related to a target that is “Hand”
physical and behavioral nature. The features such as

Hand Appearance: The number of joints in the hand skeleton, the appearance
of the same hand posture has a large variation, known as shape deformation.
Different postures have a wide difference in occupancy area in an image
frame, and some postures only cover 10% of the image frame, which is a very
small target size in computer vision. In a real-time unconstrained
environment, the two-dimensional (2-D) posture shows large variation
during movement.

Manner of Movement: There is a large diversity among human beings in
performing the gesture of the same meaning, in terms of speed and path of
movement. The moving pattern of the hand is erratic, irregular, and produces
blur in the image sequence. Furthermore, the two-dimensional data sequence of
a moving hand is greatly affected by background conditions, thus tracking and
interpretation of dynamic hand gestures are a challenging task in the HGR
domain. The unpredictable variation in target trajectory makes the detection
and classification process complex in pattern recognition.

ii. Extrinsic Challenges: These challenges mainly arise due to the environment in
which the hand movement is captured. Some of the major factors that deeply
impact the real-time visual tracking of the dynamic hand gestures are as
follows:

Background: In the real-time HGR applications, backgrounds are
unconstrained, we cannot use fixed background models to differentiate
between the foreground and the background. Thus, the core challenge in the
design of a real-time hand tracking system is the estimation of discriminative
features between background and target hand posture.

Illumination: Illumination conditions in real-time applications are uneven
and also unstable. Thus, 2-D (two-dimensional) projection of the 3-D
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(three-dimensional) hand movement produces loss of information in RGB
images. This loss is the major reason for errors in the visual tracking of hand
movement.

Presence of other skin color objects in the surroundings: The
presence of objects with similar RGB values such as the face, neck, arm, etc.,
is the serious cause for track loss in the RGB-based visual tracking techniques.

3. Components of DHGR

There are four main components in cognitive recognition of dynamic hand
gestures [3, 10–12].

i. Data Acquisition.

ii. Interest Region Detection.

iii. Tracking of Interest Region.

iv. Classification of Trajectory.

In Dynamic Hand Gesture Recognition (DHGR), acquisition of signals plays a very
important role in deciding the technique to recognize and deduce the hand pattern
into meaningful information. Contact-based sensors and contactless sensors are two
main types of sensors to acquire hand movement signals. Contact-based sensors are
those sensors that are attached to the body parts of a user example. Data gloves are
hand gloves, accelerometers are attached the arm region, and egocentric sensors are
put on the head to record hand movement. Wearable sensor devices are equipped
with inertial, magnetic sensors, mechanical, ultrasonic, or barometric [7]. Andrea
Bandini et al. [13], in their survey, presented many advantages of egocentric vision-
based techniques as they can acquire hand signals very closely. Although the contact-
based techniques require fewer computations, but wearing these devices gives uneas-
iness to the subject. Due to the electrical and magnetic emission of signals, it is likely
to produce hazardous effects on the human body.

Contactless sensors or vision-based sensor technology is becoming encouraging
technology to develop natural human-machine interfaces [1–4, 14]. These devices
consist of visual sensors, with a single or a group of cameras situated at a distance
from the user to record the hand movement. In vision-based methods, the acquired
data is image type, a user does not have to wear any devices, and he can move his hand
naturally in an unconstrained pattern. The important assets of vision-based tech-
niques are large flexibility for users, low hardware requirements, and no health issues.
These methods have the potential to develop any natural interface for remote human-
machine interaction, this can ease the living of physically challenged or elderly people
with impaired mobility [2, 9, 15].

In vision-based methods, the information is two-dimensional, three-dimensional,
or multiview images. Two-dimensional images are RGB images with only intensity
information about the object, captured using simple cameras and. Three-dimensional
images are captured from advanced sensor cameras such as Kinect, Leap Motion,
Time of flight, etc.; these cameras collect RGB along with depth information of the
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object in the scene. The third and the most popular choice in HGR is multiview
images; here two or more cameras are placed at different angles to capture the hand
movement from many views [3, 6, 8].

Wang J. et al. [16] used two calibrated cameras to record hand gestures under
stable lighting conditions. They initially segmented the hand region using YCbCr color
space and then applied SIFT algorithm for feature extraction. After then, they tracked
using Kalman Filter. But due to similarity with other objects, the author imposes
position constraints to avoid track loss.

Poon G. et al. [17] also supported multiple camera setups that can observe the hand
region from diversified angles to minimize the errors due to self-occlusion. They
proposed three camera setups to recognize bimanual gestures in HGR. Similarly,
Bautista A.G. et al. [18] used three cameras in their system to avoid complex back-
ground and illumination. Marin G. et al. [19] suggested combining Kinect data with
Leap motion camera data to exploit the complementary characteristics of both the
cameras. Kainz O. et al. [20] combined leap motion sensor signals and surface
electromyography signals to propose a hand tracking scheme.

Andreas Aristidou discussed that high complexity in hand structure and move-
ment make the animation of a hand model a challenge. They preferred a marker-based
optical motion capture system to acquire the orientation of the hand [21]. With the
same opinion, Lizy Abraham et al. [22] placed infrared LEDs on the hand to improve
the consistency of accuracy in tracking. According to the study conducted by Mais
Yasen et al. [9], surface electromyography (sEMG) as wearable sensors and Artificial
Neural Network (ANN) as classifiers are the most preferable choices in hand gesture
recognition.

The important factor in HGR is that information obtained using a monocular
camera is not sufficient to extract the moving hand region. The loss of information in
RGB images is maximum due to unpredictable background, self-occlusion, illumina-
tion variation, and erratic pattern of the hand movement [8, 10, 14].

The second component in the design of DHGR is description of the region of
interest or “target modeling.” In this section, features that are repetitive, unique, and
invariant to general variations, e.g., illumination, rotation, translation of the hand
region are collected. These features model the target of tracking and are responsible
for detecting and localizing the target in all frames of a video. This step is very
significant because it helps to detect the target in an unconstrained environment
[10, 12].

Li X. et al. [12] presented a very detailed study of the building blocks of visual
object tracking and the associated challenges. They stated that effective modeling of
the appearance of the target is the core issue for the success of a visual tracker.
Practically, effective modeling is greatly affected by many factors such as target
speed, illumination conditions, state of occlusion, complexity in shape, and camera
stability, etc. Skin color features are the most straightforward characteristic of the
hand used in the HGR domain to identify the hand region in the scene. Huang H. et al.
simply detected skin color for contour extraction and then classified them using
VGGNet [23]. M. H. Yao et al. [24] extracted 500 particles using the CAMShift
algorithm for tracking the moving hand region. In this case, the real-time perfor-
mance of the HGR system decreases when a similar color object (face or arm region)
interferes. As the number of particles increases the complexity of the system
increases. The HGR technique proposed by Khaled H. et al. [25] emphasized the use of
both shape and skin color features for hand area detection because of background
conditions, shadows, visual overlapping of the objects. They stated that noise added
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due to camera movement is one of the major problems in real-time hand tracking. Liu
P. et al. [26] proposed a single-shot multibox detector ConvNet architecture that is
like Faster R-CNN to detect hand gestures in a complex environment. Bao P. et al. [27]
expressed that since the size of hand posture is very small, therefore misleading
behavior or the overfitting problem becomes prominent in regular CNN.

In the method discussed in [10], we have shown that though the local representa-
tion of the hand is a comparatively more robust approach to detect the hand region,
but they often suffer from background disturbance in a real-time tracking. In general,
hand-crafted features result in large computations and loss of trajectory visual while
tracking in real-time hand movement is very common. Henceforth, it is difficult for
hand-crafted features to perfectly describe all variations in target as well as back-
ground [10, 12]. According to Shin J. et al. [28], the trackers that visually trace the
object, based on appearance and position, must have a high tolerance for appearance
and position. Tran D. et al. [29] initially detected the palm region from depth data
collected by Kinect V2 skeletal tracker followed by morphological processing. They
determined hand contour using a border tracing algorithm on binary image converted
using a fixed threshold. After detecting fingertip by K-cosine algorithm, hand posture
is classified using 3DCNN.

Matching of hand gesture trajectory is another important phase in the cognitive
recognition of DHGR. The main constrain in generating similarity index in HGR is the
speed of hand motion and the path of movement. Both these factors are highly
dependent on the user’s mood and surrounding conditions at the instant of movement.
Similarity matching based on distance metrics generally fails to track efficiently as
hand gestures of the same meaning do not follow the same path always.

DanZhao et al. [30] used a hand shape fisher vector to find themovement of the finger
and then classified it by linear SVM. Plouffe et al. [31] proposedDynamic TimeWrapping
(DTW) to match the similarity between target and trained gesture. In [32], a two-level
speed normalization procedure is proposed using DTW and Euclidean distance-based
techniques. In this method, for each test gesture, 10 best-trained gestures are selected
using the DTW algorithm. Out of these 10 gestures, the most accurate gesture is selected
by calculating Euclidean distance. Pablo B. et al. [33] suggested a combination of the
HiddenMarkovModel (HMM) andDTW, in the prediction stage.

4. Proposed methodology

The proposed system is designed by using a web camera; it is a simple RGB camera.
The use of the RGB camera is limited in the field of hand gesture tracking because of
various difficulties as discussed above (Figure 1).

The proposed system is divided into three modules:

4.1 Module I

This module is also known as the “hand detection module.” Here the posture of the
hand, which is used by the user in real-time hand movement events, is detected.
When the user moves his hand in front of the web camera attached to any machine
acquires a video of 5–6 seconds at a rate of 15 frames per second. This video comprises
a raw data sequence of length 100–150 frames; it is saved in a temporary folder,
resizing all the frames to size [240, 240]. In this module, detection of an online Active
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Hand Template (AHT) is made using Faster Region-based Convolutional Neural
Network (Faster R-CNN).

4.1.1 Faster R-CNN

We have proposed the design of an online hand detection scheme (AHT) using
Faster Region-based Convolutional Neural Network (Faster R-CNN) [34], on Resid-
ual Network (ResNet101) [35], a deep neural architecture. Three major issues that are
encountered in online tracking of hand motion captured using simple cameras are as
follows:

1.A hand is a versatile object in comparison with other objects. The area occupied
in the image frame has a high variation that depends on the posture selected.

2. It is not fixed that the subject starts the motion from the first frame or the fixed
position in the frame.

3.Anthropometric and scale variation in the hand are very prominently seen
during hand movement in RGB images.

Thus, the essential requisite of any technique is to cope with the abovementioned
factors. In the proposed method, these issues are solved by using Faster-RCNN, a
Deep Neural Network (DNN) architecture. Deep learning algorithms (DLAs) are
models for a machine to learn and execute any task as human beings perform. Deep
networks directly learn features from raw data by exploiting local information of the
target, with no manual extraction or elimination of background. Convolutional Neural

Figure 1.
Architecture of the proposed system.
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Network (ConvNet) is a powerful tool in the computer vision field that mainly deals
with images.

Ren S. et al. [34] modified fast RCNN to Faster Region-based Convolutional Neural
Network (Faster R-CNN). They added a region proposal network (RPN) (a separate
CNN network) that simultaneously estimates objectness score and regresses the
boundaries of the object using the anchor box concept.

The architecture of the proposed Faster R-CNN developed on ResNet 101 is shown
in Figure 2. Region Proposal Network (RPN) is an independent small-sized ConvNet,
designed to directly generate region proposals from an image of any size without using
a fixed edge box algorithm. The process of RPN is shown in Figure 3; here region
proposals are generated from the activation feature map of the last shared

Figure 2.
The architecture of the proposed faster R-CNN.

Figure 3.
Process in RPN.
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convolutional layer between the RPN network and Fast-RCNN. It is implemented
with an m�m convolutional layer followed by two siblings: box regression layer and
box classification layer each of size 1� 1. At each sliding grid, multiple regions are
proposed depending upon the number of anchor boxes (Q). Each predicted region is
classified by a score and four tuples x, y,L,Bð Þ where x, yð Þ are the coordinates of the
top left corner of the bounding box, L and B are the length and breadth of the box. If
M�N is the size of the feature map and number of anchors, the technique is Q, then
total anchors created will be M�N �Q :

Anchor boxes are bounding boxes with predefined height and width to capture the
scale and aspect ratio of the target object. There are pyramids of anchors. The anchor-
based method is translation invariant and detects objects of multiple scales and aspect
ratios. For every tiled anchor box, the RPN predicts the probability of object, back-
ground, and intersection over union (IoU) values. The advantage of using the anchor
boxes in a sliding window-based detector is to detect, encode, and classify the object
in the region in a single process [34].

The design of the proposed Faster-RCNN technique is accomplished on Residual
network (Resnet) resnet 101. Resnet architecture network was proposed in 2015 by
Kaiming He et al. [35], to ease the learning process in a deeper network. They
exhibited that a resnet architecture eight times deeper than VGG16 still has less
complexity in training on ImageNet dataset. The proposed use of resnet 101 in the
design of Faster R-CNN solves the complex problems in object classification by using a
large number of hidden layers without increasing the training error. Furthermore, the
network does not have a vanishing and exploding gradient problem because of the
“skip connection” approach.

4.2 Module II

This module handles the feature extraction process of the AHT that helps in the
continuous localization of the moving hand region. Our method processes a hybrid
framework that combines Scale Invariant Feature Transform (SIFT) and Faster-
RCNN. A framework with hybrid characteristics is selected because in real-time
movement, the geometrical shape of any posture changes many times, and thus it is
difficult to detect the moving hand region with only hand-crafted features i.e., SIFT.
Whenever the posture is changed above the threshold (number of matched features
<= 3), then AHT is determined using Faster R-CNN, and the previous AHT is updated
with new AHT. During this process, a bounding box is also constructed around the
centroid of the hand movement to determine the current two-dimensional area
covered by the hand region.

4.2.1 Scale invariant feature transform (SIFT)

In motion modeling, we have used SIFT algorithm designed by David Lowe [36],
for local feature extraction of AHT. As compared with global features such as color,
contour, texture, local features have high distinctiveness, better detection accuracy
toward local image distortions, viewpoint change, and partial occlusion. Therefore,
SIFT detects the object in the cluttered background without performing any segmen-
tation or preprocessing algorithms [36, 37]. The combination of SIFT and Faster-
RCNN is helpful in real-time fast-tracking of the non-rigid subtle object hand.

SIFT algorithm comprises of feature detector as well as a feature descriptor. In
general, features are high-contrast areas example point, edge, or small image patch, in
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an image. These features are extracted such that they are detectable even in noise,
scale variation, and during the change in illumination. Each SIFT feature is defined by
four parameters: f i ¼ pi, σi,φi

� �
, where pi ¼ xi, yi

� �
is the 2D position of SIFT

keypoint, σi is the scale, φi is gradient orientation within the region. Each key point i d
is described by 128-dimensional descriptor d [36].

In our approach, we find the SIFT features of the AHT template obtained in
module-I, since it contains only the target hand posture and is small as compared with
the image frame [240, 240]. Therefore, this approach saves time in matching
unnecessary features and pruning them further [20, 21].

Let there be m key features in AHT frame, given as SAHT ¼ f i
� �m, where f i is the

feature vector at ith location. Let Scur ¼ f j
n ok

are k numbers of SIFT features in the

current frame, where f j is the SIFT feature at jth location. We use the best-bin-first
search method that identifies the nearest neighbors of AHT features with current
frame features. The process of SIFT target recognition and localization in the
subsequent frames of a video is accomplished in three steps:

Initially, we find the first nearest neighbors (FNN) of all the SIFT features in AHT
with SIFT features in the current frame. The First Nearest Neighbors (FNNs) are
defined as the pairs of key points in two different frames with a minimum sum of
squared differences for the given descriptor vector

distanceFNND aAHT, bcurð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X128
i¼1

ai � bið Þ
vuut (1)

where aAHT and bcur are descriptor vectors of features in AHT and current frame,
respectively.

In the second step, matching is improved by performing Lowe’s Second Nearest
Neighbor (SNN) test using Eq. (2).

distance aAHT, bcurð Þ
distance aAHT,ccurð Þ >0:8 (2)

SNN test is done by calculating the ratio between the FNND of aAHT feature with
two nearest neighbors bcur and ccur in the current frame.

Further to find the geometrically consistent points, we apply the geometric
verification test (Eq. (3)) on the key points obtained after SNN.

x ∗

y ∗

� �
¼ vR αð Þ x

y

� �
þ Tx

Ty

� �
(3)

Here v is isotropic scaling, α is rotation parameter, Txð ,TyÞ are translation vectors
for the ith SIFT keypoint located at a distance x, yð Þ .

4.3 Module III

This module deals with the cognitive recognition of the trajectory. Here the cogni-
tive recognition means vision-based intellectual development of machine for the
interpretation of hand movement. Because hand movements do not have a fixed
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pattern, by nature movement patterns are erratic. Due to this characteristic, till now
static hand gesture recognition is more preferred than dynamic hand gesture recogni-
tion. We have determined the centroids of hand location in the tracked frames. To
derive the meaning of hand movement, we have used the modified back-propagation
Artificial Neural Network (m-BP-ANN) Match of test trajectory to train database.
This cognitive stage is very significant for DHG because the way we collect and
transform the centroid of hand movement CHM of every frame in a particular data
sequence, helps to classify the hand gesture. In the proposed system we have kept this
stage simple but efficient because complex algorithms increase the error rate and time
of interpretation.

We have made use of the concept of the quadrant system of the Cartesian plane to
transform the image frame into a 2-D plane. The two-dimensional Cartesian system
divides the plane of the frame into four equal regions called Quadrants. Each quadrant
is bound by two half-axes, with the center in the middle of a frame. The translation of
the image frame axis to a Cartesian axis is done using Eqs. (4) and (5):

xc ¼ CHMx � Ixð Þ=nx (4)

yc ¼ CHMy � Iy
� �

=ny (5)

Here Ix, Iy are the dimensions of the image frame [240, 240] and nx, ny [12, 12] are
normalization factors for the X and Y-axis. To convert the hand trajectory into mean-
ingful command, we have applied Modified Back-Propagation of Artificial Neural
Network (mBP-ANN) using start and end location of the hand gesture.

Back-propagation (BP) is a supervised training procedure in feed-forward neural
networks. It works on minimizing the cost function of the network using the delta rule
or gradient descent method. The value of the weights with which we obtain the mini-
mum cost function is the solution for the given learning problem. The error function
0Ef} is defined as themean square sum of the difference between the actual output value
of the network (aj) and the desired target value (tjÞ for the jth neuron. Ef calculated for
NL number of output neurons in}0L} a number of layers are given as Eq. (6):

Ef ¼ 1=2
XP
p¼1

XNL

j¼1

tj � aj
� �2 (6)

The minimization of the error function is carried out using gradient descent or
delta rule. It determines the amount of weight update based on gradient direction
along with step size. It is given by Eq. (7):

∂C tþ 1ð Þ
∂δij tð Þ ¼ ∂C tþ 1ð Þ

∂wij tþ 1ð Þ x
∂wij tþ 1ð Þ
∂δij tð Þ (7)

In the traditional BP, the optimization of the multidimensional cost function is
difficult because step size is fixed, since the performance parameters are highly
dependent on the learning rate δ. Hence, to overcome the problems of fixed step size
and slow learning, we use adaptive learning and momentum term to modify BP. The
updated weight value at any node is given by Eq. (8):

Δwij tð Þ ¼ ηδjai þmΔwij t� 1ð Þ (8)
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The termmomentum (0<m< 1) updates the value of weight using the previous value
of it. Adaptive learning rates help to learn the characteristic of the cost function. If the
effort function is decreasing, then the learning rate will increase, and vice versa [38].

In the proposed prototype, we have developed eight vision-based commands to
operate and machine remotely by showing hand gestures. The proposed model of
ANN has three layers, input layer, hidden layer, and output layer as shown in
Figure 4. The input layer has 4 neurons, the hidden layer has 10 neurons, and the
outer layer consists of 8 neurons.

5. Experimental analysis

In this research work, we have taken three hand postures (as shown in Table 1) to
demonstrate the vision-based tracking efficiency of our proposed concept. It is the
unique feature of this work as most of the techniques demonstrate tracking of hand
movements performed by a single posture [32]. For consolidated evaluation, we have
taken approximately 100 data sequences captured in different environments as shown
in Figure 5. Our database is a collection of publicly available dataset [32] and self-
prepared data sequence. In [32], hand movements are mainly performed by a single
hand posture (Posture III as shown in Table 1) and in a constrained laboratory
environment.

In self-prepared dataset, we have collected hand movements performed by six
participants of three different age groups: two kids (age 10–16 years), two adults (age
20–40 years), and two seniors (age 65 years). In this, the hand movement is carried
out using three different postures (as illustrated in Table 1), in linear as well as
circular pattern. In self-collected dataset, 15 frames per second are taken through the
web camera, and gesture length varies from 120 to 160 frames.

Figure 4.
Architecture of the proposed ANN model.

Posture I Posture II Posture III

Table1.
Types of postures used in the proposed system.
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The evaluation of the proposed online adaptive hand tracking methodology is
carried out on four test parameters. The methodology is also compared with the
contemporary techniques that are based on RGB images or webcam images. The four
test parameters are as follows:

1.Accuracy in hand detection in real-time complex images, i.e., video is captured in
unconstrained background and covers natural variations occurring in
geometrical contour of the postures.

2.Parametric evaluation of the proposed Faster R-CNN on resnet101 architecture
on training and validation data.

3.The efficiency of a hybrid tracking system in complex environment.

4.Effectiveness of cognitive recognition of hand trajectory as machine command.

5.1 Accuracy in hand detection

Figure 6 demonstrates the outcome of the hand recognition stage of different data
sequences captured (using three hand postures demonstrated in Table 1) in different
backgrounds under d

ifferent illumination conditions. To test the accuracy of the hand detection scheme
in recognizing the hand region, we have considered nearly all possible combinations:

Figure 5.
Dataset for training faster R-CNN.
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only the hand is visible in the camera view, subject face along with arm region is in the
camera view, illumination conditions are unstable, background has same color as the
hand region, etc. Thus, the hand detection results in Figure 6 illustrate the following
distinguishing key features of our proposed system:

i. Large diversity is present in hand shape and sizes also, the same posture
differs in geometrical shapes and area of coverage in the image frame. Our
technique does not require any foreground and background modeling. It
detects the hand region by automatic learning, the discriminative deep
features of the hand postures.

ii. The subject’s state of mind at the instance of hand movement is not alike.
Thus, it is not necessary that the hand is completely visible from the first
frame. Our technique is not affected by the location from which the user
starts their motion, it is also unaffected by the face region or other body parts
of the user present in the data sequence.

5.2 Parametric evaluation of module i

The proposed hand detection module, developed on Faster R-CNN architecture,
has been evaluated on the following parameters:

Figure 6.
Various outcomes of module-I (simple background, complex background, the subject is also visible in camera range).
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i. Accuracy: It is the parameters by which the network is evaluated and selected.
It gives the count of accurate predictions.

ii. Loss: The loss curve is the most useful diagnostic curve that accounts for
variation in the predicted and actual value. Loss information helps to learn the
optimization behavior of the model parameters.

iii. Model Behavior: It talks about the learning behavior of the model. Learning
pattern helps to diagnose the character of the train or validation dataset
concerning the problem domain.

iv. Root Mean Square Error (RMSE): It calculates the standard deviation between
the actual value and the predicted value. The RMSE is applied in regression
analysis and classification of the predicted bounding box with the ground
truth bounding box. It is calculated during the training process for both train
data and validation data.

Table 2 illustrates detailed performance outcomes of the proposed Faster R-CNN
based on the abovementioned parameters. The observations are taken at intervals of
50, 100, 150, 200, 220 iterations. The outcomes illustrate following points of our
proposed architecture on Faster R-CNN constructed on resnet101:

1.As the number of iterations increases, the accuracy of train data increases, and it
reaches the maximum value at the 200th iteration.

2.Validation data achieve the maximum accuracy at 220th iterations.

3.There is a linear decrement in the RMSE and the loss values of both the train and
validation dataset. This linear decrement reflects the stable learning behavior of
the proposed model.

4. It is observed that at the 200th iteration, RMSE and loss of train data reached at
its minimum value of 0.14 and 0.154, respectively. Similarly, in the case of the

No. of
iteration

Train data
accuracy

Validation data
accuracy

Train data
RMSE

Validation
data RMSE

Train
data loss

Validation
data loss

1 30.24 78.26 0.23 0.22 2.9331 2.2522

50 97.07 98.80 0.19 0.19 0.9396 0.6902

100 98.32 98.87 0.15 0.19 0.4791 0.6049

150 99.03 98.85 0.16 0.17 0.2671 0.5956

200 99.07 97.86 0.14 0.17 0.1544 0.55544

220 98.92 98.76 0.17 0.17 0.2052 0.6262

Based on above outcomes, the characteristic features of the proposed trained resnet101 are:
Accuracy: 98.76%
Loss: 0.17
The behavior of the Network: Well fit.

Table 2.
Outcomes in the training process of the proposed faster R-CNN model.
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validation dataset, the value of RMSE and loss reached their minimal at the 200th
iteration.

5.3 Efficiency of hybrid tracking system

In this section, we have evaluated the tracking efficiency of our proposed hybrid
method. The data sequences captured are of variable length ranging from 100 to 150
frames. Figure 7 shows results of tracking in different data sequences, approximately
10–12 frames of each data sequence are shown here to highlight the tracking efficiency
of module II. Each frame is illustrated by its frame number, a yellow box enclosing the
hand region and a yellow dot inside the yellow box represent the instant position of
the centroid of the hand region. Figure 7(a) shows the tracking of P-I posture in a

Figure 7.
Tracking outcomes of different data sequence are shown in (a), (b), (c), and (d) shows the cognitive recognition of
hand movement in (c).
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cluttered background. This data sequence is captured in a background that has many
similar colored objects as that of the hand. Our proposed system discriminates and
localizes the hand region efficiently due to the robust deep feature learning capability
of our hybrid tracking system. It is also noticeable that the hand is properly identified
even when the hand region was blurred due to sudden erratic movement by the
subject as shown in frame 99 of the data sequence.

Figure 7(b) displays the tracking results of the P-III hand posture in improper
illumination conditions. It can be noticed that in Figure 7(a) and (b), the FoS are
frame 3 and frame 15, respectively. This data sequence is mainly affected by the color
reflection of the background wall, and thus, it is visible that the edges of the P-III
posture are nearly mixed with the background in some frames.

Figure 7(c) demonstrates the tracking results of a data sequence [32] in which a
teenage girl is moving her hand (posture P-III) in front of her face. It is noticeable that
the hand region and face region nearly overlap in frame 17. The fast change in the
hand position in the frames indicates that the subject is moving her hand in a speedy
manner. The change in the distance between the two positions of the hand frame 45 to
frame 59 along with the change from a clear image of the hand region to the blurred
image of the hand image proves the fast movement of the hand. During the move-
ment, the subject is also changing the orientation of the hand posture as can be seen
from the frames 59, 73, 80, 87.

5.4 Efficiency of hybrid tracking system

Cognitive efficiency means the development of the semantic between the trajec-
tory of the dynamic hand gestures and machine command. Since, hand gestures do
not follow a fixed line of movement to convey the same meaning. Therefore, syntax
formation to match train data and test data is a challenge. Hence, the main limitation
in DHGR is the development of a process that can convert the trajectory of hand
movement to machine command. Our proposed method handles this difficult chal-
lenge in a schematic manner.

In our proposed technique, we have developed eight vision-based commands
“INSTRUCTION 1–8” (abbreviated as INT-1 to INT-8). For the vision-based instruc-
tion, we have drafted a process to convert trajectory of the hand movement obtained
in module-II to a machine command by using Cartesian plane system as illustrated in
Figure 8.

Figure 7(d) illustrates the process in developing cognitive ability to recognize
hand movement by the machine. This process consists of three steps: (i) trajectory
plot of the hand movement, (ii) position of start and end point in Cartesian plane, and
(iii) conversion to machine command. Figure 7(d) demonstrates the results of the
cognitive recognition of a data sequence shown in Figure 7(c) [32]; here an adult girl
moves her hand from right to left and the machine recognizes this movement as
command 7.

Figure 9(a) shows tracking results of P-III posture performed by a teenage boy. In
this data sequence, we can notice that scale change of the hand region is very promi-
nent (as the size of the hand region is continuously changing from frame to frame).
The posture area is big in frame 37, and it gradually decreases till frame 147. This
indicates the distance between the subject’s hand and the camera, it is minimum in
frame 37 and maximum at frame 147. Figure 9(b) displays the result of cognitive
recognition of the trajectory in the three steps in trajectory to command interpretation
of left initiated data sequences The movement starts from the bottom left, moves in a
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Figure 9.
Tracking results of P-III posture performed by a teenage boy. (b) Cognitive recognition of hand movement.

Figure 8.
Conversion of trajectory of hand movement to machine command.
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zigzag manner, and finally reaches close to the initial starting place. The PoS and end
location of this sequence both are in the third and fourth quadrant respectively; thus,
“INSTRUCTION 8” is generated through this hand movement.

5.5 Comparison with contemporary techniques

In this section, we compare our process and results with two different approaches
used recently in the field of DHGR. In the first approach [32] technique utilizes true
RGB images. This approach mainly involves hand-crafted features for hand detection
and tracking. The research work conducted by Singha J. et al. [32] focused on only fist
posture tracking in a fixed background, they have achieved 92.23% efficiency when
no skin color object is present in the surroundings. One of the prominent limitations in

Parameters Research work-I (2018)
[36]

Research work-II (2020)
[29]

Proposed research work

Camera/
Image type

Simple webcam/RGB Microsoft Kinect Sensor
version 2/depth,

Webcam/RGB

Preprocessing Face segmentation using
ViolaJones and the
background subtraction
using skin filtering

Noise Removal using median
filtering and morphological
processing. Conversion to
binary image

Not Required

Initial stage-
Hand
detection

Three frames
differencing on colored
and grayscale images.

Hand Contour is extracted
using Moore -Neighbor
algorithm. Fingertip
extraction using K-cosine
algorithm.

Designed Faster-RCNN
constructed on ResNet101.
Used region-based network
(RPN) for defining hand
region.

Feature
Extraction

Eigen features of the
detected hand region.
Remove unwanted
features using compact
criteria

Position of Fingertip
calculated through inbuilt
software of the camera.

SIFT feature extraction of
AHT

Tracking
methods

KLT features followed 44
features matching by
compact criteria

For each frame, a 3D CNN is
allotted.

Combination of Faster RCNN
with SIFT algorithm.

Classification Results of ANN, SVM,
kNN classifiers are fused
to get the final classified
value

Ensemble learning to
generate a final probability
for classification

Using ANN with Cartesian
quadrant system.

Background
to conduct
experiments

Fixed laboratory
environment without any
skin color object

Three fixed backgrounds Any real-time background.

Accuracy of
Methodology

92.23% 92.60% 95.83%

Limitations KLT features get reduced
in subsequent frames.

(i) Preprocessing is required
(ii) For each frame separate
3D CNN is required this
makes the system slow.
(iii) fixed gesture length of
20 frames.

Initially trained for five
gestures and can be extended
for many more postures

Table 3.
Comparative analysis of two recent methods with the proposed methodology based on different parameters.
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their approach is that they have applied sequence of algorithms for precise detection
of hand region. This method is complex and unsuitable for real-time implementation
of DHGR.

In the approach proposed by Tran DS et al. [29] for fingertip tracking, depth
coordinates of fingertip provided by the inbuilt software of the advanced sensor-based
camera are directly used. According to the researchers, RGB camera images are largely
affected by illumination variation, and thus, to avoid background and illumination
complexities in DHGR, they utilized RGB-D data sequences captured through the
Microsoft Kinect V2 camera. It is a skeletal tracker camera that provides the position
of 25 joints of the human skeleton including fingertips. This method is designed for
tracking only seven hand movements comprised of 30–45 frames in three fixed back-
grounds; besides, subjects are also trained to perform correct hand movement. In this
research work, each frame is allotted an individual 3DCNN for classification. Thus,
the experiments can perform fingertip tracking only for short gesture length. The
training time of the 3D CNN is 1 hr. 35 minute with a six-core processor of 16GB
RAM, which indicates the complex architecture of the technique. The accuracy of the
trained 3D CNN model is 92.6% on validation data. Table 3 illustrates and compares
different technical aspect of the above two mentioned approaches with our proposed
method:

6. Conclusion

This research work presents solutions to many crucial and unresolved challenges in
vision-based tracking of hand movement captured using a simple camera. The meth-
odology has the potential to provide a complete solution from hand detection to
tracking and finally for cognitive recognition of trajectory to machine command for
contactless Human-Machine interaction via dynamic hand gestures. Since the pro-
posed design is implemented around a single RGB webcam, thus the system is eco-
nomical and user-friendly. The accuracy achieved in the online and adaptive hand
detection scheme with Faster R-CNN is 98.76%. The proposed hybrid tracking scheme
exhibits high efficiency to adapt scale variation, illumination variation, and back-
ground conditions. It also exhibits high accuracy when camera is in motion during the
movement. The overall accuracy achieved by our proposed system in complex condi-
tions is 95.83%.

The comparative analysis demonstrates that our system gives users the freedom to
select posture and to start the hand movement from any point in the image frame.
Also, we do not impose any strict conditions in terms of geometrical shape of any
posture. The hybrid framework and cognitive recognition features of our proposed
method give a robust solution to classify any hand trajectory in a simple manner. This
feature has not been discussed in any existing technique working with RGB images till
date. The cumulative command interpretation efficiency of our system in real-time
environment is 96.2%. The various results justify the “online” hand detection and
“adaptive” tracking feature of the proposed technique. In the future, the method can
be further extended to track multiple hand movements.
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Chapter 5

Thresholding Image Techniques for
Plant Segmentation
Miguel Ángel Castillo-Martínez,
Francisco Javier Gallegos-Funes, Blanca E. Carvajal-Gámez,
Guillermo Urriolagoitia-Sosa and Alberto J. Rosales-Silva

Abstract

There are challenges in the image-based research to obtain information from the
objects in the scene. Moreover, an image is a set of data points that can be processed as
an object in similarity way. In addition, the research fields can be merged to generate a
method for information extraction and pixel classification. A complete method is
proposed to extract information from the data and generate a classification model
capable to isolate those pixels that are plant from others are not. Some quantitative
and qualitative results are shown to compare methods to extract information and
create the best model. Classical and threshold-based state-of-art methods are grouped
in the present work for reference and application in image segmentation, obtaining
acceptable results in the plant isolation.

Keywords: similarity, classification, threshold, image processing, segmentation

1. Introduction

There are three fields for the image-based research: Image processing, Computer
Vision and Computer Graphics [1]. In a graphical way, this is shown in the Figure 1.

Image processing takes an image as input and realize a set of operations to create a
new image that improves the interest feature visualization. It is not limited to; the image
processing can isolate those features have not meaningful information to be removed
from the scene. For Cancer Aided Diagnostic in dermoscopy, shown in Figure 2, the
lesion must be bounded but there are meaningless elements as hair and air bubbles.
Here, there is a need to improve the lesion visualization removing all those elements. An
approach for the processing chain begins with color space transformation, continues
with hair detection and finishes with image inpainting [2].

Computer Vision starts with an image and provides features of the object in the
scene. These features allow a quantitative description for object interpretation. The
Figure 3 takes the region of interest (ROI), hand for this case, and the 7 Hu’s
moments are calculated to describe the hand sign as a feature vector, simplifying the
classification process [3].

Computer graphics generates a visual representation of mathematical model
behavior. The models can be visualized from lines to a video that shows time evolve
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behaviors. Figure 4 shows a finite differences description to represent a coil with
ferromagnetic core.

The applications are not exclusive from each field of study, these fields could be
merged to generate a hybrid system that improves the description and composition to
solve a specific problem. To hair removal in the Figure 2, a new image with the hair,
described by a statistical operator and a thresholding rule, is generated. The inpainting
takes the original and generated images to process only the pixels that do not describe
the lesion, this process minimizes the classification error. The solution employees
three research fields in image-based systems.

Color indexes. For the primary color image encoding the RGB color space is used.
This allows the storage and image representation in Red, Green and Blue colors [5–7].

Figure 1.
Fields in image-based research. Source: [1].

Figure 2.
Hair Inpainting in dermoscopic images.

Figure 3.
Static sign recognition. Source: [3].

98

Information Extraction and Object Tracking in Digital Video



Transform the color space brings other image description to simplify the processing or
improve visualization.

In matrix representation, the color transformation has the following form,

I ¼ TS ∙ pþ k (1)

where I is the color space with N components, TS is the N � 3 transformation
matrix, p is the RGB vector representation of the pixel, and k is a constant vector. This
representation allows a generalized transformation for N Channels with N transfor-
mation equations.

Suppose the RGB to YUV color space transformation [5],

Y ¼ 0:299Rþ 0:587Gþ 0:114B
U ¼ 0:492 B� Yð Þ
V ¼ 0:877 R� Yð Þ (2)

Substituting and expanding Eq. (2),

Y ¼ 0:299Rþ 0:587Gþ 0:114B
U ¼ �0:147R� 0:289Gþ 0:436B

V ¼ 0:615R� 0:515G� 0:100B (3)

For this case, k is a zeros vector. This allows represent RGB to YUV as matrices
with Eq. (4)

Y
U
V

0
B@

1
CA ¼

0:299 0:587 0:114

�0:147 �0:289 0:436

0:615 �0:515 �0:100

0
B@

1
CA

R
G
B

0
B@

1
CA (4)

Figure 4.
Numerical analysis for non-destructive electromagnetic test. Source: [4].
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Because color transformations do not consider neighborhood pixels, these are
known as point-to-point operations. The color spaces are described for break up color
and lighting. Moreover, there are other methods to transform color spaces and sim-
plify feature extraction in images, introducing the color index concept.

A color index can take the color space information and generates a new channel,
this improves the feature visualization according to the requirements. For plant
images, Yuan et al. estimates the Nitrogen content in rice from plant in the digital
image [8]. Authors get a measure called GMR, see a representation in Figure 5,
subtracting the red channel from green channel responses respectively. After, they
apply a fixed threshold for the plant segmentation.

The Color Index Vegetation Extraction (CIVE) is used to break up plants and soil.
This allows a grow evaluation in the crops. Furthermore, the CIVE shows good
response in outdoor environments [9, 10]. If the color is processed in the GMR and
CIVE, the color transformation is defined as,

GMR
CIVE

� �
¼ �1 1 0

0:441 �0:811 0:385

� � R
G
B

0
B@

1
CAþ 0

18:78745

� �
(5)

Similarity Measure. Minkowski distance is a generalized way to similarity mea-
sure [11–14] defined as,

dn X,Yð Þ ¼
Xn
i¼1

xi � yi
�� ��� �n

 !1=n

(6)

where X ¼ x1, x2,⋯, xnf g,Y ¼ y1, y2,⋯, yn
� �

∈Rn are data points which the algo-
rithm seeks minimum distance. If n ¼ 2 then Euclidean distance is measured.
Substituting in Eq. (6) the following expression is obtained,

d2 X,Yð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X � Yð Þ⊺ X � Yð Þ

q
(7)

Other way to measure similarity is by Mahalanobis distance [11, 15], this is calcu-
lated by Eq. (8),

dM x, yð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X � Yð Þ⊺Σ�1 X � Yð Þ

q
(8)

where Σ is the covariance matrix.

Figure 5.
Colored GMR response of a leaf in an image acquired with polarized light.
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Σ ¼

σ211 σ212 ⋯ σ21n

σ221 σ222 ⋯ σ22n

⋮ ⋮ ⋱ ⋮

σn1 σ2n2 ⋯ σ2nn

2
666664

3
777775

(9)

If Σ ¼ I then Eq. (8) brings the Euclidean distance. Thus, a Weighted Euclidean
distance can be calculated as

dΩ x, yð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X � Yð Þ⊺Ω�1 X � Yð Þ

q
(10)

where Ω is a n� n weight matrix. If each component is independent form others,
then is possible define a weight matrix W ¼ ΣI:

W ¼

σ211 0 ⋯ 0

0 σ222 ⋯ 0

⋮ ⋮ ⋱ ⋮
0 0 ⋯ σ2nn

2
6664

3
7775 (11)

With the analysis above, there are 3 cases for the weight matrix:

1.Ω ¼ Σ: Mahalanobis distance is calculated

2.Ω ¼ I: Euclidean distance is calculated

3.Ω ¼ W : Weighted Euclidean distance is calculated.

Find features that describe the object of interest is required to calculate the simi-
larity for each pixel in the image. The distance measure brings the similarity between
the pixel and plants, background, fruit and more.

Thresholding. Thresholding is based on a simple rule to cluster data in groups k0
and k1 from a threshold T. The groups have not a meaning in their clustering.
Moreover, it is possible use this rule as supervised method (classification) [16–19].
The rule R to identify a data point is described below.

R ¼ k0, ε<T
k1, otherwise

�
(12)

where ε is a measure according to analysis.
For digital images, an example for pixel identification is shown in Figure 6. From

this figure, T is selected with the mean of the data and the pixels are assigned to a
group according to it.

There are two challenges using this rule: which parameters define ε and what
conditions bring T. According to the analysis, ε could be an independent component.
This means that the rule can use only one-color feature. Furthermore, there is a
possibility to make a feature composition, improving results. In other perspective, T
can be defined by a measure that describes data features for ε and allow an acceptable
division between groups.
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In state-of-art methods for threshold calculation, the Otsu method is reached [20].
This method brings thresholds that have the better separability over the data. Some
indexes and separability obtained are shown in Figure 7.

In order to measure the quality in the data isolation, the information gain is used.
The information gain, good for decision tree generation, is a data homogeneity
indicator [21–23]. This allows a class probability measure for a dataset distribution,
indicating that all classes have the same probability when entropy is equal to one.

Information gain is calculated by Eq. (13)

G XjTnð Þ ¼ H Xð Þ �
X
v∈T

XjTvj j
Xj j ∙H XjTvð Þ (13)

where v is each possible value in the random variable for the analyzed color index
Tn, X∣Tv is the sub generated dataset for Tn, ∙j j is the dataset cardinality and H Xð Þ is
dataset entropy.

For threshold case,

G XjTnð Þ ¼ H Xð Þ � XjT <j j
Xj j ∙H XjT <ð Þ þ XjT ≥j j

Xj j ∙H XjT ≥ð Þ
� �

(14)

Figure 7.
CVPPP color index pixel generated dataset break up. a) B Channel from RGB space: There is no way to separate
data; b) S Channel from HSV space: There is a medium separability; c) a channel from lab space: There is an
acceptable break up. Green: Plant, red: Background, histogram: 64 levels.

Figure 6.
Detected ROI by mean thresholding. a) Original image (Green Channel). b) Histogram (blue) and mean value
(red). c) Grouped pixels.
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Entropy is a random variable uncertainty measure. This is the most utilized infor-
mation measure in this kind of processes [24–26]. In a normalized way, the Shannon
entropy is calculated as follows

H Xð Þ ¼ �
XC

k¼1

Pk ∙ log C Pkð Þ (15)

where C is the available classes in the dataset and Pk is the corresponding
probability for each class.

Considering M pixels and each class has M=C elements, Eq. (15) changes to,

H Xð Þ ¼ �
XC

k¼1

1
C

∙ log C
1
C

� �
(16)

For the binary case, C is replaced by 2, then

H Xð Þ ¼ �
X2

k¼1

1
2
∙ log 2

1
2

� �
¼ 1 (17)

If H Xð Þ ¼ 1,C> 1 then all classes have the same probability. This means that the
dataset distribution for feature selection is uniform.

If the conditional entropy H XjT <ð Þ ¼ H XjT ≥ð Þ ¼ 0 then each sub dataset has
elements that belongs to only one class k, this is a total separability indicator.

2. Methodology

A proposed method consists in two main sections: Feature selection and classifica-
tion. Feature selection takes the better features that break up those pixels in fore-
ground and background. Classification utilizes a similarity measure to compare pixels
and plant description to assign a specific class. Both processes are described below.

To select features that belong to plants in the best way, the method requires a
similarity measure. This measure allows to compare and identify which can provide an
acceptable separation between data. Considering a dataset with the same quantity
samples of each class, the dataset has the form described in Figure 8.

The feature in is considered as continuous random variable. In order to simplify
and use simple tools in the classification model generation, the random variable is
discretized to a binary variable. Thus, the dataset is presented in Figure 9.

For data classification, the minimum distance is wanted between the pixel and the
object of interest. This analysis requires those features that describes the object to be
compared with those features that describes the pixel. For plant image processing,
some features are the color indexes as NCIVE, MNGRDI, GMR, etc. The feature
selection is dependent to those maximizes data separation.

When the features are defined, independent statistical features are calculated. This
information allows an orientation correction and distance threshold magnitude com-
putation. According to this analysis, all components are considered independent from
others, thus, the distance measure takes the third scenario. This weights those features
that have more variability and brings an eccentricity adjust. An orientation correction
should be applied to data because Euclidean distance is rotation variant.
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For threshold calculation the standard deviations σ11, σ22,⋯σnn ∈Rn are considered
as a component vector. The magnitude is calculated with the Weighted Euclidean
Distance and is assigned to the threshold. The standard deviation is considered
because variance cannot be expressed in the same plane. This thought is expressed as
follows,

Th ¼ dΩ 0, σð Þ∣Ω ¼ W (18)

Before calculating distances, an orientation correction is needed with the angle
described by the data. Finally, the thresholding defines if a pixel is plant or not with
the following rule

Plant r,cð Þ ¼
True dW p r,cð Þ,R

� �
<Th

False otherwise

(
(19)

where Plant r,cð Þ is the classification as plant for pixel p r,cð Þ and R is the feature
vector defined by data in plant class. As result, the classification model with this
method is shown in Figure 10.

Figure 9.
Discretized variable dataset representation. Where Tn is a threshold overcome indicator.

Figure 8.
Pixel dataset representation. Where i es the feature vector that describes the object under study. The dataset contains
N features, and Class describes what is the meaning of the feature vector, in this case, foreground or background.
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3. Results

In the following processes the MATLAB 2020b was used in a Laptop with Xeon
E3-1505 M processor with32GB RAM. In addition, only the matrix operations were
used for data processing and data image representation.

According to the study in [27], the optimal color index for data break up is the L
and a channels in the Lab color space. Moreover, some experiments are done
according the dataset variability from the CVPPP dataset [28], which is the test
dataset. In one hand, comparing both results is observable that a channel matches with
[27] as best index to isolate the plant pixels. In the other hand, there are other indexes
that provide an acceptable separability, NCIVE and MNGRDI, shown in Tables 1 and
2. In a comparative way, the Otsu method thresholding has a separability less than the
supervised entropy.

i Threshold Information Gain

a 0.3843 0.8421

NCIVE 0.4196 0.8036

MNGRDI 0.5294 0.7537

G 0.3882 0.6913

b 0.6705 0.6729

L 0.3843 0.6601

V 0.4078 0.6387

S 0.5294 0.6014

R 0.3137 0.4325

H 0.5098 0.1597

B 0.247 0.0074

Table 1.
Indexes gain information. Otsu method.

Figure 10.
Pixel classification map. a) Data classification with decision boundary in Th; b) normalized classification map
with decision boundary in [Th, 2Th, 3Th]. Green: Plant, red: Background, black: Boundary decision. Th:
Computed threshold.
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Other observation is the similarity in the order of separability quality. Moreover,
the supervised entropy knows the data meaning, consequently, the quality measure is
better in most of the cases.

In Figure 11 some examples of the index threshold data separability are shown.
From here, is observed twice best cases, with an acceptable separability, and twice
worst cases, with no apparent separability way.

Finally, Classification map for plant description pixels based on a-NCIVE indexes
is shown in the Figure 12.

According to this model, the pixels can be classified as plant or not. Some visual
results are shown in the Figure 13.

i Threshold Information Gain

a 0.3968 0.8471

NCIVE 0.4444 0.8428

MNGRDI 0.5238 0.7467

G 0.3174 0.7265

V 0.4078 0.6894

b 0.6507 0.6786

L 0.3333 0.6601

S 0.492 0.6055

R 0.2857 0.4489

H 0.1904 0.3629

B 0.063 0.0748

Table 2.
Indexes gain information. Supervised entropy.

Figure 11.
Thresholds and information gains for some color indexes. Left: Supervised entropy method, right: Otsu method.
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4. Conclusions

The thresholding methods are effective when the problem data is defined and the
superposition between groups is minimum. Furthermore, they are simple methods
that provide acceptable results in the segmentation problem. The combination of
methods is possible to rise the quality in the models.

The entropy, in a supervised way, can improve the data separability. Because Otsu
methods minimizes the variance between groups, the quality in the results using
supervised entropy is improved in consequence of consider data meaning. The
supervised methods know the expected response, breaking up data in corresponding
classes. Otsu only allow clustering data that have not a well-defined meaning yet.

The distance measures refer to reach a similarity in the compared data. It only
needs a reference description of the studied object. In this case, all pixels are defined

Figure 12.
Classification map for plant pixel segmentation. Th: Computed threshold.

Figure 13.
Visual results in plant image segmentation for CVPPP dataset.
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as plant, in a statistical way, a reference with the new pixels going to compared and
classified. Thus, the segmentation is possible on those pixels that belong to plant and
discard those are not.

From Tables 1 and 2, the best indexes have the same order in both results.
Furthermore, the calculated threshold improves the data separability for the super-
vised entropy case. This allows development of classification maps like in Figure 12 to
consider those indexes that achieve the best pixels break up. Figure 11 shown some
separation scenarios where pixels that are plant (Green distribution) and are not (Red
distribution). Finally, the classification map, shown in Figure 12, illustrates the best
classifier obtained with the method to select pixels that belong to plant class.
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Chapter 6

A Study on Traditional and CNN
Based Computer Vision Sensors for
Detection and Recognition of Road
Signs with Realization for ADAS
Vinay M. Shivanna, Kuan-Chou Chen, Bo-Xun Wu
and Jiun-In Guo

Abstract

The aim of this chapter is to provide an overview of how road signs can be detected
and recognized to aid the ADAS applications and thus enhance the safety employing
digital image processing and neural network based methods. The chapter also pro-
vides a comparison of these methods.

Keywords: Advanced Driver Assistance System (ADAS), digit recognition,
digital image processing, neural networks, shape detection, road signs detection, road
signs recognition

1. Introduction

Increasing population elevated the demand for personal vehicles and hence
evolved the advancements in the vehicular designs, engine designs, and integration of
embedded electronics making the personal vehicles one of the most integrated tech-
nologies of the everyday life [1, 2]. With personal vehicles becoming ubiquitous in
everyday life, there has been a rise in the associated risks. As per the data from the
U.S. Census Bureau, 10.8 million vehicular accidents have been recorded in the year
2009 compared to 11.5 million accidents in the year 1990 [3] marking the reduction in
accidents by 6%.

With the evolution of progressive intelligence systems popularly referred as
Advanced Driver Assistance System (ADAS) comprising of lane departure warning
systems, forward collision warning system, road signs (speed limit and speed regula-
tory) detection and recognition system, driver drowsiness and behavioral detection and
alert systems, and also adoption of passive safety measures such as airbags, antilock
brakes, tire pressure monitoring systems or deflation detection systems, automated
parking systems, infrared night vision, pre-crash safety system and so on have not only
increased the driver safety but also resulted in the reduction of associated risks as these
technologies continuously monitor the driver as well as their and vehicular environment
and provides timely information and warnings to the driver.
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The detection and recognition of road signs is an important technology for the
ADAS. Road signs are a guide to the drivers about the directions on the road,
conditions of the road and serve as an essential warning under certain special road
conditions. Thus, they enhance the road safety by providing the vital information.
However, there might be the cases where a driver is distracted, is under stress of life,
work or traffic, suffering lack of concentration or overwhelmed leading to overlook
the road signs. Therefore, a system to monitor the road ahead of the vehicle, recog-
nizing road signs and alerting about the vital conditions of the road would be an
excellent assistance to the drivers. Pointedly, the road signs detection and recognition,
which is the topic presented in this chapter cautions driver about the various road
signs in a particular stretch of highways/roads enabling the drivers to drive within
those limits, taking care of the road conditions and preventing from any over-
speeding dangers.

The branch of computer science engineering that enables the machines which is
the ADAS system in this case, to see, identify, interpret, and respond to the digital
images and videos is termed as Computer Vision, abbreviated as CV. Until the boom of
machine learning1 techniques, CV was largely depended on traditional digital image
processing (DIP)2 methods, which are now mostly predicated on artificial neural
networks (CNN)3. The impossible task for facilitating machines to respond to
visions is achieved with the help of CV and it is intertwined with artificial
intelligence4.

The field of CV comprises of all tasks similar to biological vision systems such
as seeing, i.e., visual senses, perceiving what is seen, draw detailed information in a
pattern in which it can be used for further processes ultimately providing appropriate
responses. In short, it is a modus operandi to instill humankind tendencies to a
computer. CV finds its applications in the field of multiple disciplines aiding in
simulating and automating the functions biological vision system employing
sensors, computers, and various embedded platforms in assistance with numerous
algorithms.

The applications of CV are enormous and broader. Of those numerous applica-
tions, using CV for detection and recognition of road signs to aid the Advanced Driver
Assistance Systems (ADAS) is pivotal. This chapter focuses on road signs, also termed
as traffic signs, detection and recognition using the key CV techniques.

The novelty of this chapter includes: (i) the proposed CV based method detects
and recognizes the speed limit and speed regulatory signs without any templates as the
templates are part of the code and not the images. (ii) the proposed CSPJacinto-SSD
network enhances detection accuracy while reducing the model parameters and com-
plexity compared to the original Jacinto-SSD.

1 Machine learning (ML) is a branch of artificial intelligence (AI) and computer science, which focuses on

the use of data and algorithms to imitate the way that humans learn, gradually improving its accuracy [4].
2 Digital Image Processing (DIP) refers to the use of computer algorithms to perform image processing on

digital or digitized images, leading to the extraction of attributes from the processed images and to the

recognition and mapping of individual objects, features or patterns [5].
3 An Artificial Neural Network (ANN) is a series of algorithms that endeavors to recognize underlying

relationships in a set of data through a process that mimics the way the human brain operates [6].
4 Artificial intelligence (AI) refers to the simulation of human intelligence in machines that are

programmed to think like humans and mimic their actions. The term may also be applied to any machine

that exhibits traits associated with a human mind such as learning and problem-solving [7].
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2. Computer vision in ADAS applications

Computer Vision (CV) is one of the crucial technologies in building the smart and
advanced vehicles with autonomous driving capabilities termed as Advanced Driving
Assisting System (ADAS). One of the key arena of active research of the ADAS is the road
signs detection and recognition, which is a challenging task. A number of issues such as
the type of camcorder, the speed of a car, noises in the image depending on speed and
direction, type and intensity of light and weather conditions and sometimes the back-
ground and other objects that are similar to the signs makes it monotonous to detect and
recognize the road signs. Additionally, road signs may also be damaged, faded out, tilted
and partially submerged by other objects such as building signboards, trees, leading to
confusion in the automated system. The process of detecting the road signs of all types is
carried out using the images/videos candidates comprising of targeted road signs in case of
both DIPmethods and CNNmethods. The road signs can be obtained from various
datasets such asGermanTraffic SignsDataset (GTSDB) [8], Tsinghua-Tencent 100K [9],
ImageNet dataset [10], Pascal VOC [11] to name a few.Most of these vastly used datasets
may not have all the road signs in sufficient numbers captured under different lighting
and weather conditions. This leads to researches to build their own datasets or rely on
mechanical simulations such as CarSim [12] to build the lacking traffic signs.

This chapter discusses a low-complexity DIP algorithm and CNN based method
along with the existing researches, product embodiments of these technologies
followed by the algorithm design, hardware implementation and performance results
of road signs detection and recognition.

2.1 Road signs detection and recognition

The process of locating the road signs from a moving vehicle followed by
recognizing the exact type of road signs can be termed as ‘road signs detection and
recognition.’ Although there are various approaches and different algorithms, some
patterns may appear similar to that of an existing body of work as in Figure 1 that
shows the basic steps employed in road signs detection and recognition flow. The
process is generally divided into three parts namely, road signs detection to locate the
potential candidates of road signs followed by the verification of the detected road
signs’ candidates from the previous stages. Finally, the recognition of traffic signs to
formulate the actual information from the detected and verified signs. This task of
detecting followed by recognizing road signs to aid ADAS can be achieved through
both DIP and CNN based methods.

Torresen et al. [13] presents a red-colored circular speed limit signs detectionmethod
to detect and recognize the speed limit signs of Norway.Moutarde et al. [14] presents a
robust visual speed limit signs detection and recognition system for American and Euro-
pean speed limit signs. Keller et al. [15] presents a rectangular speed limit signs detection
scheme aimed at detecting and recognizing the speed limit signs in United States of
America (U.S.A.). A different approach is used by Liu et al. [16] wherein the de-noising
method based on the histogram of oriented gradients (HOG) is applied to Fast Radial
Symmetric Transform approach to detect the circular speed-limit signs. Zumra et al. [17]
and Vavilin et al. [18] both uses color segmentation followed by other digital processing
methods. Lipo et al. [19] presents themethod that fusions camera and LIDAR data
followed by theHOG and linear SVM to classify the traffic signs.

Sebastian et al. [20] presents the evaluation of the traffic signs detection in the
real-world environments. The traffic signs are detected using the Viola-Jones detector
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based on the Haar features and Histogram of Orientated Gradients (HOG) relied on
linear classifiers. Model-based Hough-like voting methods are tested on the standard-
The GTSDB. It also discusses different methods proposed by the Ming et al. [21] that
uses two different, supervised modules for detection and recognition, respectively.
Markus et al. [22] uses modern variants of HOG features for detection and sparse
representations for classification and Gangyi et al. [23] presents the method that uses
the HOG and a coarse-to-fine sliding window scheme for the detection and recogni-
tion of traffic signs, respectively.

Supreeth et al. [24] presents color and shape based detection scheme aimed at
detection of red color traffic signs that are recognized using the auto associative neural
networks. Nadra Ben et al. [25] presents a traffic sign detection and recognition
scheme aimed at recognition and tracking of the prohibitory signs. Then Feature
vector extraction along with the Support vector mechanism (SVM) is used to recog-
nize the traffic signs and the recognized traffic signs are tracked by the optical-flow
based method of Lucas-Kanade tracker [26]. Y. Chang et al. [27] adopted the modified
radial symmetric transform to detect the rectangular patterns and then Haar-like
feature based AdaBoost detector to reject the false positives. Abdelhamid Mammeri
et al. [28] proposed an algorithm for the North American Speed limit signs detection
and recognition. There are plenty of state-of-the-art researches based on different
models of CNN [29–32] to detect and recognize the traffic signs including some
hybrid approaches [33, 34].

Figure 1.
Basic steps of road signs detection and recognition.
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2.1.1 Traditional digital image processing methods to detect and recognize road signs

The method employed to achieve certain operation on images with the aim of
getting an enhanced image or extracting useful, interpretable information is termed as
Image processing. It is similar to signal processing with the contraction that here input
is an image and output is either an image or features affiliated with that image. In
recent decades, image processing is among rapidly growing technologies. It forms
the foundation for the computer vision and one of the core research area within
engineering and computer science disciplines.

Fundamentally, image processing comprises of three steps namely, (i) Use of
image acquisition tools to capture/import the images; (ii) Analyses and manipulation
of the image; and, (iii) Output in which result can be altered image or report that is
based on image analysis.

The methods used for image processing can be broadly classified in two,
namely, analogue and digital image processing. Analogue image processing
(AIP) refers to use of printouts and photographs to analyze via the basic
interpretation employing visual techniques. On the other hand, digital image
processing (DIP) techniques, as per the name, comprises of techniques that manipu-
late images digitally using computers. Pre-processing, enhancement, information
extraction, and display are the basic, customary processes for all the data to undergo
in DIP.

The process of detection and recognition of speed limit road signs [35] can be
broadly classified into three stages namely, (i) speed limit signs detection, (ii) digit
segmentation, (iii) digit recognition and that of detection and recognition of speed
regulatory road signs [36] also into three stages such as, (i) speed regulatory signs
detection, (ii) feature extraction, (iii) feature matching. Figure 2 depicts the
proposed algorithm used in detection and recognition of the road signs. The following
sections discuss each step of the algorithm and the corresponding implementation
specifications of the respective stages.

A.Shape Detection

The process of detecting regular and irregular polygon shapes is termed as Shape
detection. Shape detection in this chapter refers to detecting the road signs which
processes the entire frame and then focuses on selecting the potential candidates of
size 32x32, 64x64 and so on comprising the common shapes, either a circle or a
rectangle of the speed limit sign or a triangular signs of the speed-regulated signs
using radial symmetric transform method.

The concept of radial symmetric transform [37, 38] uses the axes of radial sym-
metry. The normal polygenes of n-sides possess several axes of symmetry and the
radial symmetric transform works based on these symmetric axes.

The voting process is based on the gradient of each pixel [39]. The direction of
gradient generates a vote. The vote generated from each pixel follows the symmetric
axes resulting in the highest votes at the center of the respective symmetric axes.
Figure 3 shows the radial symmetry for common polygenes.

Fundamentally, the Sobel operator [40] is applied to calculate the gradient of each
pixel using a Sobel mask. Sobel operator generates the gradient of the intensities in the
vector forms with the horizontal gradient denoted byGx and vertical gradient denoted
by Gy by convolving corresponding Sobel masks defining the direction of the gradi-
ents for each pixel. Besides, in order to eliminate the noises of small magnitudes, the
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threshold for the absolute values Gabs is set for horizontal and vertical gradient given
by Eq. (1)

Gabs ¼ ∣Gx∣þ ∣Gy∣ (1)

Figure 3.
Radial symmetry of common polygenes.

Figure 2.
Flow chart of the proposed algorithm used to detect speed limit and speed regulatory signs.
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Once the horizontal gradient Gx and the vertical gradient Gy is obtained and the noise
is eliminated, the radial symmetric transform can be processed based on the calculated
gradients. Figure 4 shows the results of the horizontal and vertical gradients.

i. Rectangular Radial Symmetric Transform

The voting process in the rectangular radial symmetric transform phase is based on
the gradient generated from the Sobel operator [13, 27]. Each selected pixel with its
absolute magnitude Gabs greater than a small threshold is denoted as p, and the
gradient vector is denoted as g(p). The direction of g(p) can be formulated with the
horizontal gradient Gx and the vertical gradient Gy into an angle using Eq. (2).

g pð Þ ¼ tan �1 Gy

Gx
(2)

For each considered pixel p, the votes along with the known widthW and height H
are divided into two categories- horizontal vote and the vertical vote. The direction of
gradient g(p) for each pixel is adopted to implement these two categories. The mag-
nitude ranges and the ratio between Gx and Gy is used to verify the horizontal and the
vertical votes with respect to the higher threshold and lower threshold values.

a. If Gx > higher threshold and Gy < lower threshold, vote is regarded as
horizontal gradients.

b. If Gx < lower threshold and Gy > higher threshold, vote is regarded as vertical
gradients.

Here, the values of higher threshold and lower threshold are experimentally chosen
based on the size of the Sobel mask. In the case of 3x3 Sobel mask, the higher threshold
is set in the range of 45–55, and the lower threshold is between 15 and 25. In case of the
nighttime scenarios, both the thresholds are lowered to half of their original values and
constrains are set for the ratio of horizontal and vertical gradients.

Each pixel contributes a positive vote and a negative vote. A voting line is then
generated by each pixel with both positive and negative votes. The positive votes
indicate the probable center of the speed limit sign while the negative votes indicate

Figure 4.
The results of the horizontal and vertical gradients.
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the non-existence of speed limit signs. The positive horizontal votes Vhorizontal+ and
negative horizontal vote Vhorizontal- votes are formulated as in Eqs. (3) and (4).
Lhorizontal (p, m) describes a line of pixels ahead and behind each pixel p at a distance
W given by Eq. (5).

Vhorizontalþ Lhorizontal p,mð Þjm ϵ �W
2
,
W
2

� �� �
(3)

Vhorrizontal�

Lhorrizontal p,mð Þ∣m ϵ �W,�W
2

� �

∪
W
2
,W

� �

8>>><
>>>:

9>>>=
>>>;

(4)

Lhorrizontal p,mð Þround m ∗ g pð Þ þW ∗ g pð Þð Þ (5)

where g(p) is a unit vector perpendicular to g(p). Figure 5(a) represents the
process of horizontal voting. Similarly, the positive and negative vertical votes are
formulated as in the Eqs. (6) and (7). Lvertical (p, m) describes a line of pixels ahead
and behind each pixel p at a distanceW given by Eq. (8), and as shown in Figure 5(b)
where g(p) is a unit vector perpendicular to g(p).

Vvertical Lvertical p,mð Þjmϵ �H
2
,
H
2

� �� �
(6)

Vvertical Lvertical p,mð Þjmϵ �H,�H
2

� �
∪

H
2
,H

� �� �
(7)

Lvertical p,mð Þ ¼ pþ round m ∗ g pð Þ þW ∗ g pð Þð Þ (8)

After this voting process, the centers of the sign candidates will receive higher
votes. The voting image is initially initialized to zero, and then it goes on accumulating
both the positive and the negative votes. Figure 6 shows the result for rectangular
signs after the voting process.

Figure 5.
(a) The voting line corresponding to the horizontal voting. (b) the voting line corresponding to the vertical voting.

120

Information Extraction and Object Tracking in Digital Video



ii. Circular Radial Symmetric Transform

The detection of circular speed limit signs using radial symmetric transformmethod is
similar to that of the detection of the rectangular signs with a difference that the circular
radial symmetric transform need not to be divided into two parts as horizontal votes and
vertical votes. It is entirely based on the direction of gradient for each pixel g(p) and each
considered pixel contributes only positive votesV+ as in Eq. (9).

Vþ ¼ pþ round R ∗ g pð Þð Þ (9)

Figure 7(a) illustrates the voting process for the circular sign detection and
Figure 7(b) shows the result for circular signs after the voting process.

iii. Triangular Radial Symmetric Transform

The voting process of the triangular shape detection is also based on the gradient of
each pixel [39]. The vote generated from each pixel follows the rule of the proposed
triangle detection algorithm shown in Figure 8. It comprises of: (i) Sobel operator is
applied to calculate gradient for each pixel. Consequently, we calculate the horizontal
and vertical gradients by convolving the corresponding Sobel masks. Each selected
pixel is represented with its absolute magnitude, and the gradient vector is denoted as
g(p). The direction of g(p) can be formulated with the horizontal gradient Gx and the
vertical gradient Gy into an angle as shown in Eq. (10). Only 180 degrees of gradient is
used in this algorithm followed by the morphological erosion to eliminate noises.

Figure 6.
The result after the horizontal voting process.

Figure 7.
(a) The vote center corresponding to (9); (b) the result of the circular voting result.
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Morphological erosion is applied to eliminate the noise. For a pixel p x, y, f x, yð Þð Þ and a
structure element b i, jð Þ, the formula of erosion is as in Eq. (11).

g pð Þ ¼ tan �1 Gy

Gx
(10)

f⊖bð Þ x, yð Þ ¼ e x, yð Þ ¼ min
i, jð Þ

f xþ i, yþ jð Þ � b i, jð Þð Þ (11)

Then the proposed algorithm exploits the nature of triangle for the detection as in
Figure 9(a). We look for the points having a gradient of 30 degree, defined as point
A. Once the point A is obtained, we search for the points that have a gradient of 150
degrees on the same row as that of point A, defined as point B. The last step is to find
the points C and D with 90 degrees gradient on the same column with points A and B,
respectively. Once all these points are determined, a vote is placed to the point G at
the centroid of the triangle as in Figure 9(b).

In order to vote for the center point, the width of the detected position and the size
of the target triangle is required to be calculated. The formulas shown in Eqs. (12) and
(13), where Centerx is the x-coordinate of G, Centery is the y-coordinate of G, H is the
height of the small triangle, and D is the size of the target triangle, as shown in
Figure 9(b).

Centerx ¼ Ax þ Bx

2
;H ¼ Bx � Axð Þ ∗

ffiffiffi
3

p

2
(12)

Centery ¼
Ay þD ∗

ffiffiffi
3

p

3
�H,H<D ∗

ffiffiffi
3

p

3

Ay þH �D ∗
ffiffiffi
3

p

3
,H>D ∗

ffiffiffi
3

p

3

8>>>><
>>>>:

(13)

Then the width of the detected position is needed for calculating the detected
points A and B. Thus, it is easy to build a look up table to reduce the computation cost

Figure 8.
(a) Illustration of triangle detection algorithm; (b) illustration of voting for the center.
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of the voting process. The pixels with higher votes are judged to be in and near the
center of the triangular road sign candidates. In order to reduce the computation cost,
candidates that are close to each other will be merged into one candidate. The new
coordinates of the candidate is the weighted arithmetic mean calculated using the
coordinates of the merged candidates weighted by their vote thereby reducing the
different candidates representing the same triangle.

B. Sign Candidates Extraction

After detecting the shape, the potential candidates of the road signs are extracted.
A buffer is created to save all the potential sign candidates according to the following
steps:

a. Initially, all the vote values in the buffer are set to zero.

b. For each vote in the input image, if the vote is greater than an experimentally
set threshold, the pixel is considered. The considered vote is arranged into the

Figure 9.
The steps in detail of the sign candidate extraction (a) initialization of elements in the buffer to zero. (b), (c) insert
the sign candidates based on the vote value. (d) if the current sign candidates own the greater vote value than any
element in the buffer, firstly shift the element and the other elements in the wake of the right for the one-element and
abandon the last element, and update the value to the element. (e), (f) post several iterations, the buffer is full of
the sign candidates, and merge the cluster, only leaving the element with the greatest vote value. (g) the elements in
red are merged.
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buffer based on its vote value, ensuring the buffer is in a decreasing order.
Every time this buffer is sorted in a decreasing order to ensure that, the pixels
with greater values are in a prior order.

The values thus generated by the votes of the sign candidates result in a cluster of
candidates in a small region. To overcome this challenge, the distance and search is
defined from the prior order in the buffer by setting a small distance threshold to
merge the cluster of sign candidates using non-maximum suppression as per Eq. (14).
where x and y are the coordinates of the current considered sign candidates, and xi and
yi are the sign candidates of the threshold candidates. Figure 9 illustrates the details of
the sign candidates’ extraction along with the results of merging the cluster of sign
candidates and the results of merging the clusters of the sign candidates.

Distance ¼ ∣x–xi ∣þ ∣y� yi ∣ (14)

C.Achromatic Decomposition

The key feature of the rectangular speed limit road signs in USA is that all the
common speed limit signs are in gray-scale as in Figure 10(a-d). There also exits
advisory speed limit signs on the freeway exits as in Figure 10(e-f). In order to detect
the actual speed limit signs as in Figure 11, the achromatic gray scale color of the signs

Figure 11.
The schematic of the RGB model and the angle α.

Figure 10.
(a-d) the rectangular speed limits road signs in USA. (e-f) the advisory speed signs on freeway exits.
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is extracted by the achromatic decomposition whereas the non-gray scale advisory
speed signs are ignored from the further consideration.

The vector of gray scale is along (1,1,1) in RGB color space and the inner product is
between (1,1,1) and the each considered pixel checks an angle α between these two vectors
to apply the decomposition in RGB domain [41] as illustrated in Figure 10(a-d).

Each of the considered pixel is in the vector form of (r, g, b). The cosine function
of α, which is equal to the inner product [26] is shown in Eq. (15).

Cosα ¼ 1, 1, 1ð Þ � r, g, bð Þ ¼ rþ g þ b
ffiffiffi
3

p �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 þ g2 þ b2

q (15)

For the implementation in our proposed, a mere value of cos2 is considered. If the
value is near to one, α is near to zero, which implies the considered pixel is in gray-
scale and is taken in account for the further steps. Figure 12 shows the results of the
achromatic decomposition where the speed warning signs of non-gray scale found on
the freeway exits are not acknowledged.

D.Binarization

In the proposed system, the Otsu threshold method is used for the daylight
binarization while the adaptive threshold method during the nighttime. Figure 13
illustrates these proposed steps.

To differentiate between daylight and the night-light, the ROI is set to the cent er
part of the frame choosing the width ROIw and height ROIh as in Eqs. (16) and (17)
where the sky often lies. The noise with extremely high and low pixel values are
filtered out and then in the remaining 75% of the pixels, the average of pixel values is
calculated to judge if it is a day-light or a night condition. Figure 14 shows the
schematic of the day and nighttime judgment.

ROIh ¼ Height of the frame
6

(16)

ROI ¼ 2
3
Width of the frame;Excluding

Width of the frame
6

on either ends (17)

The Otsu method [42] can automatically decide the best threshold to binarize well
in daytime, but at night, the chosen threshold causes the breakage of the sign digit.

Figure 12.
The results of the achromatic decomposition.
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In Otsu method, the best threshold that can divide the content into two groups and
minimize the sum of variances in each group is found by an iterative process.
Figure 15 shows the schematic steps of Otsu method. On the other hand, the adaptive
threshold is more sensitive. It divides the signs into several sub-blocks, mean of each
block is calculated, and then the threshold for respective sub-blocks is computed
based on the means in each sub-block. The corresponding results of the adaptive
threshold is as shown in Figure 16.

Therefore, we chose Otsu threshold to automatically select the best-fit threshold in
automatically daytime and adaptive threshold at night to handle the low contrast
environment.

Figure 13.
The proposed steps of binarization.

Figure 14.
The schematic of the day and night judgment.
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For acceleration, this paper adopts the integral image [36] in which each pixel is
compared to an average of the surrounding pixels. An approximate moving average of
the last s-pixels seen is specifically calculated while traversing the image. If the value
of the current pixel is lower than the average then it is set to black, otherwise it is set
to white. In the proposed algorithm, it is considered to be stored at each location, I(x,
y), the sum of all f(x, y) terms to the left and above the pixel (x, y). This is accom-
plished in linear time using Eq. (18) for each pixel. Once the integral image is first
calculated, the sum of the function for any rectangle with the upper left corner (x1,
y1), and lower right corner (x2, y2) can be computed in constant time using Eq. (19).
The schematic of Eq. (13) can be illustrated with Figure 17 and Eq. (19) can be
modified into Eq. (20). Finally, the mean of each sub-block can be calculated and then

Figure 15.
The schematic steps of Otsu method.

Figure 16.
Different thresholding results.

Figure 17.
The schematic figure of Eq. (18).
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each pixel in the sub-block which in terms of A(x, y) can be binarized with Eq. (21)
where ∝ is a scalar based on the contrast under different conditions.

I x, yð Þ ¼ f x, yð Þ þ I x� 1ð Þ, yð Þ þ I x, y� 1ð Þð Þ � I x� 1ð Þ, y� 1ð Þð Þ (18)

Xx2
x¼x1

Xy2
y¼y1

f x, yð Þ ¼ I x2, y2
� �� I x2, y1 � 1

� �� I x1 � 1, y2
� �þ I x1 � 1, y1 � 1

� �
(19)

D ¼ Aþ Bþ Cþ Dð Þ– Aþ Bð Þ– Aþ Cð Þ þ A (20)

A x, yð Þ ¼ 255, if I x, yð Þ>Tavg � ∝
0, otherwise

�
(21)

E. Connected Component Labelling (CCL)

Connected component labelling (CCL) labels the object inside the sign candidates
with the height, width, area and coordinate information. The CCL algorithm [28] is
divided into two processing passes namely first pass and the second pass. Two differ-
ent actions are taken in these passes if the pixel iterated is not the background.

The steps of connected component labeling are illustrated in Figure 18. In this
case, the equivalent labels are (1, 2), (3, 7) and (4, 6).

F. Digit Segmentation

The purpose for digit segmentation [43] is to extract the digit from the binarized
image. In the process of rectangular speed limit signs detection, the signboards have
the characters reading “SPEED LIMIT” alongside the digits. As a result, it is necessary
to set constrains on size of the digit candidates as per Eqs. (22) and (23). Similarly, the
constraints on the size of the digit candidates in circular speed limit signs are as per
Eqs. (24) and (25).

0:15 x W≤Digit width≤0:5 x W (22)

0:15 x H≤Digit height≤0:5 x H (23)

0:125 x R≤Digit width≤R (24)

Figure 18.
The steps for connected-component labeling, (a) processing initialization, (b) the result after the first pass, (c) the
result after the second pass.
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0:5 x R≤Digit height≤ 1:5 x H (25)

Considering the fact that rectangular speed limit signs consist two-digits alongside
the characters, it must be ensured that the selected candidates are of digits of speed
limit sign and not the characters. The pairing rule of sizes and positions proposed in
this paper are as follows:

a. The areas of the digit candidates should be similar.

b. The positons of the digit candidates should be closely packed.

c. The density of the pixels inside the digit candidates should be similar.

Whereas in the circular speed limit detection that are of both 2-digits and 3-digits,
a loose constrain is adopted as it has only digits inside the circular speed limit signs
and no characters. The pairing steps are similar to those followed in the rectangular
speed limit signs. Figures 19 and 20 shows the segmentation results of the rectangular
and circular speed limit signs, respectively.

There exists a critical challenge in binarization process, as the digits may appear
connected to each other. To overcome this challenge, a two-pass segmentation process
is proposed in this paper. Digit segmentation, similar to the previous segmentation

Figure 19.
The example of digit segmentation results of rectangular speed limit signs

Figure 20.
The example of digit segmentation results of circular speed limit signs.
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process, is applied. If large components are detected, then the second pass of the
segmentation is applied.

The horizontal pixel projection is applied in the second pass segmentation. During
this projection, the total number of pixels in each column is accumulated choosing the
segment line based on the horizontal projection. Figure 21 shows the example of
horizontal projection and the result of the two-pass segment step.

G.Digit Recognition

In the digit recognition phase, the extracted digits are compared with the built-in
templates and three probable digits with least matching difference are selected based
on Sum of Absolute Difference (SAD) [44]. After which, the blob and breach features
of the digits are applied to verify the final digits [45–47]. Figure 22 depicts the
proposed steps for digit recognition.

After selecting the three probable digit candidates, the blob feature is employed to
verify the digit. Here the blob is defined as a close region inside the digit and is
detected and gathered in several rows forming a union row. The pixel value of a union
row is the union of values of the rows in that union row. For each union row, the
number of lines in the white pixels are counted. A blob is formed only if the number of
lines is of the sequence “1, 2,.… , 2, 1”. This union row method yields the position and

Figure 21.
Example of horizontal projection and the result of the proposed two-pass segmentation steps.

Figure 22.
The proposed steps for digit recognition.
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the number of the blobs in the digit candidate as in Table 1. The exact blob feature is
defined for the specific digits.

Similarly, the breach feature is also adopted to verify the digits. A breach is defined as
an open region formed by a close region with a gap. The breach is detected by counting
the number of pixels where the white pixel first appears from both the right and the left
in each column to half the width of the digit candidates. If there is a series of pixels that
are larger than half the digit height, then it is regarded as a breach. Table 1 shows the
blob and breach feature verification for the digits from 0 to 9 and Figure 23 shows the
results of the digit recognition in terms of blob and breach feature verification.

H.FAST Feature Extraction

Features from Accelerated Segment Test (FAST) [48, 49] is a high repeatability
corner detector. As shown in Figure 24, it uses a circle of 16 pixels to classify whether
or not a candidate point p is a corner. The FAST feature extraction conditions can be
written as in Eq. (26) where S is a set of N contiguous pixels in the circle, Ix is
intensity of x, Ip is intensity of candidate p and t is the threshold.

Digit Blob feature verification Breach feature verification

Number of blobs Position of blobs Number of breaches Direction of breaches

0 One Top to Bottom Zero —

1 Zero — Zero None

2 Zero — Two Top Left & Bottom Right

3 Zero — One Left

4 One Top Left Zero —

5 Zero — Two Top Right & Bottom Left

6 One Lower Half One Top Right

7 Zero — One Left

8 Two Upper & Lower Halves Zero —

9 One Upper Half One Bottom Left

Table 1.
The blob and breach feature verification for all the digits.

Figure 23.
Digit recognition results.
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∀x∈ S, Ix > Ip þ t, and ∀x∈ S, Ix < Ip � t (26)

There are two parameters to be chosen in FAST algorithm namely, the number of
contiguous pixels N and the threshold t. N is fixed as 9 in the proposed algorithm
whereas to overcome the changes in the intensity inclinations as shown in Figure 25,
the threshold t is set to be dynamic. The dynamic threshold is calculated by the image
patch of the sign candidates. First, we count for pixels with intensity bigger than 128.
If the number of bright pixels is between 20% and 80% of the total number of pixels in
the image patch, the threshold is computed by the percentage of number of bright
pixels over the total number of pixels. There are two fixed thresholds for the condi-
tions that the number of bright pixels is lower than 20% of the total number of pixels
or higher than 80% of the total number of pixels. Accordingly, the threshold dynam-
ically updates to the number of bright pixels over the total number of pixels.

I. Fixed Feature Extraction

There are certain conditions in which the contents of road signs are too simple to
be extracted using the FAST feature, as shown in Figure 26(a-c). Thus, the Fixed
Feature Extraction is applied to handle these road signs with good inclinations in the
proposed algorithm.

Fixed Feature Extraction uses thirty fixed feature points to describe a road sign, as
shown in Figure 26(d). This method is similar to template matching, but it is more
robust to noises as it uses descriptors to describe the small area around the feature
points.

Figure 24.
The illustration of FAST algorithm.

Figure 25.
Different lighting conditions of road signs.
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J. Feature Matching

The main objective of this phase is to match the features between the pre-built
template and the detected sign candidates as shown in Figure 27. The features
extracted previously are matched by their coordinates and the descriptors which are
constructed to describe their respective features. Due to the fact that the proposed
system is aimed at real-time applications, the construction and the matching proce-
dure of the descriptor algorithm should be both simple and efficient at the same time.

Figure 26.
(a-c) Road signs with simple contents; (d) thirty fixed feature points used in fixed feature extraction.

Figure 27.
Steps followed in the feature matching.
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Binary Robust Independent Elementary Features (BRIEF) [50] is a simple descrip-
tor with good matching performance and low computation cost. In order to build a
BRIEF descriptor of length n, n pairs (xi, yiÞ are chosen. X and Y representing the
vectors of point xi and yi respectively, are randomly sampled with the Gaussian
distribution and stored in a pre-built array to reduce the computation cost. They are
sampled with Gaussian distribution stored in a pre-built array to reduce computation
cost. To build a BRIEF descriptor, τ test is defined as in Eq. (27) and n is chosen as 256
to yield the best performance.

τ p; x, yð Þ≔ 1, p xð Þ< p yð Þ
0, p xð Þ≥ p yð Þ

�
(27)

The advantages of BRIEF are obviously, low computation time and better matching
performancewhereas the disadvantage is that the BRIEF is not rotation invariant and scale
invariant. Since the size of the detected signs is fixed and the road signswould not have too
much rotation effect, these disadvantages do not influence the recognition result.

After descriptor construction, a two-step matching process comprising distance
matching and descriptor matching is applied to match the detected sign candidates
with the pre-built templates. Distance matching considers only the coordinates of the
feature points. In this application of road signs recognition, the detected road signs
should be a regular triangle sometimes with certain defects such as, lighting changes,
slight rotation, and occluded with an object. Thus, the two similar feature points are
not matched if the coordinates of these two feature points are different.

The goal of descriptor matching is to compute the distance between two descrip-
tors, one is from the detected sign candidate and the other is from the pre-built
template. As with all the binary descriptors, the measure of BRIEF distance is the
number of different bits between two binary strings which can also be computed as
the sum of the XOR operation between the strings.

After all sign candidates are matched, the scores comparison is applied to choose
which template is the most suitable for final recognition result. The template with the
scores higher than the others is judged as the result of the template matching. More-
over, the same result should be recognized a few times in several frames of a video to
make sure that the result does not produce a false alarm.

The performance of the aforementioned DIP based algorithms in detecting and
recognizing the road signs are discussed in the Section 3.

2.1.2 Computer neural network (CNN) methods to detect and recognize road signs

Artificial Neural networks (ANN) generally referred as Neural networks (NN),
specifically as Computer Neural Networks (CNN) have been a sensation in the field of
CV. ANNs, Artificial Intelligence (AI) and Deep Learning (DL) are interdependent
and importantly, indispensable topics of recent years research and applications in
engineering and in the technology industry. This reason for this prominence is that
they currently provide the best solutions to many problems extensively in image
recognition, speech recognition and natural language processing (NLP).

The inventor of one of the first neurocomputers, Dr. Robert Hecht-Nielsen defines
a neural network as “...a computing system made up of a number of simple, highly
interconnected processing elements, which process information by their dynamic state
response to external inputs.” In simpler words, the theme of ANNs are motivated by
biological neural networks to learn and process the information fed to it. Figure 28
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shows the similarity in function of a biological neuron in Figure 28(a) with its
respective mathematical model in Figure 28(b).

A neuron is the fundamental unit of computation in a biological neural network
whereas the basic unit of an ANN is called a node or a unit. The node/unit receives
inputs from external sources and from other nodes within the ANN to process and
computes an output. Every input has a characteristic weight (w) allotted based on its
corresponding importance to other inputs. The node applies a function to the
weighted sum of its inputs.

ANNs are generally organized in layers that are made up of numerous
interconnected ‘nodes’ comprising an ‘activation function’ as in Figure 29. The inputs
are presented to the ANN via the ‘input layers’, which communicates with one or
more ‘hidden layers’ in which a particular processing is done by a system of weighted
‘connections’. The hidden layers then link to an ‘output layer’ where the answer is
output. For the general model of ANN in Figure 29, the net input can be calculated as
in Eq. (28) and the output by applying the activation function over the net input can
be calculated using Eq. (29).

Yin ¼ X1:w1 þ X3:w2 þ …Xn:wn i:e:, the net input,Yin ¼
X

i� n
� �

Xi:wi (28)

Y ¼ F Yinð Þ (29)

Recent researches and publications present that ANNs are extensively used for
various applications ranging from object detections to learning to paint, to create
images from the sentences, to play board games-AlphaGo and so on. There are many
more unthinkable and unconvincing things done by the ANNs in the present days and
research studies on further advancing them are going on rigorously.

Figure 29.
The general model of an ANN.

Figure 28.
(a) A representative biological neuron with (b) its mathematical model from [34].
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There exist a various models presented from researches across the word for differ-
ent applications. Some of the prominent CNNs are Single Shot Detector (SSD) [51],
Region based Connect Neural Network (R-CNN) [52], Fast-RCNN [53], Faster-RCNN
[54], You Only Look Once (YOLO) [55] and different versions of it, Generative
Adversarial Networks (GAN) [56] and different modules [57] based on it and many
more. This chapter also discusses CSPJacinto-SSD based on CSPNet [58] features in
JacintoNet [59]. These innumerous ANNs are extensively used by the researchers and
industries alike. The researchers and industries go hand-in-hand to investigate on
further improvisations of the existing NNs, expanding them into diversified applica-
tions and solving a problem/challenge using effective and low-cost measures, ulti-
mately manufacturing commercial products to make human lives easier and smarter.

In this chapter, we explore object detection NNs such as SSD, Faster-RCNN, YOLO
and propose the newer CNN model termed as ‘CSPJacinto-SSD’ for the detection and
recognition of road signs.

The SSD, as its name suggests, only need to take one single shot to detect multiple
objects within the image. It has two components- a backbone and SSD head. The
backbone model is a network used for pre-trained image classification. The SSD head
is network with one or more convolutional layers added to the backbone network and
the outputs are interpreted as the bounding boxes and classes of objects in the spatial
location of the final layers activations as in Figure 30.

Faster-RCNN [54] comprises of two modules of which the first module is a deep
fully convolutional network that proposes regions, and the second module is the Fast
R-CNN detector [53] that uses the proposed regions. The earlier version of the Faster-
RCNN such as R-CNN and Fast R-CNN both use selective search method to find out
the region proposals. The selective search method is a slow, hence time-consuming
process affecting the performance of the network. To overcome these challenges, an
advanced version of the R-CNN called Faster-RCNN was proposed [54] that has an
object detection algorithm eliminating the selective search algorithm and the network
learn the region proposals. Figure 31 shows a Faster-RCNN network.

All of the previous object detection algorithms until the year 2015, used regions to
locate the objects in the image. That means the network does not look at the complete
image but only parts of the image that may the high probabilities of containing an
object. In 2015, J. Redmon proposed a new NN called YOLO (You Only Look Once)
[55] as in Figure 32. It is an object detection algorithm much different from the
region-based algorithms. In YOLO, a single convolutional network predicts the
bounding boxes and the class probabilities for these boxes.

Figure 30.
SSD model adds several feature layers to the end of a base network, which predict the offsets to default boxes of
different scales and aspect ratios and their associated confidences.
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The overall architecture of CSPJacinto-SSD is shown in the Figure 33. The CSPNet
[58] features are added in JacintoNet [59], which is a simple light-weighted model
composed of convolution, group convolution, and max-pooling layers. The Cross
Stage Partial (CSP) feature is proved to improve the accuracy while reducing the
model parameters and complexity. The function of CSP is simply to split the feature
maps into two parts along channels at the input of each stage, one part sends into the
convolution block, as usual, the other part skips all layers and concatenate with the
output convolution block together as the final block output. In Figure 33, one blue and
one green square can be seen as a convolution block. The blue arrows show the CSP
feature as described above, and the red arrows show the output of each stage. The 1 x 1
convolution before the convolution block is used to increase the feature channels, and
the 1 x 1 convolution after the convolution block is used to merge the context of
features from the CSP layer. Out1 to Out5 labels the feature maps that are used for
dense heads to process the bounding box outputs.

Figure 31.
A single, unified faster R-CNN for object detection.

Figure 32.
A representative of the YOLO architecture for object detection.
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The dense heads employed in the proposed CSPJacinto-SSD are referred to those in
SSD, with some modifications in the anchor boxes based on the concept of multi-head
SSD proposed in [60]. At dense head levels 2 to 4, there is an extra location of anchor
boxes with offset 0, instead of only the original offset 0.5. This feature can increase
the anchor boxes density improving the recall of object detection, especially used for
light-weighted SSD models that need more anchor boxes to guide the objects’ possibly
appeared location.

The anchor box settings are a bit different from the original SSD model. The
anchors 1:2 is changed to 1:1.5 because it may make the anchor borders denser, and
preserve 1:3 anchors. The base size of the anchor boxes are modified compared to the
original SSD, as shown in Table 2. Those anchor sizes can better fit with our model
input size 256x256.

The performance of these ANN object detection networks in detecting and recog-
nizing the road signs are discussed in the Section 3.

3. Results and discussion

3.1 The DIP based algorithms

The DIP based algorithms for detecting and recognizing road signs are implemented
in C++ on a Visual Studio platform on desktop computer and a Freescale i.MX6. Due to
the lack of standard video datasets dedicated to speed limit signs, we have examined the
algorithm using the original video frames captured under different weather conditions
such as daylight, backlight, cloudy, night, rain and snow.

Figure 33.
CSPJacinto-SSD model architecture.

Base sizes

Original SSD 16, 32, 64, 100, 300

Proposed CSPJacinto-SSD 16, 32, 64, 128, 256

Table 2.
Base size of anchor box.

138

Information Extraction and Object Tracking in Digital Video



3.1.1 System specifications

The DIP based algorithm discussed in Section 2.1 for speed limit and speed regula-
tory signs are realized on the standard desktop machine consisting of Intel® Core™
i7–3770 CPU, operating at 3.6GHz frequency with a memory of DDR3–1600-8GB on a
Windows-7 64 bit and Ubuntu 14.04. The same DIP based algorithms are also realized
on the Freescale i.MX 6 which is one of the standard developing processors for the
real-time vehicular applications with a ARM Cortex-A9 CPU possessing an operating
frequency of 1.2 GHz and memory of 1GB working with a Linux operation system.
The same has Video Processing Unit (VPU) decoder-H.264, MPEG-4, H.263, MJPE
and Image Processing Unit (IPU) possessing blending, rotating, scaling, cropping,
de-interlacing, color spacing converting functions.

3.1.2 Performance: speed

On the desktop computer as well as on the Freescale i.MX 6, the size of images of
speed limit signs is set to D1 resolution (720x480). The processing speed of the DIP
based algorithm could reach up to 150fps on an average on the desktop computer and
about 30fps on the Freescale i.MX 6. The image resolution is set as 1280x720 on the
desktop computer and the performance can reach 161 fps on an average. On Freescale
i.MX 6, the image resolution is also set as 1280x720 and the performance of the
proposed algorithm is 17 fps.

3.1.3 Performance: accuracy and comparison

The performance accuracy of rectangular and circular speed limit signs and trian-
gular speed regulatory signs’ detection and recognition by DIP based algorithm
discussed in Section 2.1 is tabulated in Table 3. The overall accuracy is defined as

Rectangular speed
limit road signs

Circular speed
limit road signs

Triangular speed
regulatory road signs

Video Resolution 720x480 720x480 1280x720

Total Video Frames 13187 14332 227445

Total Road Signs Count 77 113 60

Detected Signs 74 108 59

Detection Accuracy 96.10% 95.58% 98.33%

Total Detected Signs Frame Count 429 697 902

Total Detected Signs and Correctly
Classified Frames

414 668 853

Total Correctly Recognized Signs
Count

72 103 56

Recognition Accuracy 97.30% 96.30% 94.92%

Overall Accuracy (Detection
Accuracy * Recognition Accuracy)

93.51% 91.15% 93.33%

Table 3.
The accuracies of the speed limit signs and speed regulatory signs detection and recognition.
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“when a car passes a road scene with a road sign instance, the final output of the
proposed algorithm is correct as that of the road sign visible to naked eyes.”

The detection accuracy of rectangular speed-limit road signs is 96.10% and recog-
nition accuracy is 97.30% accounting to the total accuracy of 93.51%. The detection
accuracy of circular speed limit road signs is 95.58% and its recognition accuracy is
96.30% accounting to the overall accuracy of 91.15% whereas the detection accuracy
of the triangular speed regulatory signs is 98.33% and the recognition accuracy is
94.92% resulting in the overall accuracy of 93.33%. The performance efficiency of
these algorithms are evaluated under different weather conditions such as daytime,
cloudy, with strong backlight, nighttime and during snow and rain. Some of these
results are tabulated in Tables 4–6.

The efficiency of the proposed algorithm is also compared with the state-of-the-art
works on the road signs detection and recognition.

As listed in Table 7, the proposed speed limit signs detection and recognition
system is compared with some of the previous works. It can be implemented on
embedded systems for real-time ADAS applications as it is capable of performing
under computing resource and support both circular and rectangular speed limit road
signs such as 15, 20, 25, 30, 35,....., 110 irrespective of the digit fonts from numerous
countries adopting to the blob and breach features.

Video Sequence Number 1 2 3 4 5 6 7 8

Weather Day Day Day Day Cloudy Rain Night Night

Number of Signs 4 4 3 4 1 3 2 2

Detected signs 4 4 3 3 1 3 2 2

Missed Signs 0 0 0 1 0 0 0 0

Number of Frames with Sign Detection 15 17 10 9 4 12 7 9

Number of Correct Speed Limit Sign
Recognition

15 16 10 8 3 12 6 9

Number ofWrong Speed Limit Sign Recognition 0 1 0 1 1 0 1 0

Table 4.
Some details of the rectangular speed limit road signs detection and recognition.

Video Sequence Number 1 2 3 4 5 6 7 8 9 10

Weather Day Day Day Day Backlight Cloudy Snow Rain Night Night

Number of Signs 4 6 5 5 5 4 3 2 2 2

Detected signs 4 6 5 5 5 4 2 2 1 2

Missed Signs 0 0 0 0 0 0 1 0 0 0

Number of Frames with Sign
Detection

12 20 15 16 16 12 10 10 4 9

Number of Correct Speed Limit
Sign Recognition

12 19 15 15 14 11 9 8 4 9

Number of Wrong Speed Limit
Sign Recognition

0 1 0 1 2 1 1 2 0 0

Table 5.
Some details of the circular speed limit road signs detection and recognition.
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Table 8 lists the comparison of the proposed speed regulatory signs detection and
recognition system with relative previous works. It can also be implemented on the
embedded systems for real-time ADAS applications, as it is capable of performing
under embedded computing resource and support different types of speed regulatory

Video Sequence Number 1 2 3 4 5 6 7

Weather Day Day Day Cloudy Backlight Night Night

Number of Signs 6 3 5 2 4 3 4

Detected signs 5 3 5 2 3 2 4

Missed Signs 1 0 0 0 1 1 0

Number of Frames with Sign Detection 22 13 15 7 14 7 18

Number of Correct Speed Regulatory Sign
Recognition

19 12 15 5 14 6 18

Number of Wrong Speed Limit Sign Recognition 3 1 0 2 0 1 0

Table 6.
Some details of the triangular speed regulatory road signs detection and recognition.

[13] [14] [15] [16] [23] [24] Speed Limit
Road Signs

CPU 2.16 GHz
dual-core
laptop

2.13 GHz
dual-core
laptop

2.13 GHz
dual-core
laptop

1.167GHz Intel
Atom 230 and

NVIDIA
GeForce

9400 M GS
GPU

2.26 GHz
dual-core
laptop

— Intel Core i7–
3770

3.40 GHz
ARM

Cortex-A9
1.2 GHz

Video
Resolution

700 X
400

Image
only

640 X
480

640 X 480 640 X
480

1920 X
1080

720 X 480

Frame Rate on
PC

25fps 7.7fps
(130 ms)

20fps 33fps 16fps — 150fps

Detection
Accuracy

87.00% 89.68% 97.50% — 98.90% — 95.84%

Recognition
Accuracy

90.90% 88.97% 96.25% 95.00% 88.50% 96.24% 96.80%

Overall
Accuracy

96.25% 90.90% 90.00% 88.00% 98.30% 94.00% 92.10%

Real-Time on
Embedded
System

X X X X X X O

Supports all
types of Speed
Limit Signs

X X X X X X O

Supports
Different Digit
Fonts on Speed
Limit Signs

X X X X X X O

Table 7.
The comparison of the proposed speed regulatory road signs detection and recognition algorithm with previous works.
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signs as in Figure 34 from numerous countries adopting feature extraction and
feature matching features.

From the comparison listed in the Tables 7 and 8, it can be interpreted that DIP
based algorithm discussed in this chapter is more robust i.e., it supports speed limit
and speed-regulatory road signs of different types existing in most of the countries. It
also performs well with the varied fonts of the speed limit signs and it can be
compatibly implemented in an embedded system for the real-time applications.
Importantly, it has decent accuracy when working with video as in the real camcorder
environment compared to the state-of-the-art methods. Above all, the least complex-
ity of our proposed algorithm yields higher fps compared to those of the other
previous works.

Figure 35 shows the experimental results of the speed limit road signs detection
and recognition method for detection and recognition of the rectangular speed limit
road signs. Figure 35(a-c) is the result during the daytime, Figure 35(d) is during the
cloudy weather, Figure 35(e-f) is during the rain and Figure 35(g-j) is during the
nighttime.

[17] [18] [19] [20] [21] Speed Regulatory
Road Signs

CPU Intel
Core i3

Pentium-IV
2.6 GHz

Intel Core
i7

X Tesla K20 GPU
Platform

Intel Core i7–4790
3.60 GHz

Video
Resolution

X 640 X 480 1292 X 964 640 X
480

1628 X 1236 1280 X 720

Frame Rate 0.5 fps 11.1 fps 33 fps 13.5 fps 27.9 fps 161 fps

Detection
Accuracy

98.25% 97.7% 95.87% 96.00% 91.69% 98.33%

Recognition
Accuracy

84.30% 93.60% 99.16% 96.08% 93.77% 94.49%

Overall
Accuracy

82.82% 91.44% 95.07% 92.23% 85.97% 93.33%

Sensor
Required

Vision Vision LIDAR +
Vision

Vision Vision Vision

Table 8.
The comparison of the proposed speed regulatory road signs detection and recognition algorithm with previous
works.

Figure 34.
Some samples of speed regulatory road signs.
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Figure 36 shows the experimental results of the speed limit road signs detection
method for detection as well as recognition of the circular speed limit road signs.
Figure 36(a-c) is the result during the daytime, Figure 36(d-e) is during the backlight
condition, Figure 36(f-g) is during the cloudy weather, Figure 36(h-i) is during the
snow, Figure 36(j-l) is during the rains and Figure 36(m-o) is during the nighttime.

Figure 37 shows the experimental results of the speed regulatory road signs detec-
tion and recognition method for detection of the triangular speed regulatory road
signs of which Figure 37(a-c) is the result during the daytime, Figure 37(d-g) is
during the cloudy weather, Figure 37(h-i) is during the cloudy weather and Figure 37
(j-l) is during the nighttime.

Additionally, the proposed CV based method is capable of detecting and
recognizing the speed limit signs ending with the digit “5” as in Figure 38.

3.2 The CNN based algorithms

The CNN based object detection algorithms such as SSD [51], Faster R-CNN
[54], YOLO [55] and the proposed CSPJacinto-SSD are implemented in Python.

Figure 36.
The overall results for circular speed limit signs detection (a-c) during the daytime, (d-e) during the backlight
condition, (f-g) during the cloudy weather, (h-i) during the snow (j-l) during rains, (m-o) during nighttime.

Figure 35.
The overall results for rectangular speed limit signs detection (a-c) during the daytime (d) during the cloudy
weather (e-f) during the rain (g-j) during the nighttime.
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In order to carry out the roads signs detection and recognition, the same are
trained and tested using a traffic signs dedicated dataset titled ‘Tsinghua-Tencent
100 K’ [9].

3.2.1 System specifications

The CNN based algorithm discussed in Section 2.1.2 for road signs are realized on
the standard desktop machine consisting of Intel® Core™ i7–3770 CPU, operating at
4.2GHz frequency with a memory of DDR3–1600-16GB on a Windows-10 64 bit with
Geforce GTX Titan X.

Figure 38.
The detection and recognition result of speed limit ending with the digit ‘5’.

Figure 37.
The overall results for triangular speed regulatory road signs detection (a-c) during the daytime, (d-g) during the
backlight condition, (h-i) during the cloudy weather (j-l) during the night.
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3.2.2 Performance: speed

On the desktop computer, the size of images are used as available in the dataset.
The processing speed of the SSD, Faster-RCNN, YOLO and CSPJacinto-SSD object
detection algorithms are around 20 fps, 5 fps, 21 fps, and 22 fps respectively.

3.2.3 Performance: accuracy and comparison

The performance efficiency of the CNN models is mostly calculated using mAP,
AP and IoU as per [61]. Average precision (AP) is the most commonly used metric to
measure the accuracy of object detection by various CNNs, and image-processing
methods. The AP computes the average precision value for recall value. Precision
measures how accurate the predictions are, by a method, i.e., the percentage of correct
predictions whereas, Recall measures the extent to which the predicted positives are
good. Eq. (30) is employed in this paper to estimate the AP where r refers to recall rate
and r̂ refers to the precision value for recall. The interpolated average precision [62]
was used to evaluate both classification and detection. The intention in interpolating
the precision/recall curve in this way is to reduce the impact of the wiggles in the
precision/recall values, caused by small variations in the ranking. Similarly, the mean
average precision (mAP) is the average of AP. The accuracy of these models [51, 54,
55] in detecting and recognizing road signs from dataset [9] is as tabulated in Table 9.

AP ¼
X

rnþ1 � rnð Þ pinterp rnþ1ð Þ and pinterp rnþ1ð Þ ¼ max
r̂≥ rnþ1

p r̂ð Þ (30)

4. The comparison of DIP and CNN based methods

The traditional DIP based methods are popular CV techniques namely SIFT, SURF,
BRIEF, to list a few employed for object detection. Feature extraction process was
carried out for image classification jobs. The features are descriptive of “interesting”
in images. Various CV algorithms, such as edge detection, corner detection and/or
threshold segmentation would be involved in this step. Thus extracted features from
images forms the basis for definition for an object to be detected for respective class.
During deployment of such algorithms, these definitions are sought in other images. If
a significant number of features from defined for a class are found in other images, the
image is classified, respectively.

Contrastingly, CNN came up with end-to-end learning where a machine learns
about the object from a classes of annotated images which is termed as ‘training’ of a
given dataset. During this, the CNN perceives the fundamental patterns in those

Input resolution mAP FPS Complexity per frame No. of parameters

SSD 512 512 x 512 67.90% �20 105.30G 42.40 M

Faster RCNN 608 x 608 75.20% �5 120.60G 41.72 M

YOLO V4 608 x 608 71.40% �21 64.40G 64.50 M

CSPJacinto-SSD 512 x 512 69.60% �22 18.80G 11.40 M

Table 9.
Performance efficiency of CNN models in detection and recognition of road signs.
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classes of images and consistently establishes a descriptive salient features for each
specific classes of objects.

With almost all the researches and industries that involves CV are now employing
CNN based methods, the functionalities of a CV professional has exceptionally
changed in terms of both knowledge, skills and expertise as in Figure 39.

A comparison between the DIP and CNN based methods is tabulated in Table 10.
The DIP based methods are more compatible and suited for the real-time applications
of the ADAS as it is of low-complexity and does not require any data for pre-training
of the system as compared to the data-hungry neural networks based systems. Apart
from pre-training and complexity, the Freescale iMX6 consumes a total power of
1.17 W [64] in the video playback idle mode and other embedded systems would lie in
the range where a minimum of 300 W [65] required by a basic GPU which makes
them power-hungry as well. Additionally, the DIP based methods can perform object
detection in any scenes irrespective of having seen the same or similar scene, but the
CNN models can perform object detection of the objects that they models have seen

Figure 39.
Comparison of DIP and CNN based workflow. Fig. From [63].

Parameters Proposed system CNN based systems

Complexity Low High

Pre-training X O

Power Consumption 1.17 W 300 W

Recognition in scene never seen before O X

Robustness to inclement weathers X O

Table 10.
Comparison of the proposed system with that of CNN based systems.
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during the training processes. Hence, the CNN models require good-amount of time
spent to teach them perform a task followed by testing before employing them for the
real-time applications unlike the DIP based methods. Moreover, CNN models exhibit
high flexibility and perform better in inclement weathers than DIP based methods.

5. The conclusion

This chapter discussed traditional image processing methods and a few CNN based
methods to detection and recognition of road signs for ADAS systems. It has been
conclusive that DNNs perform better than the traditional algorithms with certain
specific trade-offs with respect to computing requirements and training time. While
there are pros and cons of both traditional DIP and CNN based methods, a lot of DIP
based CV methods invented over the last 2–3 decades have now become obsolete
because newer and much more efficinet methods of CNN have replaced them. How-
ever, knowledge and skills gained are also invaluable and not bounded by never
inventions instead the knowledge of traditional methods forms a strong foundation
for the professional to explore and widen his point-of-viewing a problems. Addition-
ally, there are some of the traditional methods still being used in a hybrid-approach to
improvise, innvoate leading to incredible innovations.

Acknowledgements

The authors thank the partial support by the “Center for mmWave Smart Radar
Systems and Technologies” under the “Featured Areas Research Center Program” within
the framework of the Higher Education Sprout Project by the Ministry of Education
(MOE), Taiwan R.O.C. We also thank the partial support from the Ministry of Science
and Technology (MOST), Taiwan R.O.C. projects with grants MOST 108-3017-F-
009-001, MOST 110-2221-E-A49-145-MY3, and MOST 109-2634-F-009-017 through
Pervasive Artificial Intelligence Research Labs (PAIR Labs) in Taiwan, R.O.C. as well
as the partial support from the Qualcomm Technologies under the research
collaboration agreement 408929.

Conflict of interest

The authors declare no conflict of interest.

147

A Study on Traditional and CNN Based Computer Vision Sensors for Detection…
DOI: http://dx.doi.org/10.5772/intechopen.99416



Author details

Vinay M. Shivanna1*, Kuan-Chou Chen1, Bo-Xun Wu1 and Jiun-In Guo1,2,3

1 Department of Electronics Engineering and Institute of Electronics, National Yang
Ming Chiao Tung University, Hsinchu City, Taiwan

2 Pervasive Artificial Intelligence Research (PAIR) Labs, Hsinchu City, Taiwan

3 Wistron-NCTU Embedded Artificial Intelligence Research Center, Hsinchu City,
Taiwan

*Address all correspondence to: vinay.ms23@gmail.com

©2021 TheAuthor(s). Licensee IntechOpen. This chapter is distributed under the terms of
theCreative CommonsAttribution License (http://creativecommons.org/licenses/by/3.0),
which permits unrestricted use, distribution, and reproduction in anymedium, provided
the originalwork is properly cited.

148

Information Extraction and Object Tracking in Digital Video



References

[1] J. Urry, “The 'System' of
Automobility”, Theory, Culture &
Society, vol. 21, no. 4-5, pp. 25-39,
October 2004.

[2] E. Eckermann, World History of the
Automobile, Society of Automotive
Engineers, Warrendale, PA, 2001.

[3] “Transportation: Motor Vehicle
Accidents and Fatalities”, The 2012
Statistical Abstract. U.S. Census Bureau,
September. 2011.

[4] What is Machine Learning[Internet]?
Ibm.com. Available from:
https://www.ibm.com/cloud/learn/
machine-learning

[5] What is Digital Image Processing
(DIP) | IGI Global [Internet]. Igi-global.
com. Available from: https://www.igi-
global.com/dictionary/digital-
image-processing-dip/48620

[6] Neural Network Definition[Internet].
Investopedia. Available from: https://
www.investopedia.com/
terms/n/neuralnetwork.asp

[7] How Artificial Intelligence Works
[Internet]. Investopedia. Available from:
https://www.investopedia.com/
terms/a/artificial-intelligence-ai.asp

[8] Houben S, Stallkamp J, Salmen J,
Schlipsing M, Igel C. Detection of
traffic signs in real-world images:
The German traffic sign detection
benchmark. The 2013 International
Joint Conference on Neural Networks
(IJCNN). IEEE; 2013. p. 1-8. Available
from: http://10.1109/IJCNN.2013.
6706807

[9] Zhu Z, Liang D, Zhang S, Huang X,
Li B, Hu S. Traffic-Sign Detection and
Classification in the Wild. 2016 IEEE

Conference on Computer Vision and
Pattern Recognition (CVPR) . IEEE;
2016. p. 2110-2118. Available from:
http://10.1109/CVPR.2016.232

[10] Deng J, Dong W, Socher R, Li L,
Li K, Li F. ImageNet: A large-scale
hierarchical image database. 2009 IEEE
Conference on Computer Vision and
Pattern Recognition. IEEE; 2009. p. 248–
255. Available from: http://10.1109/
CVPR.2009.5206848.

[11] Everingham M, Van Gool L,
Williams C, Winn J, Zisserman A.
The Pascal Visual Object Classes
(VOC) Challenge. International Journal
of Computer Vision. 2009;88(2):
303-338.

[12] Mechanical Simulation [Internet].
Carsim.com. Available from: https://
www.carsim.com/

[13] Jim Torresen, Jorgen W. Bakke and
Lukas Sekanina, “Efficient Recognition
of Speed Limit Signs,” Proc. 2004 IEEE
Intelligent Transportation Systems
Conference, Washington, D.C., USA,
October 3-6, 2004.

[14] Fabien Moutarde, Alexandre
Bargeton, Anne Herbin, and Lowik
Chanussot, “Robust on-vehicle real-time
visual detection of American and
European speed limit signs, with a
modular Traffic Signs Recognition
system,” Proc. 2007 IEEE Intelligent
Vehicles Symposium, Istanbul, Turkey,
June 13-15, 2007.

[15] Christoph Gustav Keller, Christoph
Sprunk, Claus Bahlmann, Jan Giebel and
Gregory Baratoff, “Real-time
Recognition of U.S. Speed Signs,” Proc.
2008 IEEE Intelligent Vehicles
Symposium, June 4-6, 2008, The
Netherlands.

149

A Study on Traditional and CNN Based Computer Vision Sensors for Detection…
DOI: http://dx.doi.org/10.5772/intechopen.99416



[16] Wei Liu,Jin Lv, Haihua Gao, Bobo
Duan, Huai Yuan and Hong Zhao, “An
Efficient Real-time Speed Limit Signs
Recognition Based on Rotation Invariant
Feature”, Proc. 2011 IEEE Intelligent
Vehicles Symposium (IV) Baden-Baden,
Germany, June 5-9, 2011.

[17] Zumra Malik and Imran Siddiqi,
“Detection and Recognition of Traffic
Sign Road Scene Images”, 12th
International Conference on Frontiers of
Information Technology, pp 330-335,
Dec 17-19, 2014.

[18] Vavilin Andrey and Kang Hyun Jo,
“Automatic Detection and Recognition
of Traffic Signs using Geometric
Structure Analysis”, International Joint
Conference on SICE-ICASE, Oct 18-21,
2006.

[19] Lipu Zhou, Zhidong Deng, “LIDAR
and Vision-Based Real-Time Traffic Sign
Detection and Recognition Algorithm for
Intelligent Vehicle”, IEEE 17th
International Conference on Intelligent
Transportation Systems (ITSC), Oct
8-11, 2014.G. Eason, B. Noble, and I. N.
Sneddon, “On certain integrals of
Lipschitz-Hankel type involving
products of Bessel functions,” Phil.
Trans. Roy. Soc. London, vol. A247,
pp. 529–551, April 1955. (references)

[20] Sebastian Houben, Johannes
Stallkamp, Jan Salmen, Marc Schlipsing,
and Christian Igel, “Detection of Traffic
Signs in Real-World Images: The
German Traffic Sign Detection
Benchmark” The International Joint
Conference on Neural Networks
(IJCNN), 2013.

[21] M. liang, M. Yuan, X. Hu, J. Li, and
H. Liu, “Traffic sign detection by
supervised learning of color and shape,”
in Proceedings of IEEE International
Joint Conference on Neural Networks,
2013.

[22] M. Mathias, R. Timofte, R.
Benenson, and L. V. Gool, “Traffic sign
recognition - how far are we from the
solution?” in Proceedings of IEEE
International Joint Conference on Neural
Networks, 2013.

[23] G. Wang, G. Ren, Z. Wu, Y. Zhao,
and L. Jiang, “A robust, coarse-to-fine
traffic sign detection method,” in
Proceedings of IEEE International Joint
Conference on Neural Networks, 2013.

[24] Supreeth H.S.G, Chandrashekar M
Patil, “An Approach Towards Efficient
Detection and Recognition of Traffic
Signs in Videos using Neural Networks”
International Conference on Wireless
Communications, Signal Processing and
Networking (WiSPNET), 2016, pp
456-459

[25] Nadra Ben Romdhane, Hazar Mliki,
Mohamed Hammami, “An mproved
Traffic Signs Recognition and Tracking
Method for Driver Assistance System”,
IEEE/ACIS 15th International
Conference on Computer and
Information Science (ICIS)-2016

[26] B. Lucas and T. Kanade, “An
iterative image registration technique
with an application to stereo vision”, The
International Joint Conference on
Artificial Intelligent, 1981, pp. 674–679.

[27] Y. Zhang, C. Hong and W. Charles,
"An efficient real time rectangle speed
limit sign recognition system," 2010
IEEE Intelligent Vehicles Symposium,
San Diego, CA, 2010, pp. 34-38. DOI:
10.1109/IVS.2010.5548140

[28] A. Mammeri, A. Boukerche, J. Feng
and R. Wang, "North-American speed
limit sign detection and recognition for
smart cars," 38th Annual IEEE
Conference on Local Computer
Networks - Workshops, Sydney, NSW,
2013, pp. 154-161

150

Information Extraction and Object Tracking in Digital Video



[29] C. Wang, "Research and Application
of Traffic Sign Detection and
Recognition Based on Deep Learning,"
2018 International Conference on Robots
& Intelligent System (ICRIS), 2018,
pp. 150-152, doi: 10.1109/
ICRIS.2018.00047.

[30] R. Hasegawa, Y. Iwamoto and Y.
Chen, "Robust Detection and
Recognition of Japanese Traffic Sign in
the Complex Scenes Based on Deep
Learning," 2019 IEEE 8th Global
Conference on Consumer Electronics
(GCCE), 2019, pp. 575-578, doi: 10.1109/
GCCE46687.2019.9015419.

[31] Y. Sun, P. Ge and D. Liu, "Traffic
Sign Detection and Recognition Based on
Convolutional Neural Network," 2019
Chinese Automation Congress (CAC),
2019, pp. 2851-2854, doi: 10.1109/
CAC48633.2019.8997240.

[32] Y. Yang, H. Luo, H. Xu and F. Wu,
"Towards Real-Time Traffic Sign
Detection and Classification," in IEEE
Transactions on Intelligent
Transportation Systems, vol. 17, no. 7,
pp. 2022-2031, July 2016, doi: 10.1109/
TITS.2015.2482461.

[33] R. Jain andD. Gianchandani, "A
Hybrid Approach for Detection and
Recognition of Traffic Text Sign using
MSER andOCR," 2018 2nd International
Conference on I-SMAC, 2018, pp. 775-778,
doi: 10.1109/I-SMAC.2018.8653761.

[34] M. Z. Abedin, P. Dhar and K. Deb,
"Traffic sign recognition using hybrid
features descriptor and artificial neural
network classifier," 2016 19th
International Conference on Computer
and Information Technology (ICCIT),
2016, pp. 457-462, doi: 10.1109/
ICCITECHN.2016.7860241.

[35] Lin Y, Chou T, Vinay M, Guo J.
Algorithm derivation and its embedded

system realization of speed limit
detection for multiple countries. 2016
IEEE International Symposium on
Circuits and Systems (ISCAS). Montreal,
QC: IEEE; 2016. p. 2555-2558. Available
from: http://10.1109/
ISCAS.2016.7539114

[36] Chou T, Chang S, Vinay M, Guo J.
Triangular Road Signs Detection and
Recognition Algorithm and its
Embedded System Implementation. The
21st Int’l Conference on Image
Processing, Computer Vision and
Pattern Recognition. CSREA Press; 2017.
p. 71-76. Available from: http://ISBN:
1-60132-464-2

[37] Gareth Loy and Nick Bames, “Fast
Shape-based Road Sign Detection for a
Driver Assistance System,” Proc. IEEE/
RSl International Conference on
Intelligent Robots and Systems,
September 28 - October 2, 2004.

[38] Nick Barnes and Gareth Loy, “Real-
time regular polygonal sign detection”,
Springer Tracts in Advanced Robotics
Volume 25, pp 55-66, 2006.

[39] Sebastian Houben, “A single target
voting scheme for traffic sign detection,”
Proc. 2011 IEEE Intelligent Vehicles
Symposium (IV), Baden-Baden,
Germany, June 5-9, 2011.

[40] Feature Detectors - Sobel Edge
Detector. Homepages.inf.ed.ac.uk.
Available from: https://homepages.inf.ed
.ac.uk/rbf/HIPR2/sobel.htm

[41] Fatin Zaklouta and Bogdan
Stanciulescu, “Real-time traffic sign
recognition in three stages,” Robotics
and Autonomous Systems, Volume 62,
Issue 1, January 2014.

[42] Derek Bradley and Gerhard Roth,
“Adaptive Thresholding using the
Integral Image,” Journal of Graphics,

151

A Study on Traditional and CNN Based Computer Vision Sensors for Detection…
DOI: http://dx.doi.org/10.5772/intechopen.99416



GPU, and Game Tools, Volume 12,
Issue 2, 2007.

[43] Alexandre Bargeton, Fabien
Moutarde, Fawzi Nashashibi, and
Benazouz Bradai, “Improving pan-
European speed-limit signs recognition
with a new “global number
segmentation” before digit recognition,”
Proc. 2008 IEEE Intelligent Vehicles
Symposium, Eindhoven, The
Netherlands, June 4-6, 2008.

[44] Dang Khanh Hoa, Le Dung, and
Nguyen Tien Dzung, “Efficient
determination of disparity map from
stereo images with modified Sum of
Absolute Differences (SAD) algorithm”,
2013 International Conference on
Advanced Technologies for
Communications (ATC 2013)

[45] J. R. Parker, “Vector Templates and
Handprinted Digit Recognition,” Proc.
12th IAPR International Conference on
Pattern Recognition, 1994. Vol. 2 -
Conference B: Computer Vision & Image
Processing, Jerusalem, 9-13 Oct 1994.

[46] Phalgun Pandya and Mandeep
Singh, “Morphology Based Approach To
Recognize Number Plates in India,”
International Journal of Soft Computing
and Engineering (IJSCE), Volume-1,
Issue-3, July 2011.

[47] Kamaljit Kaur and Balpreet Kaur,
“Character Recognition of High Security
Number Plates Using Morphological
Operator,” International Journal of
Computer Science & Engineering
Technology (IJCSET), 2011 IEEE
Intelligent Vehicles Symposium (IV),
Vol. 4, May, 2013.

[48] Lifeng He and Yuyan Chao, “A Very
Fast Algorithm for Simultaneously
Performing Connected-Component
Labeling and Euler Number
Computing”, IEEE TRANSACTIONS

ON IMAGE PROCESSING, VOL. 24,
NO. 9, SEPTEMBER 2015

[49] Rachid Belaroussi and Jean Philippe
Tarel, “Angle Vertex and Bisector
Geometric Model for Triangular Road
Sign Detection”, IEEEWinter Conference
on Applications of Computer Vision
(WACV), pp 1-7, 2009.

[50] H. Bay, T. Tuytelaars, and L. Van
Gool, “Surf: Speeded up robust
features”, European Conference on
Computer Vision, May 2006.

[51] Liu W, Anguelov D, Erhan D,
Szegedy C, Reed S, Fu C et al. SSD:
Single Shot MultiBox Detector. In
Proceedings of the European Conference
on Computer Vision (ECCV). 2016.
p. 21–37. Available from: http://arXiv:
1512.02325

[52] R. Girshick, J. Donahue, T. Darrell,
and J. Malik. Rich feature hierarchies for
accurate object detection and semantic
segmentation. In CVPR, 2014

[53] Girshick R. Fast R-CNN. 2015 IEEE
International Conference on Computer
Vision (ICCV) [Internet]. IEEE; 2015.
Available from: http://10.1109/
ICCV.2015.169

[54] I. Goodfellow, J. Pouget-Abadie, M.
Mirza, B. Xu, D. Warde-Farley, S. Ozair,
A. Courville, and Y. Bengio, “Generative
adversarial nets,” in Advances in Neural
Information Processing Systems, 2014,
pp. 2672– 2680.

[55] Ren S, He K, Girshick R, Sun J. Faster
R-CNN: Towards Real-Time Object
Detection with Region Proposal
Networks. IEEE Transactions on Pattern
Analysis and Machine Intelligence. 2017;
39(6):1137-1149.

[56] I. Goodfellow, J. Pouget-Abadie, M.
Mirza, B. Xu, D. Warde-Farley, S. Ozair,

152

Information Extraction and Object Tracking in Digital Video



A. Courville, and Y. Bengio, “Generative
adversarial nets,” in Advances in Neural
Information Processing Systems, 2014,
pp. 2672– 2680.

[57] Martin Arjovsky, Soumith Chintala,
and LeonBottou.Wasserstein GAN.
arXiv:1701.07875v2 [stat.ML], 9
Mar 2017.

[58] C. Wang, H. M. Liao, Y. Wu, P.
Chen, J. Hsieh, and I. Yeh, "CSPNet: A
New Backbone that can Enhance
Learning Capability of CNN," in 2020
IEEE/CVF Conference on Computer
Vision and Pattern Recognition
Workshops (CVPRW), 14-19 June
2020 2020, pp. 1571-1580.

[59] M. Mathew, K. Desappan, P. K.
Swami, and S. Nagori, "Sparse,
Quantized, Full Frame CNN for Low
Power Embedded Devices," in 2017 IEEE
Conference on Computer Vision and
Pattern Recognition Workshops
(CVPRW), 21-26 July 2017 2017,
pp. 328-336

[60] C. Y. Lai, B. X. Wu, T. H. Lee, V. M.
Shivanna, and J. I. Guo, "A Light Weight
Multi-Head SSD Model For ADAS
Applications," in 2020 International
Conference on Pervasive Artificial
Intelligence (ICPAI), 3-5 Dec.
2020 2020, pp. 1-6

[61] Jonathan, H. mAP (mean Average
Precision) for Object Detection.
Available online: https://medium.com/
@jonathan_hui/map-mean-average-
precision-for-object-detection-45c
121a31173 (accessed on 12 July 2018).

[62] Salton, G.; McGill, M.J. Introduction
to Modern Information Retrieval;
McGraw-Hill: New York, NY, USA,
1986. [Google Scholar]

[63] Wang J, Ma Y, Zhang L, Gao RX
(2018) Deep learning for smart

manufacturing: Methods and
applications. J Manuf Syst 48:144–156.
https://doi.org/10.1016/J.JMSY.
2018.01.003

[64] Freescale Semiconductor, “i.MX
6Dual/6Quad Power Consumption
Measurement” from “https://bit.ly/
2ATVcWk”

[65] GEFORCE. “Desktop GPUs-
Specifications” from “https://www.
geforce.co.uk/hardware/desktop-
gpus/geforce-gt-1030/specifications”

153

A Study on Traditional and CNN Based Computer Vision Sensors for Detection…
DOI: http://dx.doi.org/10.5772/intechopen.99416





Chapter 7

Smart-Road: Road Damage
Estimation Using a Mobile Device
Izyalith E. Álvarez-Cisneros, Blanca E. Carvajal-Gámez,
David Araujo-Díaz, Miguel A. Castillo-Martínez and
L. Méndez-Segundo

Abstract

Mexico is located on five tectonic plates, which when moving, generate telluric
movements. These movements, depending on their intensity, affect the telecommunica-
tions infrastructure. Earthquakes tend to cause landslides, subsidence, damage to struc-
tures in houses, buildings, and roads. In the case of road damage, it is reflected in cracks
in the pavement, which are classified according to their size, shape, and depth. The
methods that are currently implemented to inspect roads mainly use human perception
and are limited to a superficial inspection of the terrain, causing this process ineffective
for the timely detection of damage. This work presents a method of road analysis using a
drone to acquire images. For the processing and recognition of damages, a mobile device
is used, allowing to determine the damage type on the road. Artificial intelligence tech-
niques are implemented to classify them into linear cracks or zig-zag cracks.

Keywords: convolutional neural networks, computational vision, descriptors, cracks
road, earthquakes

1. Introduction

A country that is endowed with good road infrastructures can generate the basic
elements of competitiveness and provide opportunities for better economic develop-
ment and at the same time to promote its social and cultural development [1]. There
are several factors by which access roads can be affected, and some examples are as
follows: time, use, excessive weight, the quality of materials, ubication, natural disas-
ters, etc. We can highlight the damage to the roads caused by earthquakes, which is
due to the movement of the tectonic plates, it can cause fissures that are on the
surface. Within the damages caused on the roads, deterioration can occur from small
cracks too wide ruptures or separations in the road, and these types of incidents tend
to occur mainly in the seismic areas of the country.

1.1 Seismicity in Mexico

The Mexican Republic is in located one of the most seismically active regions in the
world and is immersed within the area known as the Circumpacific Belt (or Pacific
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Ring of Fire), where the greatest seismic and volcanic activity on the planet is con-
centrated [2], Figure 1.

The Global Seismic Hazard Assessment Program (GSHAP) was a project sponsored
by the United Nations (UN) that assembled the first worldwide map of earthquake
zones [3]. In Mexico, an earthquake hotspot follows the route through the Sierra
Madre Occidental that reaches south of Puerto Vallarta to the Pacific coast on the
border with Guatemala [3]. Figure 2 shows the seismic regionalization in the Mexican
Republic, marking the zone A as the one with the lowest risk, followed by zones B, C,
and D. These last three are the ones that generate the greatest concern to the scientific
community and the inhabitants of these areas, due to the structural damage that
occurs on the roads and in their localities.

Figure 1.
Circumpacific Belt Zone. Source: National Institute of Statistic and Geography.

Figure 2.
Areas with the highest propensity to earthquakes in Mexico [3].
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1.2 Road network in Mexico

InMexico, as in other countries, the road network is themost widely used transport
infrastructure. The national network has 378,923 km,which ismade up of avenues, streets,
highways, and rural roads that allow connectivity between practically all the populations of
the country. Figure 3 shows themain roads that interconnect theMexican Republic [4].

1.2.1 Damage to land access roads

Seismic activity is recurrent in certain areas, causing damage to road infrastruc-
ture. These damages are identified as fissures, cracks in the asphalt, landslides, sepa-
ration of road sections, subsidence, and other damages in different access roads that
interconnect the country. The road must be inspected, and the damages detected must
be reported and repaired. Figure 4 shows some examples of damage caused by
seismicity in Mexican territory on different roads [5].

Figure 3.
Mexico’s major highways 2009 [4].

Figure 4.
Damage to roads caused by earthquakes, left: Chiapas, 5.6°r earthquake, right: Oaxaca, 5.2°r. Source: Google.

157

Smart-Road: Road Damage Estimation Using a Mobile Device
DOI: http://dx.doi.org/10.5772/intechopen.100289



In Mexico, most of the road inspections after an earthquake are carried out in
person, which can generate more conflicts in some critical points. In these conflict
points, semi-autonomous surveillance systems are required that implement mobile
technology to detect damage to access roads. Therefore, it is proposed to develop a
methodology that, through image processing techniques and neural networks, allows
the identification of damage to roads, classifying two types of cracks: linear and zig-
zag. This chapter is divided into six sections. Section 2 explains the related work,
Section 3 explain methods and materials, Section 4 provides tests and results, Section 5
conclusion and finally Section 6 discussion.

2. Related work

There is research in the field of artificial intelligence related to techniques and
practices used to automate the detection of road defects. Below are some related
works that have been developed: In [6], an automatic system for identifying cracks in
roads through a camera is developed. It scans the roads by zone and inspects the
condition of cracks and fissures. The authors propose the following stages: i) smooth,
adjust, and binarize the image using the threshold value method, ii) perform mor-
phological operations such as dilation and erosion, iii) eliminate false cracks in the
image with smoothing filters, iv) clean and perform the connection of cracks in the
image, and finally v) estimate the shape of the crack, using geometric characteristics
and shape description. In [7], using texture classifiers, the authors address the
descriptors. Through these techniques, it is possible to detect color and texture
changes in an image, and thus perform the identification of edges by extracting a set
of characteristics, generated from these histograms. For each frame of a pavement
video analyzed, the method extracts the characteristic and creates its binary version to
classify each region.

In [8], the authors apply morphological operations to the images and segment the
images using the K near-neighbor (Knn) method. The proposed algorithm highlights
the information of the image texture, and the results are classified using the standard
deviation; to define regions delimited by the intensity of gray, these techniques allow
to detect patches on the roads through images processed on a Smartphone. Figure 5
shows the results presented by the authors.

In [9], a system for identifying cracks in buildings from an unmanned aerial
vehicle (UAV) equipped with a camera is presented. Fly through the building to
acquire images, which are transmitted remotely via Wi-Fi to a computer for
processing. Images are segmented with techniques to change the Red, Green, Blue
(RGB) color space to grayscale. The threshold is calculated with statistical methods
(mean and standard deviation), to categorize the black and white pixels and identify
the cracks in the building.

Maeda et al. [9] developed a system for identifying cracks in the pavement, where
images are captured from a Smartphone mounted on a cell phone holder on the
dashboard of a car. It develops an application that analyzes images obtained from the
Smartphone through a deep neural network that allows the identification of cracks in
the road. In this work, they use deep neural networks such as Region-based
Convolutional Neural Networks (R-CNN), You Only Look Ones (YOLO), and Single
Shot MultiBox Detector (SSD), for the extraction of characteristics from the region of
interest (cracks). In 2019, Zhang et al. [10] propose an intelligent monitoring system
to evaluate the damage in the pavement, and this methodology proposes the use of a
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set of points of an image obtained from a UAV, making use of Harris performing the
processing in the cloud for the identification of cracks in the pavement.

3. Methods and materials

In Figure 6, the general architecture of the proposed methodology for the classifi-
cation and identification of linear and zig-zag cracks is shown.

Figure 6.
Proposed architecture for the identification and classification of cracks.

Figure 5.
Detection of the mobile damage system. a) Hole in the pavement, b) longitudinal crack, c) transverse crack, and d)
horizontal crack [8].

159

Smart-Road: Road Damage Estimation Using a Mobile Device
DOI: http://dx.doi.org/10.5772/intechopen.100289



Figure 6 shows the methodology is composed of different stages of development
which are image acquisition, pre-processing, descriptors, classification, and result.
Each of these stages is detailed below.

3.1 Image acquisition

In this step, the image is taken with the camera that the PARROT BEBOP 2 FPV
Drone has, which has the following characteristics: 14-megapixel camera with wide-
angle lens, unique digital image stabilization system, live video from a Smartphone or
tablet with a viewing angle of 180°, photo format: RAW, JPEG, DNG, and image
resolution of 3800 � 3188 pixels to automate the route of the drone, a function
implemented to trace the flight path is used. In Figure 7, the programmed route map
is shown.

3.2 Pre-processing

3.2.1 Dimension reduction

In this section, the image scaling is performed by implementing the Discrete
Wavelet Transform “Haar” (DWT-H). In Figure 8, three levels of decomposition are
shown.

3.2.2 Edge enhancement

To obtain the edge enhancement of the image obtained from point 3.2.1, the use of
a Laplacian filter is proposed. The Laplacian of an image highlights the regions of
rapid intensity change and is an example of a second-order or a second derivative
method of enhancement. It is particularly good at finding the fine details of an image.
Any feature with a sharp discontinuity will be enhanced by a Laplacian operator [11].
The Laplacian is a well-known linear differential operator approximating the second
derivative given by Eq. (1).

Figure 7.
Simulation of a programmed route at 15 mts.
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∇2f ¼ ∂
2f

∂x2
þ ∂

2f
∂y2

(1)

where f denotes the image. The following process is performed, a 3 � 3 matrix is
convolved with the image, Figure 9.

In Figure 10, the Laplacian filtering process is shown. This process consists of the
following steps: From the image obtained by the DWT-H (Figure 10a), the convolu-
tion is performed with the proposed 3 � 3 kernel (Figure 10b). Finally, the sub-image
of the crack is obtained with the edges highlighted as seen in Figure 10d.

3.3 Feature extraction

One of the main objectives of this work is to implement the methodology on a
mobile device, which will perform the image processing offline, obtaining the result

Figure 9.
Convolution of the 3 � 3 kernel at a point (x, y) in the image.

Figure 8.
DWT-H decomposition.
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on the site. It is therefore essential to extract only the key points that provide infor-
mation about features outstanding image and thus make their classification in a
convolutional neural network LeNet efficient. To do this, it is proposed to perform the
extraction of the characteristics through the scale-invariant feature transform (SIFT)
and the pixel rearrangement of the points thrown from the Laplacian filter through
statistical moments. The following is the extraction of the characteristics:

3.3.1 Statistical central moments

Central moments also referred to as moments of the mean has been calculated as
[12], Eq. (2),

μm ¼
XL�1

n¼0

Xn � yð Þmt Xnð Þð Þ (2)

where ‘m’ is the order of the moment, ‘L’ is the number of possible intensity values,
‘Xn’ is the discrete variable that represents the intensity level in the image, and ‘y’ is the
mean of the values, t(Xn) is the probability estimate of the occurrence of ‘Xn’, Eq. (3).

y ¼
XL�1

n¼0

Xnt Xnð Þð Þ (3)

The mean is the first-order moment followed by variance, skewness, and kurtosis as
the second, third, and fourth moments. The mean at the first-order central moment is
used to measure the average intensity value of the pixel distribution. Variance (μ2) was
used to measure how wide the pixels spread over from the mean value, Eq. (4).

μ2 ¼
XL�1

n¼0

Xn � yð Þ2t Xnð Þ
� �

(4)

To know the dispersion of the values located as key points by SIFT, the second
central moment is implemented to group the pixels of the image processed by the
Laplacian Filter. The smoothness texture “R” is defined by Eq. (5),

R ¼ 1� 1= 1þμ2 xð Þð Þ
� �� �

(5)

Figure 10.
The result obtained by the Laplacian Filter.
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where ‘μ2’ is the variance and ‘x’ is an intensity level. Then, the following condi-
tion is established, by Eq. (6),

IFissure i, jð Þ ¼ R� y ¼ 1, IFissure ¼ 1

OTHERWISE, IFissure ¼ 0

�
(6)

3.3.2 SIFT

According to the SIFT methodology [13], the first step is scale detection. For the
particular case of the crack contour, this step is very useful for the identification of the
crack, since the taking of the images can vary depending on the shooting distance. The
formal description of this step is detailed below.

3.3.2.1 Scale detection

The scalar space L (x, y) of an image, is obtained from the convolution of an input
image IFissure, through a Gaussian filter G (x, y, σ) at different scales of the value of
σ = 0.5 [13], Eq. (7):

L x, y, σð Þ ¼ G x, y, σð Þ ∗ IFissure x, y, σð Þ (7)

where, x, y, σð Þ ¼ 1
2πσ2 e

� x2þy2ð Þ
2σ2 , is the function of the Gaussian filter; it is applied in

both dimensions (x,y) of the IFissure image plane.
To obtain the different scale versions of the IFissure image, it is necessary to multiply

the value of σ with different values of the constant k to obtain the projections of the
contiguous scales (where k takes values k > 1), each scale’s projection is subtracted
with the original scale, obtaining the differences from the original image IFissure,
Eq. (8):

Dm x, y, σð Þ ¼ L x, y, kσð Þ � L x, y, σð Þ (8)

The search for extreme values on the spatial scale produces multiple candidates of
which the points that are not considered are the low contrast ones since they are not
stable to changes in lighting and noise. Eq. (9) shows how the points of interest are
located within the image and these locations are given by [13]:

z ¼ � ∂
2D�1 x, y, σð Þ

∂x2
∂D x, y, σð Þ

∂x
(9)

Subsequently, the vectors are arranged according to the orientation of the points
obtained from Eq. (9), and it is explained below.

3.3.2.2 Orientation mapping

This step assigns a constant orientation to the key points based on the properties of
the image obtained in the previous steps. The key point descriptor can be represented
with this orientation, achieving the invariance to rotation, which is important to
highlight because the image can be taken at different shooting angles. The procedure
to find the orientation of the points, is as follows [13]:

Using the scalar value of the points of interest selected in Eq. (4).
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a. Calculation of the magnitude value, M.

M x, yð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L xþ 1, yð Þ � L x� 1, yð Þð Þ2 þ L x, yþ 1ð Þ � L x, y� 1ð Þð Þ2

� �r
(10)

b. Calculation of orientation, θ

θ x, yð Þ ¼ tan �1 L x, yþ 1ð Þ � L x, y� 1ð Þ= L xþ 1, yð Þ � L x� 1, yð Þð Þð Þð Þ (11)

Finally, the description of the characteristic points obtained in the previous steps
must be identified the interesting points, Figure 11.

3.3.3 Convolutional neural network LeNet

The neural network will allow, based on the characteristics obtained, to train and
identify the cracks that appear in the image. The neural network used in this research
is the convolutional neural network LeNet, which is made up of five layers of neurons
in its architecture, and has an input of 1024 � 1024 � 3 values, and an output of two
possible classes [14]. LeNet is a network that is optimized for mobile devices, which
allows greater efficiency in the detection and performance of the processes on the
mobile device. The network architecture is presented in below Figure 12 [14]:

For the training of the network, a collection of approximately 500 images were
made in various areas of Tecámac, State of Mexico. Therefore, in this investigation,

Figure 11.
Results obtained from the proposed methodology: a) original image, b) image obtained with the DWT-H, c) image
with the Laplacian filter, d) image obtained with the descriptors, and e) final image.

Figure 12.
LeNet neural network architecture [14].
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cracks with different intensities will be detected, so these will be identified and
classified in the following categories [15]:

Erratic or zigzag cracks (ZZC): These types of cracks in the pavement with
erratic longitudinal patterns. It is presented by extreme changes in temperature,
defective base, and seismic movements.
Significant cracks (LC): These are crackswith a length greater than 30 centimeters.
Very significant cracks (VSC): Those that are shown in the pavement and have

a length greater than 60 centimeters due to their size are a risk. These cracks are
the most visible.
Non-significant cracks (NSC): These are cracks that appear in the pavement

and that have a fine shape and a length of fewer than 30 centimeters. Figures 13
and 14 show images referring to the classifications that have been delimited for
identification. These define the two classes to detector zig-zag crack (ZZC) and
linear crack (LC), respectively.

4. Tests and results

To perform the tests, they were divided into phases to estimate the time of each
one of these and thus detect which of them generates a greater consumption of time
compared to the others. The processing and results were developed on a Motorola X4
mobile device with a processor: 2.2 GHz and 3 GB RAM. To select the optimum
distance for taking the images, tests were carried out between 10 and 30 meters above
ground level. At each distance, it was ensured that the images were clear and that the
crack would be visualized. Figure 15 shows the range in height and image visibility for
the 500 sample images. From Figure 15, we can see that at a height of 10 meters the
drone has a visibility range of 26 meters in radius. In a similar way we can observe that
for heights of 15, 20, 25 and 30 meters, they correspond to 40, 53, 67 and 80 meters of
visibility radius. For our case we consider a height between 15 and 20 meters.

Figure 14.
Linear cracks.

Figure 13.
Zig-zag cracks.
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4.1 Phase 1. Distance estimation

To validate the distances shown in Figure 15 and their visibility range, four con-
secutive objects are placed on the crack in the road. From Figure 16, only three
elements can be observed which are enclosed in circles as can be seen. The dimensions

Figure 15.
Parrot Drone viewing distances in meters.

Figure 16.
Range of visibility of objects a) and b) no objects are present; c) 15 meters away, and d) 30 meters away.
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of the objects placed on the crack are 10 � 10 cm, which were used to estimate the
field of view of the drone camera. Based on these tests, a height of 15 meters is
proposed for clear detection of the object by the drone, coupled with its stability in the
air currents present in the tests.

4.2 Phase 2. Estimation of the pre-processing stage

Table 1 shows the average times calculated for the number of samples acquired, as
the DWT-H decomposition increases, the average processing time increases. From
Table 1, we observe the processing times for the feature extraction and classification
stage for each decomposition scale of the DWT-H. The dimension of the initial image
is 2048 � 2048, we observe that decomposition level 4 it gives a processing time of
14,445 ms for the two proposed stages.

4.3 Phase 3. Descriptors

Table 2 shows the average results obtained for the 500 images in the feature
extraction stage. From Table 1, it is concluded that the optimal wavelet decomposi-
tion size for this estimation is at the fourth wavelet decomposition level.

4.4 Phase 4. Classification of images

The tests to validate the proposed methodology were carried out with 150 images
acquired at a height of 15 meters. During the development of the test scenarios, four
cases were considered: two correct classifications and two wrong classifications. The
correct classifications are true positive (TP) and false positive (FP); and the misclas-
sifications are false negative (FN) and true negative (TN). By using these metrics, we
can obtain different performance measures like [13].

Sp ¼ TN
TN þ FPð Þ (12)

Image size
(pixels)

Feature extraction (statistical
moments)

Feature extraction
(SIFT)

Total processing time
average

1024 � 1024 0.0898 (ms) 0.1826 (ms) 0.2724 (ms)

Table 2.
Descriptor stage processing time result.

Scale number
(DWT-H)

Dimension
(pixels)

Processing time
average (ms)

Convolution time
process average(ms)

Total processing time
average (ms)

1 2048 � 2048 14.487 0.0196 14.507

2 1024 � 1024 14.506 0.0094 14.516

3 512 � 512 14.561 0.0087 14.570

4 256 � 256 14.737 0.0083 14.574

Table 1.
Result of pre-processing stage time.
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Se ¼ TP
TPþ FNð Þ (13)

Acc ¼ TPþ TNð Þ
cracks detected in the image

(14)

Metric Result

Acc 0.9929

Sp 0.9655

Se 0.8000

Table 4.
The obtained results from the acquired images.

Prediction

Positive Negative

150 images True (TP) = 140 (FN) = 1

False (FP) = 5 (TN) = 4

Table 3.
Confusion matrix.

Figure 17.
Results obtained by the proposed methodology: a), c), and e) original image, b) and d) processed image (ZZC),
finally f) processed image (LC).
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where specificity (Sp) is the ability to detect non-crack pixels, sensitivity (Se)
reflects the ability of the algorithm to detect the edge of the crack, Accuracy (Acc)
measures the proportion of the total number of pixels obtained correctly (sum of true
positives and true negatives) by the total number of pixels that constitute the image of
the cracks [13]; this is the probability that a pixel belonging to the crack image will be
correctly identified. Table 3 shows the results obtained from 150 test images that were
acquired in flight, obtaining a total of 140 images (TP), 1 (FN), 5 (FP), and 4 (TN).

In Table 4, the results obtained from Acc, Sp, Se of the 150 acquired test images
are shown. From Table 4, the results obtained show that 99.29% was obtained for
Acc, which indicates that in this percentage the cracks were detected and classified
positively. In addition, 96.55% of Sp represents that the result of no crack is true, as
well as the value of Se with 80% to detect that it is not a crack.

In Figure 17, some images obtained through the proposed methodology and the
result obtained from the classification are shown.

Finally, the mobile application that serves as the development and user interface is
shown in Figure 18.

5. Discussion

Based on the tests carried out in the monitoring of the roads using the Parrot
drone, we observed that the height between 15 and 20 meters gives satisfactory
results. Within the development of the proposal, the size reduction stage made it
possible to speed up the processing of the extraction of the characteristics, as well as
the proposal to reduce the key points obtained by the statistical descriptors and SIFT,

Figure 18.
Graphical user interface for interaction with the proposed methodology: a) LC detected and b) ZZC detected.
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through Eq. (6). These development stages are fundamental because all the crack
detection and identification processing are carried out internally on a mid-range
mobile device. The section of the LeNet neural network was streamlined through the
preprocessing stage, observing that the precision results obtained were not affected,
which are 99%, even limiting the data that are entered into the neural network.

6. Conclusion

In conclusion, it can be emphasized the fact that the objectives that were sought to
be achieved with the identification of cracks in roads, streets, highways or avenues,
were achieved. It had the specific characteristics that allowed using the proposed
processes on a mobile device, and it was possible to demonstrate that the processing of
the proposed methodology was developed on an Android platform that to date is one
of the most commercial platforms worldwide between mobile devices. The pre-
processing results show a clear trend in terms of the time required to adapt an image
and perform the crack identification process, time that does not exceed 14.79 ms,
thanks to the use of DWT-H instead of other processes that require greater computa-
tional complexity for image size reduction. On the other hand, the results show that
the proposed operations are 99% accurate in finding cracks. It was also found that the
times of certain stages of the process can be improved by changing some processes
such as the scaling of the images, which reduces the time by up to 200 milliseconds,
among other possible improvements that can be implemented.
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Chapter 8

Adsorption-Semiconductor  
Sensor Based on Nanosized SnO2 
for Early Warning of Indoor Fires
Nelli Maksymovych, Ludmila Oleksenko and George Fedorenko

Abstract

The paper is devoted for a solution of indoors fires prevention at early stage by 
determination of H2 (fire precursor gas) in air using a semiconductor sensor. A 
material based on Pt-containing nanosized tin dioxide with an average particle size 
of 10–11 nm obtained via a sol–gel method was created for a gas sensitive layer of the 
sensor. The developed sensor has high sensitivity to H2 micro concentration, a wide 
range of its detectable content in air, selectivity of H2 measuring in the presence of 
CO and CH4, good dynamic properties. The combination of these properties is very 
important for prevention of inflammations on their early stages before the open fires 
appearance. Economic benefit of the proposed sensor is due to a lower cost and higher 
reliability of the fire situation detection.

Keywords: early fire detection, sensor, semiconductor, nanomaterial, tin dioxide, 
platinum

1. Introduction

Fires detection is an urgent task today, since every year, a large number of the fires 
occurs all over the world, leading to human casualties and economic losses. It can be 
seen from the Figure 1 that fires take place in all countries of the world regardless 
gross domestic product values and level of technology development.

These fires appear from various sources of ignition (structure fires, vehicles, 
forests, grass, rubbish) as shown in Figure 2.

The fires that occur in premises (the structure fires) are of particular importance 
among all fires, since they lead to human casualties (Figure 3). Besides, these fires 
lead to significant and often irreparable economic losses.

The decrease in the number of the fires and their consequences are determined 
mainly by the presence of special warning means, the so-called fire-alarm-systems. 
When the fire-alarm-system is creating the main responsibility lies on the choice of 
reliable detectors appropriate for providing a timely alert of inflammation. Modern 
fire detectors can be conventionally divided into the following groups: heat detec-
tors registering a temperature increase while the inflammation is present; smoke 
 detectors operating due to ionization or photoelectric effects; flame detectors based 
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on the use of ultraviolet or infrared irradiation and gas detectors registering changes 
in gas composition of surrounded air as a result of the inflammation [2, 3].

Among them the heat detectors and flame detectors are not capable of early 
registration of the fire, because they response on increasing temperature caused by a 
hot air flow, or by electromagnetic irradiation in various ranges of a spectrum attrib-
uted to burning process. All those physical phenomena are observed when the fire 
is already spread around several square meters. In the contrast to the heat detectors, 
smoke detectors give a fire-alert before the open flame will be present. But the walls 
of a smoke detector chamber become dusty with time that can cause false fire-alert 
and heat detectors that register an increase temperature of air in rooms are rather 
crude and cannot detect the occurrence of the fire at the smoldering stage. Figure 4 
shows some types of the fire-alarm systems with the above mentioned detectors.

Nowadays the above mentioned kinds of the fire detectors are widely eliminated 
by more universal systems based on analysis of a chemical composition of air which 
changes dramatically when processes of thermal decomposition of the overheated 
inflammable materials take place [4–6]. The type of gases produced at the initial 

Figure 1. 
Average annual fires distribution in percent within 65 countries (a) and average annual number of fires per 1000 
inhabitants (b) in 2014–2018 years [1].

Figure 2. 
Distribution of fires by types in the countries of the World in 2018 [1].
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stage of combustion are determined by the composition of materials involved in this 
process, however, in the most cases, the main components of the appeared gases (fire 
precursors) can be distinguished. In particular, in the work [7] it has been experi-
mentally established that the first gas component released during decay (pyrolysis) 
of wood, textiles, synthetic materials covering metal wires (telephone and electric) 
is hydrogen and its concentration at the early stage of ignition reaches 20–25 ppm. 
It is important, that appearance of CO and CH4, during the ignition, for example, 

Figure 3. 
Average annual number of fire death and injuries per 100 fires (in 2014–2018 years) [1].

Figure 4. 
Fire alarm systems based on different types of detectors: a – heat-type IP 105-1 D; b – smoke-type DUR-40 Ex; 
c – flame- type IP 330/1-20; d -gas type IP 435-1.
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of wood, polyethylene (PE), polyurethane (PUR) and mixtures of these materials 
(mixed crib) is observed only at a later stage, as can be seen from the data presented 
in Table 1.

In this case, as established experimentally in study of the combustion of vari-
ous objects commonly used in domestic premises (Table 2), the appearance of CO 
for some of them was not observed at all (for sponge and food), or CO appeared in 
air only at significant burning time (for wood). The appearance of smoke, in the 
amount required for responses of the smoke detectors, is observed only at a signifi-
cant heating time of burning objects (except of the sponge). But the production of 
hydrogen was always observed for all studied materials immediately after beginning 
of the heat (except for the roll), and a signal values for the gas sensor reached a large 
value, especially for the wood and sponge (the latter used as an example of organic 
matter because a lot of household items in premises consist it (wallpaper, furniture, 
dishes, etc.)).

Thus, the detection of fire at the early stage of ignition is possible by measuring 
the concentration of hydrogen, which is almost always can be detected in air of the 
room where the fire occurs, and which appears the first of the gases - precursors of 

Gas Wood PUR PVC Mixed crib

Hydrogen Time 
(min)

Signal 
(mV)

Time 
(min)

Signal 
(mV)

Time 
(min)

Signal 
(mV)

Time 
(min)

Signal 
(mV)

0–10 0–15 0–5 0 0–5 <5 0–10 <5

10–20 15–37 5–10 0–10 5–10 5–10 10–20 5–10

20–45 37–40 10–20 10–30 10–80 10–25 20–40 10–15

45–50 30–40 20–70 30–35 40–60 15–20

60–80 20–30

80–100 30

Carbon 
monoxide

Time 
(min)

Conc. 
(ppm)

Time 
(min)

Conc. 
(ppm)

Time 
(min)

Conc. 
(ppm)

Time 
(min)

Conc. 
(ppm)

0–10 0–5 0–5 0 0–80 <2 0–70 <2

10–20 5–12 5–10 0–12 70–100 2–5

20–30 12–20 10–15 12–7

30–40 20–25 15–65 7

40–50 25–27 65–70 <7

Smoke 
detectors

Time 
(min)

Detector 
alarm

Time 
(min)

Detector 
alarm

Time 
(min)

Detector 
alarm

Time 
(min)

Detector 
alarm

5 1st 
detector

No alarms No alarms No alarms

10 2nd 
detector

*CO concentration was measured by Fourier transformed infrared spectroscopy, H2 concentration was measured using 
a gas sensor based on a metal/solid electrolyte/insulator. Presence of smoke was determined by a commercial smoke 
detector [7].

Table 1. 
Occurrence of hydrogen, carbon monoxide and smoke in air with the pyrolysis time of different materials: Wood, 
polyethylene (PE), polyurethane (PUR) and mixtures of these materials (mixed crib).*
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the fire. At the early stage of the ignition it is still possible to assume adequate action 
and take control over the situation. For example, in a case of electricity wires being 
overheated it is not late to switch them off automatically, thus preventing the fire at 
the beginning.

Although the appearance of certain gases in air during the ignition of materials is 
separated in time, but reliable detection of the fire based on the hydrogen released at 
the first stage of combustion is possible only with sufficient selectivity of the sensor 
to hydrogen. But the sensors are known to do not possess good selectivity [8, 9].

That is why, for the early prevention of the fire, the gas sensors are included in 
complex systems, for example, in the MAGIC.SENS Automatic LSN Fire Detector 
(Bosch), that provides multipurpose detection of the fire-hazard using a joint action 
of optical, thermal and chemical sensors. Undoubtedly, a signal of such kind of the 
multiple-purpose detectors considerably increases veracity of the fire diagnostics, 
while the separate use of the detectors of this system do not provide effective diagnos-
tics of the fire situation. Indeed, using only a thermal detector will not allow deter-
mining the onset of smoldering materials, in the presence of dust the false fire alerts 

Gas Armchair Roll Sponge Food

Hydrogen Time 
(min)

Signal 
(mV)

Time 
(min)

Signal 
(mV)

Time 
(min)

Signal 
(mV)

Time 
(min)

Signal 
(mV)

0–10 <10 0–40 <5 0–3 0–50 0–10 <5

10–20 10–30 40–60 5–10 3–10 50–60 10–20 5–20

20–30 30–40 60–80 10–70 10–25 60–65 20–30 20–30

30–40 40–60 80–100 70 25–40 50–65 30–40 30

40–45 60–70

45–50 50–60

Carbon 
monoxide

Time 
(min)

Conc. 
(ppm)

Time 
(min)

Conc. 
(ppm)

Time 
(min)

Conc. 
(ppm)

Time 
(min)

Conc. 
(ppm)

0–5 0 0–50 0 0–40 <5 0–40 <5

5–10 <5 50–60 <5

10–20 5–10 60–70 5–40

20–30 10–15 70–100 40–50

30–40 15–25

40–50 25–30

Smoke 
detectors

Time 
(min)

Detector 
alarm

Time 
(min)

Detector 
alarm

Time 
(min)

Detector 
alarm

Time 
(min)

Detector 
alarm

20 1st 
detector

60 1st 
detector

2 1st 
detector

24 1st detector

40 2nd 
detector

65 2nd 
detector

4 2nd 
detector

2nd detector  
– no alarm

*CO concentration was measured by Fourier transformed infrared spectroscopy, H2 concentration was measured using 
a gas sensor based on a metal/solid electrolyte/insulator. Presence of smoke was determined by a commercial smoke 
detector [7].

Table 2. 
Occurrence of hydrogen, carbon monoxide and smoke in air with the time of pyrolysis of various household items: 
Armchair, roll, sponge, food with the time of their heating.*
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of an optical detector are possible, and using only a gas sensor in the system will not 
provide diagnostics due to its low selectivity to gases emitted during the fire.

At the same time, possessing, in general, insufficient selectivity, the semiconduc-
tor gas sensors have a number of other capabilities (high sensitivities to gases, good 
response time, a wide range of gas detection, an ability to operate in a significant 
range of the ambient temperatures (−45 ÷ + 45°C), low mass and dimensions), which 
make them promising for creation of devices and systems capable to provide reliable 
diagnostics of the onset of the fires.

The design of the semiconductor sensor created at the Department of Chemistry 
of the Taras Shevchenko National University of Kyiv is present in Figure 5.

The sensor consists of a ceramic plate with platinum heater on one side and Pt 
contacts on the opposite side of the plate (Figure 5a). These contacts intended to 
measure the current flowing through a gas sensitive layer deposited between them 
(Figure 5b). The gas sensitive layer is made of semiconductor material, whole sensor 
has a very small size (2x2x0,5 mm, Figure 5c).

A principle of the semiconductor sensor operation is based on a change in its 
conductivity in the presence of the analyzed gas in air. Figure 6 shows schematically 
the sensor sensitivity mechanism from the standpoint of the band theory of semicon-
ductors [11].

In the absence of the analyzed gas in air (Figure 6A), chemisorption of oxygen 
occurs on the sensor surface with localization of electrons from the semiconductor 
conduction band on the oxygen atoms [12, 13]. Reduction of the electrons number 
in the conduction band of the semiconductor leads to decrease in its electrical con-
ductivity. In the presence of the analyzed gas R (Figure 6B), its molecules interact 
with the active chemisorbed oxygen. The electrons, previously localized on the 
chemisorbed oxygen, return to the conduction band of the semiconductor and 
increase its conductivity. This increase will be the greater if the concentration of gas 
R will be higher. This is the basis for the use of semiconductor materials in the sen-
sors for determination of the concentration of the analyzed gas R. Finally, Figure 6C 
shows a role of the catalytic additive (Me), that increases a rate of catalytic oxidation 
reaction by the chemisorbed oxygen through activation of the R molecules, that leads 
to an even larger number of electrons returned to the conduction band - the sensor 

Figure 5. 
Design of the semiconductor gas sensor: a – schematic illustration of the main elements of the semiconductor gas 
sensor; b – view of a ceramic sensor plate with a sensitive layer; c – SEM image of the sensor in its measurement 
chamber [10].
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sensitivity to the analyzed gas becomes greater [14, 15]. This simple scheme shows a 
reason for the low selectivity of the sensor: at a given sensor temperature, molecules 
of many gases can overcome the energy barrier of the oxidation reaction [16] thereby 
increase the conductivity of the sensor.

Several devices were created at the University using semiconductor sensors 
(Figure 7). In particular, with combination of the sensor and previous chromato-
graphic separation of the air sample, it was possible to ensure absolute selectivity of 
CH4, C2H6 and C3H8 measurements that was applied in a developed portable chro-
matograph intended to determine natural gas leaks from pipelines without digging 
the soil (Figure 7b).

Figure 6. 
Schematic illustration of the action mechanism of the semiconductor sensors: A – Sensor material in absence of 
analyzed gas (R); B – Sensor material exposed to the analyzed gas; C – Doped by catalytic additive me sensor 
material exposed to the analyzed gas.

Figure 7. 
Examples of developed devices based on semiconductor sensors created at the Taras Shevchenko National 
University of Kyiv: Semiconductor sensors (1, a), a device intended to determine alcohol in exhaled air (2,a), a 
domestic device in the form of a doll intended to determine presence of methane in air of kitchen (3,a), a device 
intended to determine concentrations of methane in air purposed for vehicles (4, a) a portable chromatograph 
intended to determine natural gas leaks from pipelines without digging soil (b) (Project #840 of Science and 
Technology Center in Ukraine).
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It should be noted that although the sensors have low selectivity, changes in the 
chemical compositions of the gas sensitive layers, their morphology and temperature 
can affect the rates of gases oxidation on the semiconductor surfaces and, thus, regu-
late the selectivity of measurement. These approaches allow to avoid the use of the 
sensors in conditions of the chromatography, that neutralize attractive possibilities 
of using the low-power sensors in the corresponding miniature portable devices or as 
sensors of stationary automated systems for monitoring indoor air.

In our work, tin dioxide, an n-type semiconductor, was chosen as a basis of the 
sensitive layer of the sensor [17]. Tin dioxide exhibits high chemical and thermal 
inertness, that is necessary to ensure a long-term stable operation of the sensor in the 
practice [12]. In order to increase the sensor response, the material of the gas sensitive 
layer based on tin dioxide was obtained in a nanoscale state [13, 14, 17]. This should 
ensure that the processes occurring on the gas sensitive surface of the sensor have a 
predominant effect on its volumetric characteristics, in particular, on the values of 
its electrical conductivities [18]. Taking into account the mechanism of the sensor 
response formation [12–15, 17], a catalytically active additive was introduced into its 
gas sensitive layer, that allows to accelerate the process of the oxidation of hydrogen 
by the oxygen chemisorbed on the sensor surface. One of such catalytic additive may 
be platinum, which has an extremely high activity in the oxidation reaction of H2 [19] 
and it is much higher than in the oxidation reaction of CO and CH4.

The aim of our work is to develop a fast semiconductor gas sensor based on nano-
sized SnO2 possesses very high sensitivity to H2 microconcentration and low sensitivi-
ties to CO and CH4 purposed for systems of fires detection at early stage.

2. Materials and methods of investigation

The initial substances for synthesis of the material of the sensitive layer were 
SnCl4 × 5H2O, ethanediol-1,2, and H2PtCl6.

In order to synthesize SnO2 1.5 g of SnCl4∙5H2O were added to 15 ml of ethanediol-1,2 
under sintering. The mixture was heated to 353 K until the salts were completely 
dissolved. The resulting solution was transferred to a ceramic dish and then was kept 
at 393 K C in a sand bath until approximately 80% of the solvent (by a volume) was 
evaporated. A resulting dark brown viscous gel was aged in air at a room temperature for 
30 minutes, then kept in an oven at 423 K for two days. The obtained brown xerogel was 
subjected to heat treatment with limited air access in a temperature range from 298 K 
to 873 K according to a special sintering program in a programmable oven “GERO” 
(Germany). The temperature mode of the program is shown in Figure 8. A light yellow 
nanosized SnO2 was obtained as a result of the treatment. Semiconductor sensors were 
created by applying a paste, consisted of the obtained nanosized SnO2 and an aqueous 
solution of carboxymethylcellulose, between the measuring electrodes of the ceramic 
plates of the sensors. Then the plates with applied paste were dried at 363 K impregnated 
with a solution of hexachloroplatinic acid (5,3x10−2M) and heated up to 892 K.

Study of the obtained nanomaterials by transmission electron microscopy (TEM) 
was performed on an electron microscope Selmi TEM - 125 K with an accelerating 
voltage of 100 kV and by X-ray diffraction analysis (XRD) diffractometer on a Bruker 
D8 Advance diffractometer with CuKα radiation.

Study of the sensor characteristics was performed in a special electric stand 
(Figure 9).
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Figure 8. 
A special thermal program for xerogel sintering.

Figure 9. 
Electrical diagram of the stand intended to determine the parameters of the sensors: A1 - power supply of the 
sensor heater; 1 – voltmeter or recording devices; 2 – a resistor for current registration through the sensor heater; 
3 - power supply of the heater of the sensor; 4 - power supply of the sensitive layer of the sensor; 5 – a load resistor; 
6 – a semiconductor sensor (6.1 – a heater; 6.2 – a sensitive layer).
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The electrical resistance of the sensor (Rs) was calculated according to the Ohm’s 
law for series connection of conductors:

  (1)

where U- voltage of the power supply of the sensitive layer; Ul is voltage drop on 
the load resistor; Rl is a value of the resistance of the load resistor.

The following notations were used to evaluate the properties of the sensors: Ro is 
the electrical resistance of the sensor in pure air, Rg is the electrical resistance of the 
sensor in the presence of an analyzed gas R. A ratio of the sensor electrical resistance 
in pure air to the electrical resistance in the analyzed gas – air mixture (Ro/Rg) was 
considered as a response of the sensor to this gas.

Before measuring the characteristics of the sensors, they were purged by a gas 
mixture with a hydrogen concentration of 935 ppm every 1 hour for three days at a 
temperature of the gas sensitive layer 675 K in order to stabilize sensors resistances.

Sensor response time (t0,9) was defined as the time to reach 90% of the constant 
value of the sensor response in the presence of the analyzed mixture, the sensor relax-
ation time (τr) was defined as the time to reach the sensor 10% of the sensor response 
when replacing analyzed gas mixture by pure air.

The investigated gas mixtures were prepared in pressure cylinders and certified at 
Ukrmetrteststandard.

3. Results and discussion

Figure 10 shows a schematic illustration of nanosized tin dioxide synthesis via 
sol–gel method, that allows to achieve high chemical homogeneity of products, 
particle size control and morphology of the material at different stages of synthesis by 
changing temperature, reaction time, nature of solvents, chemical composition and 
reagent concentrations [20–22].

In contrast to the most common variant of the sol–gel method, where water is 
used as a solvent and the final hydroxide or oxide is obtained by alkaline or acid 
hydrolysis [21, 22], the non-aqueous variant of the “classical” method has a number 
of advantages over the method. Ethylene glycol is used as a solvent that at the same 
time acts as a hydrolytic agent, reacting chemically with tin (IV) chloride to form HCl 

Figure 10. 
Scheme of the nanosized SnO2 synthesis by a sol–gel method: I –dissolving of SnCl4 in ethylene glycol at  
353 K II and III - evaporation of the obtained solution on a sand bath with consequent drying it in an oven;  
IV - heat treatment up to 873 K. SEM image of the synthesized SnO2 is shown in insert.
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and corresponding tin (IV) glycolate (Figure 10, stage I). Then, as the temperature 
rises, the glycolate is polymerized to form a three-dimensional grid (Figure 10, stages 
II, III), where ethylene glycol molecules act as bridges between tin atoms. Thus, 
ethylene glycol performs a structure-forming function. In addition, ethylene glycol 
also performs an important function of preventing agglomeration of particles during 
the heat treatment of the xerogel in an oven, as bimethylene linkers are quite stable 
and completely burn out of the material only at a temperature about 773 K [23]. Thus, 
in initial stages of the process, when the temperature rises and the oxide particles are 
just beginning to form, ethylene glycol molecules partially prevent the process of the 
nanoparticle aggregation.

According to TEM observation, the synthesized nano-SnO2 material consists of 
spherical particles with an average size 10–11 nm (Figure 11a).

According to X-ray diffraction analysis, the obtained tin dioxide has a cassiterite 
structure (ICDD PDF - 2 version 2.0602 (2006), card 00. 00–041-1445), and no 
other phases were found in the obtained material (Figure 12).

Calculation of the particle size according to the Scherrer equation (XRD size) [24] 
has shown that the size of the coherent scattering region for the obtained material is 
6.7 nm. The significant difference between the particle size according to TEM data 
and those calculated according to the Scherrer equation can be explained by existence 
of an amorphous surface layer or the presence of defects in the tin dioxide crystal 
lattice on the surfaces of nanoparticles [25, 26]. This may be due to the formation of 
the crystal structure of tin dioxide in the presence of the organic matrix, that has not 
yet fully oxidized in the conditions of the heat treatment [23].

It was established that the thermal formation of the semiconductor materials of 
the gas-sensitive layer (at temperatures up to 620°C) leads to the aggregation of SnO2 
particles. This effect can explain increase in particle size for the sensor materials in 
comparison with the initial SnO2. For example, average TEM size of the semiconduc-
tor particles for the undoped sensor materials is 19–20 nm while average TEM size of 
the initial SnO2 is equal to 10–11 nm [27]. No changes in the phase composition of the 
gas-sensitive layer were detected by the X-ray diffraction analysis, and the average 
particle size of tin dioxide material, calculated by the Scherrer equation, was 20.1 nm 
[27]. This correspondence between the values of the average particle size obtained 
by the different methods (TEM and X-ray diffraction) may indicate that additional 
high-temperature treatment in the formation of the gas sensitive materials reduces 
significantly a number of defects in the crystal lattice of tin dioxide.

Figure 11. 
TEM images of the initial tin dioxide (a) and platinum-containing sensor material obtained by impregnation 
with 5.3∙10–2 M solution of H2[PtCl]6 (b).
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Analysis of TEM images of the platinum-containing gas sensitive materials 
(Figure 11b) revealed that addition of platinum reduces significantly the average 
particle size of the tin dioxide material (from 19 to 20 nm to 14–15 nm). The particle 
sizes calculated by TEM and X-ray diffraction methods are the same, that indicates to 
good crystallization of tin dioxide in the platinum-containing sensor material.

Figure 13a shows the dependence of the sensor response to hydrogen (22 ppm) 
on the temperature of the sensor. As it can be seen, this dependence has an extreme 
character with a maximum response of the sensor at the temperature 595 K, that may 
be caused by oxygen adsorption–desorption processes on the surface of the semicon-
ductor layer.

Figure 13. 
The dependence of the sensor response to 22 ppm of hydrogen on the temperature of the sensor (a) and (b) - the 
dependence of the electrical conductivity in air (σ0) on its temperature in the coordinates σ0 from T (1) and ln σ0 
from 1/T(2) for the sensor based on Pt/SnO2.

Figure 12. 
X-ray diffraction of the sensor material without additives and platinum-containing sensor material (obtained by 
impregnation with 5.3∙10−2 M solution of H2[PtCl]6).
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To explain the obtained data, it should be taken into account that in the presence 
of hydrogen the charged forms of oxygen formed by the oxygen chemisorption on 
the surface of the gas sensitive layer are able to oxidize H2 molecules activated on 
platinum particles that leads to return of the electrons in the conduction band of the 
semiconductor and increases its conductivity. Naturally, if the rate of the oxidation of 
hydrogen is higher and, as a consequence, the greater is amount of the chemisorbed 
oxygen on the surface of the semiconductor is involved in oxidation of H2 molecules, 
the response of the sensor will be higher. It can be assumed that increase in the oper-
ating temperature of the sensor from 565 to 595 K leads to an increase in the amount 
of the oxygen chemisorbed on the surface of the gas sensitive layer and consequently 
to an increase in the response of the sensor from 8.6 to 9.2, respectively. A further 
decrease in the response of the sensor with increasing the operating temperature 
may be due to the dominance of the desorption of the chemisorbed oxygen from the 
surface of the semiconductor. At the same time, this assumption is contradicted by 
the experimental data shown in Figure 13b. These data show a monotonic increase in 
the conductivity of the sensor under conditions of the increasing temperature, which 
cannot explain the initial stage of increasing the response of the sensor to hydrogen 
(Figure 13a) by increasing the amount of the chemisorbed oxygen. To understand 
this discrepancy, it is necessary to consider the main factors that determine it.

As can be seen from Figure 13b, an increase in the temperature of the sensor leads 
to an increase in its conductivity according to the exponential law (Figure 13b, curve 
1), that is characteristic of semiconductors [28]. This dependence can be linear-
ized in the coordinates ln (σ) - 1/T, that allows to calculate the activation energy 
of conductivity. It was found that a value of the activation energy in the operating 
temperature range of the sensor 565–680 K is 0.65 eV. This value is characteristic of 
the interparticles barrier between the grains of tin dioxide [29] indicating a slight 
effect of the oxygen chemisorbed at the interface between the particles of platinum 
and tin dioxide on the value of activation energy of the conductivity of Pt/SnO2. That 
is why a change in the conductivity of the sensor from the temperature (Figure 13b, 
curve 1) does not reflect the effect of the chemisorbed oxygen on the conductivity 
of the sensor, which is usually observed for sensor systems [30]. Since an increase in 
the temperature of the sensor leads to an increase in its conductivity that is a result 
of an increase in the number of charge carriers (electrons) capable to overcome the 
interparticles barrier, an increase in the temperature leads to a decrease in the width 
of the space charge region (SCR). It is known that the width of the SCR is one of 
the factors that can directly affect the response of the sensor [12–14]. Likely, for the 
sensors based on nanosized Pt/SnO2 material, an increase in the temperature leads to 
a significant decrease in the width of the SCR. As a result, the surface processes, such 
as the involving of the chemisorbed oxygen on the SnO2 surface in the oxidation of 
H2 molecules, are masked by their own high conductivity of the semiconductor and 
therefore the processes of the oxygen chemisorption are not reflected in the change in 
the conductivity of the sensor with increasing the temperature (Figure 13b, curve 1).

As can be seen from the data presented in Figure 14, the sensor created on the 
basis of the Pt/SnO2 nanomaterial can measure hydrogen in air in a wide range of its 
concentrations (from 3 to 935 ppm).

In the logarithmic scale, the dependence of the conductivity of the sensor on the 
concentration of hydrogen in air becomes linear (Figure 14, curve 2) [31, 32]. That 
is very convenient to use the sensor in practice, because its periodic calibration, 
that usually accompanies the long-term operation of the sensor, can be carried out 
only by two concentrations of hydrogen-air mixtures.
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One of the most important properties of sensors is the reproducibility of their 
performance over a period of their operation. The data presented on Figure 15 shows 
a change in the conductivity of the sensor with periodic supply of 44 ppm H2 for 
100 minutes of its continuous operation. As it can be seen, the sensor signal is well 
reproduced -a deviation of its signal value does not exceed (± 4%) from the initial value.

Table 3 shows the data on the stability of the sensor response in the presence of 
44 ppm H2 during continuous operation for a working day (8 hours). As it can be 
seen, a deviation of the response value of the sensor (∆) from its initial value (in the 
first hour of the sensor operation) is insignificant, that indicates to sufficient stability 
of the sensor.

Figure 15. 
The reproducibility of the platinum-containing sensor signal to 44 ppm of H2 for 100 minutes of the sensor 
operation at its temperature of 595 K.

Figure 14. 
Dependence of electrical conductivity of the platinum-containing sensor on hydrogen concentration in air (1) and 
its linearized form in the logarithmic scale (2).
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The results of measuring the sensor response to 22 ppm of hydrogen before and 
after overloading the sensor with hydrogen (935 ppm), are presented in Figure 16.

As it can be seen from the above data, the hydrogen overload has almost no effect 
on the value of the conductivity of the sensor, that corresponds to the presence in air 
of a H2 microconcentration (22 ppm). This indicates to the stability of the material of 
the gas-sensitive layer, that remains unchanged when exposed to a high concentration 
of hydrogen at relatively high operating temperatures of the sensor. Thus, the sensor 
is able to correctly measure the hydrogen content even after exposure to almost 50 
times the concentration of H2 This, of course, indicates to possibility of the stable 
sensor operation in real conditions. In addition, these data confirm good dynamics 
of the sensor, because it quickly returns to its initial state in air after exposure of 
high hydrogen concentrations to it. In particular, it was found that at the operating 
temperature of 595 K, the response time of the sensor (t0.9) in relation to 22 ppm H2 is 
10 s, and the relaxation time is 30 s.

To assess a possible effect on the conductivity of the sensor of carbon monoxide and 
methane, which are also classified as fire precursor gases and which appear in air of the 
room behind hydrogen, the same CO and H2 concentration in air were applied to the 
sensor. It was found (Figure 17), that the conductivity of the sensor in the presence of H2 
is much higher than for CO (the value of the conductivity of the sensor for CO is about 
10% of the conductivity of the sensor to H2), and the sensor is practically not felt CH4 

Sensor response 
and its change

Time (hours)

1 2 3 4 5 6 7 8

γ 13.22 12.95 13.412 13.21 13.66 13.19 13.24 13.59

∆ (%) −1.98 1.45 −0.05 3.38 −0.20 0.21 2.82

Table 3. 
Stability of the sensor response to 44 ppm H2 at a sensor temperature of 595 K for 8 hours of the sensor continuous 
operation.

Figure 16. 
Change in the conductivity of the platinum-containing sensor to 22 ppm of hydrogen after it exposure to 935 ppm 
of hydrogen at a sensor temperature 595 K.
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at even much higher concentration (935 ppm) than for H2. Since CO and CH4 appear in 
air after some time after the appearance of hydrogen, and the sensor response time for 
H2 is 10 seconds, it becomes clear that such sensor can detect the presence of H2 before 
presence of CO and CH4 in air and thus detect the earliest stage of appearance of the fire.

The proposed sensor for the fire diagnostics will have the following advantages 
in comparison with already known analogues: presence of the open flame will not be 
necessary for generating the alert (as in the case of the heat or smoke detectors), and 
the detector will not be impeded by the dust (as in the case of the optical sensors). The 
assumed high sensitivity of the sensor to H2 (the first precursor of the fire) and the 
good response time will allow to determine the onset of smoldering at the earliest 
stage before the start of the open fire). In addition, taking into account the low power 
consumption of the sensors (0.4 watts), they can be used in controlled rooms with 
organizing their power supply from the electrical networks, that is usually presented 
in the rooms, which is convenient when using sensors in practice.

It should be noted that production of hydrogen is usually highest at first stage of the 
ignition while with appearance of the open fire production of hydrogen can drastically 
decrease [7, 33] while production of smoke and other organic and inorganic compounds 
(such as benzene, biphenyl, ethane, hydrogen chloride, hydrogen cyanide etc.) has 
begun [33]. This fact allows to suggest the use of the created hydrogen sensor with other 
type fire sensors in a complex device. This will allow to determine the initial stage of the 
fire situation by monitoring of the hydrogen sensor signal and to track fire development.

4. Conclusions

In this work by using a sol–gel method sensor material based on nanosized tin 
dioxide with an average particle size of 10–11 nm was created and possibility of its 

Figure 17. 
The response of the Pt/SnO2-based sensor to different concentrations of hydrogen (22 ppm), carbon monoxide 
(60 ppm) and methane (935 ppm).
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use as a gas-sensitive layer of the semiconductor hydrogen sensor was investigated. It 
was found that the addition of platinum to the synthesized nanomaterial increases the 
sensitivity of sensors to hydrogen compared to tin dioxide. It was shown that due to 
high sensitivity to hydrogen, fast response time, a wide range of H2 detectable con-
centrations in air, resistance to hydrogen overloads, good reproducibility of the sensor 
signal and selectivity to hydrogen measurement, the created sensor is promising for 
use it in the detector of early warning of the fire.
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